JMIR Medical Informatics

Impact Factor (2023): 3.1
Volume 8 (2020), Issue 5 ISSN 2291-9694 Editor in Chief: Christian Lovis, MD, MPH, FACMI

Contents

Original Papers

Determining Factors Affecting Nurses’ Acceptance of a Care Plan System Using a Modified Technology
Acceptance Model 3: Structural Equation Model With Cross-Sectional Data (e15686)

Kuei-Fang Ho, Pi-Chen Chang, Maria Kurniasari, Sri Susanty, Min-Huey ChUNg. . . . ... ... e e e 4

Detecting False Alarms by Analyzing Alarm-Context Information: Algorithm Development and Validation
(e15407)

Chrystinne Fernandes, SImon Miles, Carlos LUCENA. . . . . . ..ottt e et e e e e e e 48

Clinical Desire for an Artificial Intelligence—Based Surgical Assistant System: Electronic Survey—Based
Study (e17647)

Soo Park, Eun Lee, Se Kim, Seong-Ho Kong, Chang Jeong, Hee Kim. . . ... ... . e 60

The Development of the Military Service Identification Tool: Identifying Military Veterans in a Clinical
Research Database Using Natural Language Processing and Machine Learning (€15852)

Daniel Leightley, David Pernet, Sumithra Velupillai, Robert Stewart, Katharine Mark, Elena Opie, Dominic Murphy, Nicola Fear, Sharon
SHOVEIINK. .« ot 71

Determining the Topic Evolution and Sentiment Polarity for Albinism in a Chinese Online Health Community:
Machine Learning and Social Network Analysis (e17813)
Qiqing Bi, Lining Shen, Richard Evans, Zhiguo Zhang, Shimin Wang, Wei Dai, Cui Liu. . . . . ... ... . et 82

An App Developed for Detecting Nurse Burnouts Using the Convolutional Neural Networks in Microsoft
Excel: Population-Based Questionnaire Study (€16528)
Yi-Lien Lee, Willy Chou, Tsair-Wei Chien, Po-Hsin Chou, Yu-Tsen Yeh, Huan-Fang Lee. . . . ... .. ... . e 97

The Development of a Practical Artificial Intelligence Tool for Diagnosing and Evaluating Autism Spectrum
Disorder: Multicenter Study (e15767)

Tao Chen, Ye Chen, Mengxue Yuan, Mark Gerstein, Tingyu Li, Huiying Liang, Tanya Froehlich, Long Lu. .. .......... ... .. . ... 109

An Electronic Clinical Decision Support System for the Management of Low Back Pain in Community
Pharmacy: Development and Mixed Methods Feasibility Study (e17203)
Aron Downie, Mark Hancock, Christina Abdel Shaheed, Andrew McLachlan, Ahmet Kocaballi, Christopher Williams, Zoe Michaleff, Chris

The Perceptions of and Factors Associated With the Adoption of the Electronic Health Record Sharing
System Among Patients and Physicians: Cross-Sectional Survey (e17452)

Martin Wong, Junjie Huang, Paul Chan, Veeleah Lok, Colette Leung, Jingxuan Wang, Clement Cheung, Wing Wong, Ngai Cheung, Chung Ho,
ENG YBON. .« o e 145

JMIR Medical Informatics 2020 | vol. 8 | iss. 5 | p.1

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Categorization of Third-Party Apps in Electronic Health Record App Marketplaces: Systematic Search and
Analysis (€16980)
Jordon Ritchie, Brandon WeElCh. . . . .. ... e e e 161

Effect of Online Health Information Seeking on Anxiety in Hospitalized Pregnant Women: Cohort Study
(e16793)

Fabiana Coglianese, Giulia Beltrame Vriz, Nicola Soriani, Gianluca Piras, Rosanna Comoretto, Laura Clemente, Jessica Fasan, Lucia Cristiano,
Valentina Schiavinato, Valter Adamo, Diego Marchesoni, Dario GIregOri. . . . . .o v ot vttt et et e e e e e e e e e et 170

Evaluation of the Quadri-Planes Method in Computer-Aided Diagnosis of Breast Lesions by Ultrasonography:
Prospective Single-Center Study (e18251)
Liang Yongping, Zhang Juan, Ping Zhou, Zhao Yongfeng, Wengang Liu, Yifan Shi. . . ... ... e 181

Use of Machine Learning Techniques for Case-Detection of Varicella Zoster Using Routinely Collected
Textual Ambulatory Records: Pilot Observational Study (e14330)

Corrado Lanera, Paola Berchialla, lleana Baldi, Giulia Lorenzoni, Lara Tramontan, Antonio Scamarcia, Luigi Cantarutti, Carlo Giaquinto, Dario
[T =0 o o 193

Deep Learning—Based Prediction of Refractive Error Using Photorefraction Images Captured by a
Smartphone: Model Development and Validation Study (e16225)
Jaehyeong Chun, Youngjun Kim, Kyoung Shin, Sun Han, Sei Oh, Tae-Young Chung, Kyung-Ah Park, Dong Lim. ........... ... ... ..., 203

Deep Learning Neural Networks to Predict Serious Complications After Bariatric Surgery: Analysis of
Scandinavian Obesity Surgery Registry Data (€15992)
Yang Cao, Scott Montgomery, Johan Ottosson, Erik Naslund, Erik Stenberg. . . ... e 215

Prediction of Preeclampsia and Intrauterine Growth Restriction: Development of Machine Learning Models
on a Prospective Cohort (e15411)
Herdiantri Sufriyana, YU-Wei WU, EMIly SU. . . . ..o e e e e e 228

Multi-Level Representation Learning for Chinese Medical Entity Recognition: Model Development and
Validation (e17637)
Zhichang Zhang, Lin Zhu, Peilin YU. . . ..o e e e 244

A Graph Convolutional Network—Based Method for Chemical-Protein Interaction Extraction: Algorithm
Development (e17643)

Erniu Wang, Fan Wang, Zhihao Yang, Lei Wang, Yin Zhang, Hongfei Lin, Jian Wang. . . . . ... ..ot e e 256

A Method to Learn Embedding of a Probabilistic Medical Knowledge Graph: Algorithm Development
(e17645)

Linfeng Li, Peng Wang, Yao Wang, Shenghui Wang, Jun Yan, Jinpeng Jiang, Buzhou Tang, Chengliang Wang, Yuting Liu. . ... ................ 267

Document-Level Biomedical Relation Extraction Leveraging Pretrained Self-Attention Structure and Entity
Replacement: Algorithm and Pretreatment Method Validation Study (e17644)
Xiaofeng Liu, Jianye Fan, Shoubin DONQG. . . . .. oottt e et e e e e e e e e 279

Application of a Mathematical Model in Determining the Spread of the Rabies Virus: Simulation Study
(e18627)

Yihao Huang, MINQEA0 Li. . . ... ...t e e 295
Optimization of Precontrol Methods and Analysis of a Dynamic Model for Brucellosis: Model Development

and Validation (e18664)
Yihao Huang, MINGao Li. . ... ... e ettt e e 302

JMIR Medical Informatics 2020 | vol. 8 | iss. 5 | p.2

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Artificial Intelligence—Based Neural Network for the Diagnosis of Diabetes: Model Development (e18682)
YUE LU« ot 309

Reviews

Factors Influencing the Adoption of Health Information Standards in Health Care Organizations: A Systematic
Review Based on Best Fit Framework Synthesis (e17334)
Lu Han, Jing Liu, Richard Evans, Yang Song, Jingdong Ma. . . . . ... ... e 14

Challenges of Clustering Multimodal Clinical Data: Review of Applications in Asthma Subtyping (e16452)
Elsie Horne, Holly Tibble, Aziz Sheikh, Athanasios TSANAS. . . . . . ...ttt ettt e e e e e e e e e e e e e e 28

JMIR Medical Informatics 2020 | vol. 8 | iss. 5 | p.3

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Hoet d

Original Paper

Determining Factors Affecting Nurses’ Acceptance of a Care Plan
System Using a Modified Technology Acceptance Model 3:
Structural Equation Model With Cross-Sectional Data

Kuei-Fang Ho'?, MSc; Pi-Chen Chang?, RN, PhD; Maria Dyah Kurniasari®®, RN, MSc; Sri Susanty®*, RN, MSc;
Min-Huey Chung?®®, RN, PhD

1Department of Nursing, Ching Kuo Institute of Management and Health, Keelung, Taiwan

2School of Nursing, College of Nursing, Taipei Medical University, Taipei, Taiwan

3Department of Nursing, Faculty of Medicine and Health Science, Universitas Kristen Satya Wacana, Salatiga, Central Java, Indonesia
4Department of Nursing, Faculty of Medicine, University of Halu Oleo, Kendari, Southeast Sulawesi, Indonesia

5Department of Nursing, Shuang-Ho Hospital, Taipei Medical University, New Taipei City, Taiwan

Corresponding Author:
Min-Huey Chung, RN, PhD
School of Nursing

College of Nursing

Taipei Medical University

250 Wuxing Street

Taipei,

Taiwan

Phone: 886 2736 1661 ext 6317
Fax: 886 2377 2842

Email: minhuey300@tmu.edu.tw

Abstract

Background: Health information technology is used in nursing practice worldwide, and holistic patient care planning can serve
as aguide for nursing practice to ensure quality in patient-centered care. However, few studies have thoroughly analyzed users
acceptance of care plan systemsto establish individua plans.

Objective: Based on the technology acceptance model 3 (TAM3), a user technology acceptance model was established to
explore what determines the acceptance of care plan systems by usersin clinical settings.

Methods: Cross-sectional quantitative datawere obtained from 222 nurses at eight hospitals affiliated with public organizations
in Taiwan. Using the modified TAM 3, the collected data were employed to analyze the determinants of user acceptance of acare
plan system through structural egquation modeling (SEM). We also employed moderated multiple regression analysis and partial
least squares-SEM to test the moderating effects.

Results: We verified all significant effects from the use of a care plan system among bivariate patterns in the modified TAM3,
except for moderating effects. Our results revealed that the determinants of perceived usefulness and perceived ease of use
significantly influenced perceived usefulness and perceived ease of use, respectively. The results also indicated that nurses
perceptions of subjective norm (path coefficient=.25, P<.001), perceived ease of use (path coefficient=.32, P<.001), and perceived
usefulness (path coefficient=.31, P<.001) had significantly positive effects on their behavioral intention to use the care plan
system, accounting for 69% of the total explained variance.

Conclusions: By exploring nurses’ acceptance of a care plan system, this study revealed relationships among the variablesin
TAM3. Our results confirm that the modified TAM3 is an innovative assessment instrument that can help managers understand
nurses acceptance of health information technology in nursing practice to enhance the adoption of health information technol ogy.

(JMIR Med Inform 2020;8(5):e15686) doi:10.2196/15686
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care plan system; technology acceptance model 3; behavioral intention
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Introduction

Nurses ability to develop detailed care plans considerably
influencesthe quality of patient care[1]. Care plansare essential
tools for promoting holistic care and are used to guide the
practice of, communication about, and recording of the provided
careinroutine care settings[2,3]. Suitableindividual care plans
have been associated with correct medical observations and
appropriate nursing diagnoses [4-6]. Therefore, it isreasonable
to infer that such care plans lead to the appropriate
implementation of care, accurate judgments of achieved patient
goals, and clinically effective nursing interventions. In nursing
environments, informatics has been used to improve data
management and promote care planning [7]. With the help of
information technology, a care plan system was developed to
facilitate the planning, organization, coordination, and recording
of the nursing process.

Several models have been proposed to examine the factors
affecting individual reactions to information technology. For
example, the user acceptance of technology model is the most
popular model used to evaluate information systems [8]. The
technol ogy acceptance model (TAM) identifieswhy individuals
adopt new technologies in various domains and is a popular
topic of research in the information systems field. The original
TAM contains two belief constructs, namely perceived
usefulness (PU) and perceived ease of use (PEOU), which have
been defined by Venkatesh and Davis [9] and Venkatesh [10],
respectively (see Table 1). These constructs determine an
individual’s behavioral intention (BI) toward using information
technology; PU has astronger and more direct impact than does
PEOU [9-11].

Venkatesh and Bala[11] developed atheoretical framework for
TAM-related research by synthesizing prior research conducted
on the TAM. This theoretical framework involves the social
influence, systemic characteristics of determinants, individual
differences, and facilitating conditionsrel ated to PU and PEOU.
Social influence encompasses the social processes and
mechanisms that shape individuals perceptions of various
aspects of a technology. Systemic characteristics refer to the
identity of a system and can help individuals perceive the ease
of use and usefulness of said system. Individual differencesare
personal characteristics or demographics that influence PEOU
and PU. Finally, facilitating conditions refer to organizational
infrastructure and support, which promote the adoption of a
technology in a given context. Venkatesh and Bala [11]
combined atheoretical model of the determinants of PEOU and
PU with the origina TAM and called this extended model
TAM3. This model has since proven to be reliable and highly
accuratefor predicting and explaining user acceptance of various
forms of information technology.

https://medinform.jmir.org/2020/5/€15686
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Theoretical processes such as socia influence and cognitive
instruments explain the relationship between PU and its
determinants (ie, subjective norm [SN], image [IMG], job
relevance [REL], and result demonstrability [RES]). SN and
IMG are categorized as socia influence processes, whereas
REL and RES are system characteristics that reflect the effects
of cognitive instrumental processes. Furthermore, according to
thetheoretical framework of TAM3, individual differencesand
facilitating conditions explain the determinants of PEOU through
the anchoring and adjustment of human decision making.
Anchoring involves four constructs, namely perception of
external control (PEC), computer self-efficacy (CSE), computer
anxiety (CANX), and computer playfulness (PLAY). These
constructs reflect how individual s anchor the PEOU of atarget
system to their beliefs. The adjustment of perceived enjoyment
(ENJ) and objective usability modifiesindividuals PEOU of a
target system. Objective usability is determined through the
comparison of the amount of time spent by an expert with that
spent by anoviceto perform atask using the system [10]. The
specific definitions of the determinants of PU and PEOU are
provided in Table 1.

The variables of the original TAM have the power to predict
nurses technological acceptance of and intention to use
information technology [12,13]. One study employed the
original TAM to explore nurses acceptance of a nursing
information system for care planning. The researchers reported
that PEOU and PU significantly influenced nurses’ acceptance
levels [14]. Zhang et a [15] conducted a study on the
determinants of PU in the context of mobile homecare nursing
to better understand the acceptance of atechnology.

After reviewing the literature on user acceptance of a nursing
information system, we noted that most studies were based on
the original TAM only or theories regarding the determinants
of PU. In addition to studying the rel ationships of REL and RES
with PU, Zhang et al [15] observed that SN and IMG within an
organization were significant antecedents of PU and that PU
was the most influential factor in the adoption of mobile
information technology by homecare nurses. In other words, to
date, few studies have examined the determinants of PEOU or
developed acombined model of the determinants of PEOU and
PU in the context of nursing information system use. The care
plan system in this study was devel oped by the North American
Nursing Diagnosis Association on the basis of their classification
system and was validated by our previous research [16]. This
paper presents an empirical study on this care plan system that
incorporated the modified TAM3 to explore the acceptance
mechanism of a care plan system. The objectives of this study
were to (1) identify the determinants of nurses acceptance of
acare plan system and (2) determine the influence of bivariate
patternsin the modified TAM 3 on the use of acare plan system.
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Table 1. Definitions of constructs in the modified technology acceptance model 3.

Construct Definition

Per ceived usefulness
Social influence

Subjective norm
system [9)]

Image
social circle[9,17]

Cognitive instruments
Job relevance

Result demonstrability
[9.17]

Per ceived ease of use
Anchoring

Perception of externa
control

system [11]
Computer self-efficacy
Computer anxiety
Computer playfulness

Adjustment

Perceived enjoyment
perceived to be enjoyable [10]

M oder ator

Output quality
to said individuals' job goals[10]

Voluntariness

The degree to which an individua believes that using atechnology will enhance his or her job performance[9]

Anindividual’s perception of whether the people who areimportant to them think that they should use the target

The degree to which an individual perceives that using a technology will enhance their image or statusin their

One's perception of atechnology as facilitative to their job [9]

An individual’s perception of the tangible (observable and communicable) results from using the target system

The degree to which an individual believes that using a technology will be free of effort [10]

Individuals' perceptions regarding the availability of organizational responses to facilitate the use of atarget

Individuals' beliefs regarding their abilities to use information technology [11]
Anindividual’s degree of fear or apprehension when they use or consider using atarget system [10,18]
The degree of perceived spontaneity in an individua’s interaction with a technology [10]

The performance-related consequences of using atarget system and the degree to which using said system is

The strength of individuals' beliefs regarding how well a system enables the performance of atask with respect

The rating range of voluntary use of atarget system [10]

Methods

Theoretical Framework of the Technology Acceptance
Model 3

This study proposed a modified version of TAM3, developed
by Venkatesh and Bala [11], to express user acceptance of a
care plan system. The study hypotheses are described asfollows
(Figure 1): (1) PU and PEOU have significant relationships
with Bl (H1 and H2, respectively); (2) the effects of SN on Bl
(H3), SN on IMG (H4), and SN and IMG on PU (H5 and H6,

https://medinform.jmir.org/2020/5/€15686
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respectively) are related to social influence; (3) REL and RES
represent the cognitive instrumental processes of PU (H7 and
H8, respectively); (4) PEOU has a significant relationship with
PU (H9); (5) therelationship of PEC, which refersto personnel
beliefs, with PEOU (H10) is a facilitating condition; (6) the
effects of CSE, PLAY, and CANX on PEOU (H11, H12, and
H13, respectively) represent individual differences in terms of
general beliefsabout computers and computer use; and (7) ENJ
can be adjusted to predict the PEOU of a system (H14). The
degreeto which the adjustment of objective usability determines
the PEOU of atarget system was not validated in this study.
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Figure 1. Modified technology acceptance model 3 adopted in this study. Hm1: hypothesis moderator 1; Hm2: hypothesis moderator 2.
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Venkatesh and Bala [11] included output quality (OUT) as a
moderating variable (Table 1). REL on PU was stronger when
OUT was higher. In addition, to distinguish voluntary use from
mandatory use, the researchers included voluntariness (VOL)
as a moderator (Table 1) of the relationship between SN and
BI.

Study Design and Sample

This cross-sectional study was approved by the Medical Ethics
Committee of the Tri-Service General Hospital (TSGHIRB No.
B-104-13). The study period wasfrom October 2015 to January
2016. All participants were registered nurses aged older than
20 yearswho had been using a care plan system for longer than
1 month. Using convenience sampling, 250 nurses were

https://medinform.jmir.org/2020/5/€15686
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recruited from elght hospital s affiliated with public organizations
in Tailwan. Datafor this study were drawn from the same sample
as that used in our previous study but were employed for
different purposes and presented as a different type of datain
this study. After informed consent was obtained from all
participants, a structured questionnaire was employed for data
collection.

Hair et al [19] proposed the estimation of the minimum sample
sizeinpartial least squares (PL S)—structural equation modeling
(SEM) analysis with multiple regression models by applying
Cohen [20] definitions; effect sizesof 0.02, 0.15, and 0.35 were
considered small, medium, and large, respectively. To facilitate
PLS-SEM analysis, the research sample size was calculated
based on the recommendations of Hair et a [19]. The sample
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size was calculated using the G* Power 3.0 software program
(UCLA) with apower of .80, amedium effect size of 0.15, and
alphaset at .05 for multiple regression of the maximum number
of variablesin a construct in our research framework, with five
predictors used. A minimum sample size of 92 was necessary.
Furthermore, a minimum sample size of 200 is often
recommended for PLS-SEM [21,22]. Therefore, considering
the 25% attrition rate, we recruited 250 nurses. The valid
guestionnaires completed by 222 nurses were used for data
analysis, yielding a response rate of 88.80%.

M easures

Our questionnaire coll ected the demographic data of the nurses,
and sdlf-reported data were collected using the questionnaire
about TAM3 designed by Venkatesh and Bala[11]. Following
approval from the original author, 50 items in the modified
TAM3 questionnaire composed the constructs investigated in
our research model.

The modified TAM3 questionnaire consisted of the TAM
constructs PU, PEOU, and BI; the determinants of PEOU (CSE,
PEC, CANX, PLAY, and ENJ); the determinants of PU (SN,
IMG, REL, and RES); and the moderators OUT and VOL.
Except for the construct of CSE, items for all constructs were
rated on a7-point Likert scaleranging from 1 (strongly disagree)
to 7 (strongly agree). The CSE items were measured on a
10-point Guttman scale ranging from 1 (strongly disagree) to
10 (strongly agree). The TAM 3 questionnaire had high internal
consistency reliability (Cronbach alpharanging from .76 to .93)
and high validity [11].

Data Analysis

Descriptive statistics were employed using SPSS Statistics
version 20.0 (IBM Corp) to analyze sociodemographic variables
and use characteristics of the care plan system. We estimated
the measurement model, tested the structural model, and
analyzed the relationships among all variables through
PLS-SEM in SmartPLS version 3.0 (University of Hamburg).

Measurement Model Estimation

In accordance with the model evaluation criteria proposed by
Hair et al [19], we assessed reliability, convergent validity, and
discriminant validity. Internal consistency reliability wasensured
if the composite riability (CR) scores of all constructs and
Cronbach apha were higher than .70. Indicator reliability was
ensured if al indicators' outer loadings were greater than .70.
Convergent validity was confirmed if the average variance
extracted (AVE) scores of all constructs were higher than .50.
The sguare root of the AVE of each construct needed to be
higher than the correlation between the latent variables, and all
theindicators outer loadings on their own constructs had to be
higher than their cross-loadings with other constructsto satisfy
the requirements of discriminant validity.

Moderating Effect Estimation

The PLS approach in SmartPLS and moderated multiple
regression analysis in SPSS version 20.0 for Windows were
applied to analyze and interpret interactions. We used SmartPL S
version 3.0 to analyze the coefficients of interaction terms. The
significance of a moderator was confirmed by t value (t >1.96)

https://medinform.jmir.org/2020/5/€15686
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for all interaction effects (path coefficients). SPSSversion 20.0
for Windows was used to calculate the model fit (R? without
moderator), new model fit (R? with moderator), difference

between these R? values, and significance of this difference for
all endogenous latent variables.

Structural Model Analysis

To evaluate the multicollinearity of the structural model, two
correlated variable correlation coefficients had to be <.85 [23].
A standardized root mean square residual (SRMR) lower than
.10 indicated acceptable goodness of fit in the model [24]. The

coefficient of determination values (R?) representing weak,
moderate, and substantial were .25, .50, and .75, respectively
[19]. PLS-SEM with a bootstrapping procedure was employed
to test the study hypotheses and analyze the path coefficients
(significance level=5%).

Results

Participant Characteristics

Therespondents reported their sociodemographic characteristics
and use of the target information system. Of the 222 nurses,
95.5% (212/222) were women and 4.5% (10/222) were men.
In total, 4 (1.8%) had a senior vocational school degree in
nursing, 88 (39.6%) had an associate degree, and 130 (58.6%)
had a bachelor’s degree or higher. Most participants had more
than 6 years of professional nursing experience (150/222,
67.6%). The use of health information technology for less than
6 years had the highest representation throughout the study
sample (190/222, 85.6%). Most of the participants (141/222,
63.5%) did not feel under pressure when using a computer.

M easurement M odel Results

Aspresented in MultimediaAppendix 1, for internal consistency
reliability, al Cronbach apha scores for the study variables
were higher than .70, and CR scores ranged from .84 to .96,
which were all acceptable. The outer loadings of all indicators
were above .70, which implied satisfactory indicator reliability
(see Multimedia Appendix 1). Multimedia Appendix 1 indicates
that AVE scores for al variables were above .64. This result
satisfied the requirement for convergent validity. To confirm
the discriminant validity of constructs, we examined whether
the squareroot of the AV E from each construct (see Multimedia
Appendix 1) exceeded the correlation between the constructs
in the research model. Moreover, as presented in Multimedia
Appendix 2, we ensured that all indicators had outer loadings
in relation to their own latent variables that were higher than
their cross-loadings with other constructs. Therefore, we
concluded that the measurement model satisfied the criteriafor
internal consistency, indicator, convergent, and discriminant
validity.

Analysis of Moderating Effects

Moderated multiple regression anaysis and PLS-SEM were
employed to test the moderating effects. All test results are
presented in Multimedia Appendix 3. The t values for all path
coefficients were lower than 1.96, and differences among the

R? values of all endogenous latent variables were minor and

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€15686 | p.8
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

nonsignificant. Therefore, VOL and OUT did not exert any
moderating effects.

Structural Model Analysis and Hypothesis Testing

In this study, all bivariate correlations were lower than .85
(Multimedia Appendix 1). Therefore, multicollinearity was
avoided. Multimedia Appendix 4 and Figure 2 present the

Hoetd

explained variance of each construct. SN, IMG, REL, RES, and
PEOU yielded approximately 79% of the variance for PU. The
effectsof CSE, PEC, CANX, PLAY, and ENJon PEOU yielded
approximately 72% of the total variance. The combination of
SN, PEOU, and PU accounted for 69% of the variance observed
for BI. Thisresult indicated that the model explained high levels
of variance.

Figure2. Analysis path of the structural model. 2P<.05. bp<.01. °P<.001. Note: No moderator variable was used in this model.
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In our research model, the SRMR was .09, which indicated
good modd fit of the data. Therefore, the model was considered
acceptable. The total indirect effect and total effect of all
constructs on Bl toward using the care plan system are presented
in Multimedia Appendix 4, including the total indirect effects
of SN (.11) and PEOU (.08) on Bl. Combined with the direct
effect, the total effects of SN (.36), PU (.31), and PEOU (.40)
on Bl were calculated.

A bootstrapping procedure was used to calculate the statistical
significance of all path coefficients. Our researchers selected

https://medinform.jmir.org/2020/5/€15686
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5000 samples and recruited 222 nurses to estimate the path
coefficients. Asindicated by the PLS analysisresults presented
in Figure 2 and Multimedia Appendix 3 and Multimedia
Appendix 4, al study hypotheses were supported by the data.
Theresultsrevealed that SN, PEOU, and PU (path coefficients

range=.25-.32) wereal| significant determinantsof Bl (R°=.69).
SN, IMG, REL, RES, and PEOU (path coefficients

range=.17—25) al had a significant effect on PU (R°=.79).
PEOU (R?=.72) was significantly influenced by PEC, CSE,
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PLAY, ENJ (path coefficientsrange=.19-.28) and CANX (path
coefficient=-.12).

Discussion

Principal Findings

This study is the first to reveal the ability of TAM3 to
comprehensively explore the determinants of Bl for use of a
care plan system. Our resultsindicated that the research model
accounted for 69% of the variance in the care plan system, and
al hypotheses supported the use of TAM3 except for the
nonsignificant moderating effectsof VOL and OUT. Few studies
in nursing settings have explored user acceptance based on the
determinants of PEOU and the combination of such determinants
with those of PU. Our study empirically demonstrated that the
determinants of PEOU influence PEOU and the determinants
of PU and PEOU influence PU and SN, PEOU, with PU
consequently predicting Bl. Well-organized health information
technology positively influences nurses' intentionsto use acare
plan system in professional settings [25]. This study provided
an innovative methodology for evaluating and understanding
nurses acceptance of and need for a care plan system to
implement well-organized health information technology and
improve performance in nursing practice.

Using the modified TAM3, our research model explained 69%
of the total variance, which was more than that explained by
other TAM studies[12-15]. Our study resultsdemonstrated that
TAM3 is highly suitable for determining nurses perceptions
of using health information technology in nursing settings. Wu
and Shen [26] indicated that PEOU, PU, and SN all had direct
effects on health care professionals' Bl. Moreover, in heath
care environments, PEOU and PU are key factors influencing
the acceptance of health information technology by nursing
personnel [12,15,27]. Using TAM3 with PU, PEOU, and SN
to analyze users Bls, we observed 69% variance for Bl. In
addition, SN, PEOU, and PU all had strong positive effects on
BI, with path coefficients of .25 (P<.001), .32 (P<.001), and
.31 (P<.01), respectively. In this study, the significant total
effects of SN (path coefficient=.36), PU (path coefficient=.31),
and PEOU (path coefficient=.40) on Bl were also notable.
Therefore, we assumed that the constructs of SN, PEOU, and
PU are powerful predictors of nurses’ Bl to use a care plan
system and contribute to the substantial explained variance of
the modified TAM 3. We suggest that implementing new health
information technology in routine nursing care would improve
related performance in nursing practice [25], broaden
professional perspectives, and highlight preferencesto enhance
the ease of use of health information technology and improve
key individual’s opinions regarding the use of health information
technol ogy.

Using the modified TAM3, this study empirically verified the
collected data and confirmed that the determinants of PEOU
for measuring nurses' Bl as well as all the determinants of
PEOU had significant relationships with PEOU and explained
72% of the variance of PEOU. Moreover, we observed that
PEOU had not only the most significant influence on BI to use
the care plan system but also the strongest direct effect on Bl.
This result differed from those of previous studies [12,15,25].

https://medinform.jmir.org/2020/5/€15686

Hoetd

In the pooled data for TAM3, PEC, CSE, PLAY (path
coefficientsrange=.15-.33), and CANX (path coefficient=—.18)
had a direct relationship with PEOU, and the total explained
variance for PEOU was 52% [11]. The result of our research
proved that PEC, CSE, PLAY, ENJ (path coefficients
range=.19-.28), and CANX (path coefficient=—12) significantly
influence PEOU and jointly explain 72% of the variance in

PEOU (R’=.72). We posit that this research model with all the
determinants of PEOU differed considerably from those used
in previous studies, which adopted the modified TAM or the
determinants of PU. That is, the TAM3 model provides a
comprehensive set of PEOU determinants and an exhaustive
explanation of the power of the PEOU of a care plan system.
On the basis of our results, we recommend increasing
individuals BI to use computers to perform specific tasks,
increase cognitive spontaneity related to computers, enhance
enjoyment during the use of a target heath information
technology system, and reduce the level of fear in individuals
interactions with health information technology to promote
nurses PEOU toward the care plan system.

By comparing the direct effect of SN, IMG, REL, RES, and
PEOU on PU in this study with the pooled datafor TAM3[11],
weobtained SN, IMG, REL, RES, and PEOU values of .21/.04,
.18/.24, .19/.03, .17/.26, and .25/.08, respectively. In this study,
the determinants of PU explained 79% of the variance in PU

(RP=.79). Asindicated in the pooled dataof TAM3, PU isjointly
predicted by the determinants of PU, with 67% of the total

variance explained (R?=.67) [11]. By contrast, other studiesthat
adopted the modified model with the determinants of PU have
predicted that PU accounts for 46% to 59% of the explained
variance[15,28]. Our results were consistent with those of some
previous studies[15,28], where nurses’ PU of acare plan system
was enhanced when they perceived that key individuals wanted
them to use the health information technology in question. In
addition, nurses' socia statusis enhanced when using said health
information technology. Moreover, the significant relationships
of REL (path coefficient=.19) and RES (path coefficient=.17)
with PU in our study indicated that the nurses perceived health
information technology as appropriate to their work. More
tangibly, health information technol ogy had apositive influence
on the PU of the care plan system. When a user perceives that
health information technology is useful, they also believe that
it iseasy to use[15]. Another key finding in our study was that
PEOU had the most significant effect on PU. The determinants
of PU in TAMS3 are appropriate constructs for evaluating user
belief regarding the usefulness of health information technology
in nursing settings.

Venkatesh and Bala [11] argued that VOL and OUT are
influential moderating variablesin contexts where information
technology is used. By contrast, our results revealed that the
moderating variables VOL and OUT had no significant effects
on the care plan system. Sun and Zhang [29] indicated that a
weaker moderating effect elicits a stronger response from a
more experienced user. The moderating effect of VOL weakens
over time. Zhang and Cocosila[15] reported that the experience
moderator did not influence homecare nurses' beliefsregarding
the use of information technology. We assumed that all of our
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participants had accumulated considerable experience of using
a care plan system and that this led to the aforementioned
nonsignificant moderating effects. The other reason for these
effects may have been that our study adopted cross-sectional
guantitative data to determine user acceptance, whereas TAM3
has generally been employed in longitudinal field studies.
Therefore, the moderators had no significant effects.

Limitations and Recommendations

Thefirst limitation of this study isthat the cross-sectional data
used were all collected at the sametime. This could haveyielded
nonsignificant moderating effects. Moreover, our participants
had already used the care plan system for more than 1 month.
Therefore, this may have led to the moderating effects of VOL
on the bivariables weakening with increasing experience. To
avoid confusion in the results, the experience moderator was
not measured in this study. We recommend that in the future,
researchers explore the factors of user acceptance in the early
stages of health information technology implementation and
conduct longitudinal field studies.

Second, individual knowledge, attitude, and skill level with
respect to nursing are crucial for designing patient-centered care
plans and improving patient care quality [2,30]. Because the
decision-making aspect of care planning varies from person to
person and nursing students have insufficient nursing knowledge
to design suitable care plans for patients, the measurement of
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obj ective usability—a comparison between the amounts of time
spent by an expert and a novice to perform a task using the
system—is conflicted. Therefore, we did not examine the
objective usability variable in this study. To examine the
relationship between objective usability and PEOU, future
studies could employ a simple operating system, such as a
patient physical data record system.

In health care, information technology developments adapt to
changing needs [14]. To increase the use of information
technology and improve its performance, we recommend that
health care institutions adopt a model that measures nurses
perceptions of health information technology use to identify
why the implementation of health information technology is
accepted or rejected.

Conclusion

We applied TAM3 [11] to validate and measure determinants
that affect the Bl of nursesto use acare plan system. Thecritical
determinants affecting nurses' acceptance of acare plan system
were empirically examined. The results emphasize that SN,
PEOU, and PU al predicted users' Bl to use the care plan
system, and the determinants of PU and PEQU significantly
influenced PU and PEOU. This research contributes to the
exploration of user acceptance and to a better understanding of
care plan system usein routine nursing practice.

Cronbach alpha, composite reliability, outer loadings, average variance extracted, and Pearson correlation coefficients for the

construct variables.
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Abstract

Background: Since the early 1970s, health care provision has experienced rapid growth in the investment and adoption of
health information technologies (HITs). However, the development and deployment of HITs has often been conducted in silos,
at different organizational levels, within different regions, and in various health care settings; this hasresulted in their infrastructures
often being difficult to manage or integrate. Health information standards (ie, the set norms and requirements that underpin the
deployment of HITs in health care settings) are expected to address these issues, yet their adoption remains to be frustratingly
low among health care information technology vendors.

Objective: This study aimed to synthesize a comprehensive framework of factors that affect the adoption and deployment of
health information standards by health care organizations.

Methods: First, electronic databases, including Web of Science, Scopus, and PubMed, were searched for relevant articles, with
the results being exported to the EndNote reference management software. Second, study selection was conducted according to
pre-established inclusion and exclusion criteria. Finally, asynthesized best fit framework was created, which integrated athematic
analysis of the included articles.

Results: Intotal, 35 records were incorporated into the synthesized framework, with 4 dimensions being identified: technology,
organization, environment, and interorganizational relationships. Thetechnology dimension included relative advantage, compl exity,
compatibility, trialability, observability, switching cost, standards uncertainty, and shared business process attributes. The
organization dimension included organizational scale, organizationa culture, staff resistance to change, staff training, top
management support, and organizational readiness. The environment dimension included external pressure, external support,
network externality, installed base, and information communication. Finaly, the interorganizational relationships dimension
included partner trust, partner dependence, relationship commitment, and partner power.

Conclusions: The synthesized framework presented in this paper extends the current understanding of the factors that influence
the adoption of health information standards in health care organizations. It provides policy and decision makers with a greater
awareness of factorsthat hinder or facilitate their adoption, enabling better judgement and development of adoption intervention
strategies. Furthermore, suggestions for future research are provided.

(IMIR Med Inform 2020;8(5):€17334) doi:10.2196/17334
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Introduction

Background

During thelast 50 years, the health care sector has experienced
rapid technological growth, with the investment and adoption
of health information technologies (HITs) showing promiseto
increase patient safety, reduce medical errors, improve
efficiency, and reduce overall costs. However, hedth care
systems are inherently complex, incorporating numerous
interrelated and independent components [1]. A plethora of
HITs exist across different levels of health care organizations
[2]; however, underlying infrastructural issues have caused a
multitude of integration and management issues [3]. This has
resulted in many limitations, resulting in organizations not
reaping the adoption benefits that were once promised, in
particular, reduction in medical service costs[4]. For thisreason,
HITs should be adopted in a way that creates interoperability
with other health care systems, enabling organizationsto realize
such benefits [5]. This can be resolved through the
implementation of consensus standards|[6]. The use of consensus
standards is based on the idea of developing an agreed set of
specifications or standards for data exchange that are not
dependent on any proprietary software and are universaly
understood and accepted for data exchange [7].

Objective

Despite health information standards being seen as fundamental
to the development of interoperable solutions [8,9], their
adoption remains to be frustratingly low among information
technology (IT) vendors and health organizations [10]. Prior
studies have shown that the adoption of such standardsin health
care organizations is scarce [11-13]; however, there has been
some exploration into the adoption of information standards
not just in the health care sector. According to the results of
these studies, different adoption factors may lead to difficulties
for decision makers to explicitly understand, measure, and
decrease inhibiting factors or enhance facilitating forces [14].
Hence, there is a need to synthesize those insights to provide
decision makers with a holistic view of the adoption of health
information standards. To achieve this goa and bridge the
research divide, a comprehensive framework of factors that
influence the adoption of health information standards is
synthesized in this paper. The synthesized framework provides
policy and decision makerswith amoreinformed understanding
of the factors that hinder or facilitate the adoption of health
information standards, enabling better judgement and
development of suitable strategies for adoption intervention.
The following research questions (RQs) were proposed in this
study :

« RQ1: What common factors have been included in previous
studies that influence the adoption of health information
standards by health care organizations?

+ RQ2: Isthereaframework that contains these factors more
comprehensively from different dimensions?

« RQ3: If so, how will the adoption factors, included in the
presented comprehensive framework, specifically affect
the adoption of health information standards by health care
organizations?
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To answer these questions, this study aimed to identify and
review existing articles on the adoption of information standards,
extracting and summarizing their adoption factors to create a
synthesized framework of the factors that affect the adoption
of health information standards by health care organizations. A
substantial number of stakeholders, including policy makers,
citizens/patients, health care IT vendors, health care business
owners, assessment bodies and regulators, cliniciansand health
care professionals, authorities and public administration
departments, funders and health insurance companies, and
academic departments, will find the presented framework
beneficial in practice and when considering future research
directions.

Methods

Study Design

A systematic review and framework synthesis were used asthe
methodological underpinning for our study. The systematic
review was conducted according to the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA)
[15], whereas the best fit framework synthesis approach,
proposed by Booth and Carroll [16], was adopted. The best fit
approach is a relatively recent development, adapted from
framework analysis, which involves systematically organizing
datainto an apriori conceptual framework. This study employed
this approach for 2 reasons. First, the
technology-organization-environment  (TOE)  framework,
proposed by Tornatzky and Fleischer [17], seen as the most
suitable framework for understanding technology adoption in
organizational contexts, can be used as an a priori framework
to integrate the factors that influence the adoption of health
information standards. Second, although the approach islargely
deductive (testing a framework), it also includes an inductive
(thematic) anaysis that is useful in understanding the
phenomenon, especially the adoption of information standards
from ahealth care perspective. Thus, thisstudy will usethe best
fit approach to synthesize acomprehensive framework of factors
affecting the adoption of health information standards by
organizations based on the retrieved literature.

Search Strategy

This study comprehensively searched for all relevant literature
in 3 electronic databases: Web of Science, Scopus, and PubMed.
The search strategy employed is described in the following
sections.

Web of Science

The Web of Science database was searched on July 25, 2019,
and included 216 documents. The keywords used were as
follows:

TS=(“information” OR “data’) AND TI=(“standards’) AND

TI=("adopt*” OR “accept*” OR “implement*”) AND
TS=("factors’ OR “determinants’ OR “barriers’ OR
"facilitators”)

LANGUAGE=English
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Scopus
The Scopus database was searched on July 25, 2019, and
included 209 documents. The keywords used were as follows:

(TITLE-ABS-KEY (“information” OR  “data’) AND
TITLE( standards’) AND TITLE(" adopt*” OR “accept*” OR

“implement*”) AND TITLE-ABSKEY (“factors’ OR
“determinants’ OR “barriers’ OR "facilitators’))AND
(LIMIT-TO(LANGUAGE, “English"))

PubMed

The PubMed database was searched on July 25, 2019, and
included 36 documents. The keywords used were as follows:

((((information OR data)) AND standardg[Title]) AND
(adopt*[Title] OR accept*[Title] OR implement*[Title])) AND
(factors OR determinants OR barriers OR facilitators). Filters:
English

Inclusion Criteria

Studies were considered eligible (1) if they were related to the
adoption of protocol, data sets, classification, coding,
specification, terminology, identification, system framework,
assessment, and other information or data standards; (2) if they
involved research into the factors (including barriers and
facilitators) that influence the adoption or implementation of
standards; and (3) if they were based on relevant adoption
theories, models, or frameworks, or if they involved the proposal
of an adoption model or framework.

Exclusion Criteria

Studies considered ineligible for this research included those
that (1) were not focused on the adoption of information or data
standards; (2) did not involve factors that influenced standard
adoption; or (3) did not involve relevant adoption theories,
models, or frameworks.

Study Selection

In this study, search results were exported and indexed in
EndNote X9.2, a reference management software. Once
duplicates and patent documents were removed, LH screened
the titles and abstracts of all remaining records for relevance.
Inthe next step, the full-text articles of the retrieved resultswere
examined by LH and JL for inclusion. Discrepancies were
adjudicated by a senior researcher (JM).

Data Extraction and Synthesis

In this study, the best fit framework synthesis approach was
followed, which integrates a thematic analysis to synthesize a
comprehensive framework. The process consisted of the
following stages:

1. Familiarization with collected data. On the basis of the
understanding of the terminologies or terms used in the
included studies, the factors influencing the adoption of
information standards were initially extracted.

2. Generation of initial codes. According to definitions used
intheidentified studies, the extracted adoption factorswere
examined successively to make necessary mergers and
trade-offs, generating alist of factorsappropriate for health
information standard adoption scenarios. The process
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included the following situations: (1) the factors with the
same or similar meaningswere combined into the same one
and named with the most common term used in the
literature; (2) the factors with different meanings were
considered as juxtaposed dissimilar ones; and (3) if one
factor was subordinate to another, the former was subsumed
into the latter. For instance, expected benefits had the same
meaning as relative advantage; these were combined into
the samefactor and named the latter. Similarly, government
support, vendor support, and partner support were all
related to external support, with the first three being
subsumed into the last.

3. Search for themes and define and name themes. This stage
consisted of 2 steps. First, the 3 dimensions of the prior
framework (TOE) were used as initial themes for a
deductive analysis, that is, based on the perceived
commonality of the themes, the factors were analyzed and
organized into 3 dimensions: technol ogy, organization, and
environment. The TOE framework explains that an
organization’s decision to adopt technology can be jointly
explained by 3 comprehensive dimensions, including
technological, organizational, and environmental contexts.
The technological context is essentially described by
depicting the important attributes of the technology. The
organizational context is depicted using descriptive
measures concerning the organization (eg, scope, size, and
managerial structure) and is influenced by formal and
informal intraorganizational mechanismsfor communication
and control. The resources and innovativeness of the
organization also play arole. The environmental context
refersto the different attributes of the external environment
in which an organization operates [18]. In the second step,
apart from the 3 dimensions, another cluster of adoption
factors, which could not be mapped against the TOE
framework, was identified. The factorsin this cluster were
subsequently inductively analyzed, and a new dimension,
titled interorganizational relationships, was generated. The
interorganizational relationships are concerned with
rel ationships between and among organizations, and itisa
complex concept including many aspects, such as partner
uncertainty, power, trust, and intermediary of relationship.

4. Review themes. This stage consisted of 2 levels. Firdt,
reviewing at the level of coded data. All adoption factors
were reanalyzed within and across the dimensionsto ensure
consistency and independence. Second, reviewing at the
level of themes. The dimensions were reviewed one final
time to ensure they reflected the meaning of the adoption
factors.

Ultimately, a comprehensive framework containing 4
dimensions (ie, technology, organization, environment, and
interorgani zational relationships) was synthesized. Throughout
the synthesis, to ensure consistency in the classification of
adoption factors, 3 researchers (LH, JL, and JM) discussed the
factorsto eliminate divergence.
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Results

Search Results

In this study, 461 records were retrieved from the 1Sl Web of
Science, Scopus, and PubMed databases. After removing 162
duplicate and 26 patent documents, the remaining 273 records
were screened based on their titles and abstracts, according to
the inclusion and exclusion criteria. As a result, 223 articles
were deemed ineligible and were excluded. Then, after

Han et al

examining the full texts of the remaining 50 articles, 35 met the
inclusion criteriaand wereincluded in thefinal review. Articles
were excluded for thefollowing reasons: 2 studies did not focus
on the adoption of information or data standards; 2 studies did
not involve factors that influence adoption; 2 studies were
presented without relevant adoption theories, models, or
frameworks; and 9 studieswere not availablein full. A flowchart
summary of the literature search conducted is presented in the
PRISMA diagram shown in Figure 1.

Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram.

Records identified through electronic database searching
(n=461; Web of Science: 216; PubMed: 36: Scopus: 209)

|
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Characteristics of Included Studies

The 35 articlesincluded in this synthesiswere mainly published
from 2010 to 2018 (24/35, 68%). Among the included studies,
19 employed a quantitative design, 15 were qualitative, and 1
adopted a mixed methods approach. The quantitative studies
mainly employed a questionnaire or survey, whereas the
qualitative studies largely used interviews and focus group
discussions. Eight studies were related to the adoption of
information standardsin the medical field, such asHealth Level
seven [13], health data standards[12,19,20], and data protection
standards [21]. The remaining 27 focused on the IT field. For
example, Internet Protocol version 6 [22-24], RosettaNet
[25-27], and electronic datainterchange[28-30]. Only 13 articles
comprehensively considered the 3 dimensions of technology,
organization, and environment [12,13,18,22,25,26,28,30-35],
whereas one of them aso included interorganizational
determinants [28].

Results of Synthesis

Thisstudy took the adopting organization asthe unit of analysis.
On the basis of the best fit framework synthesis approach, the
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final synthesized framework included technol ogy, organization,
environment, and interorganizational relationships (Figure 2).
The technology dimension incorporated relative advantage,
complexity, compatibility, trialability, observahility, switching
cost, standards uncertainty, and shared business process
attributes. The organization dimension included organizational
scale, organizational culture, staff resistance to change, staff
training, top management support, and organizational readiness.
The environment dimension contained external pressure,
external support, network externality, installed base, and
information communication. Finally, the interorganizational
relationships dimension included partner trust, partner
dependence, relationship commitment, and partner power. These
common factors identified in the included studies will have an
impact on the adoption of health information standards by health
care organizations. The specific impact of these factors will be
detailed in the next section. The factors that influence the
adoption of health information standards under the 4 dimensions
are shown in Table 1 (for the definition of each factor, see
Multimedia Appendix 1).
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Figure 2. The synthesized framework.
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Table 1. Factors that influence the adoption of health information standards under the 4 dimensions.

Dimensions and factors References
Technology
Relative advantage [22,24,26,28,30-41]
Complexity [12,13,22,24,26,28,31-34,36,38,41,42]
Compatibility [12,13,18,24-26,28,32-36,38,41,42)
Observability [24,26,41,42]
Trialability [24,26,34,36,41,43)
Switching cost [12,23,34,44,45]
Standards uncertainty [25]
Shared business process attributes [359]
Organization
Organizational scale [13,26,28,31,32,38,41]
Organizational culture [12,25,26,31,41,46]
Staff resistance to change [12]
Staff training [18,46]

Top management support

Organizational readiness
Environment

External pressure

External support

[18,22,26,28,32,35,37,38,40,42,46]
[26,28,30-32,34,35,38,40,41,43,44,47,48]

[18,22,23,27,30,37,43,48-50]
[13,18,23,24,26,27,32,34,38,40,43,46,49]

Network externality [12,24,28,34,44,45]
Installed base [24,31,33]

Information communication [24,50]

I nterorganizational relationships

Partner trust [26-29,43]

Partner dependence [28,29]

Relationship commitment [26,28,29]

Partner power [26,27]

Discussion sector, providing a comprehensive synthesized framework. As

Principal Findings

Asidentified in theincluded studies, there exist various objects
(standards), fields of inquiry, and methodological approaches
when it comes to exploring factors that influence the adoption
of health information standards; each study hasits own specific
object and approach (for details of included studies, see
Multimedia Appendix 2). In al studies, the adoption factors
were identified and selected according to relevant theories,
models, or frameworks and the specific standard. The resulting
differences may be partly because of the different characteristics
of the adopted standards and their different requirements for
the adoption environment. However, the factors that influence
their adoption can be useful in better understanding the adoption
of health information standards by organizations. This study
sought to identify the contributing factors that influence the
adoption of hedlth information standards in the health care
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previoudy mentioned, the adoption factors have been organized
into 4 dimensions, as explained in the following sections.

Technology Dimension

The characteristics of innovation have been frequently studied
in research relating to innovation adoption. Whether an
innovation can be adopted by an individual, organization, or
industry and its own characteristics and advantages, namely,
its own technical factors, play a pivota role. Therefore, the
technical factors of the adopted standards are the primary
consideration for the adoption of health information standards.
The results of this study indicate that 19 studies used factors of
technical characteristics for assessing the impact on adopting
information standards [12,13,18,22-26,28,30-43,45]. In this
study, relative advantage, complexity, compatibility, trialability,
observability, switching cost, standards uncertainty, and shared
business process attributes were included in the synthesized
framework.
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Roger identified 5 perceived attributes of an innovation that
may determine the innovation’s rate of adoption [51]. These
attributes are relative advantage, complexity, compatibility,
trialability, and observability, which are deemed useful for
assessing the decision to adopt standards. The degree of relative
advantage may be measured in economic terms, such as faster
development, less maintenance, and cost saving [41]; these
advantages could generate new markets, products, and services,
which in turn create acompetitive advantage for early adopters
[24]. Thus, the greater the perceived relative advantage of the
standard, the more rapid its rate of adoption will be [41]. The
increased complexity of each standard increases the effort
required to implement it and, therefore, reduces the number of
potential adopters[24]. Thus, the more complex a standard, the
lesslikely it isto be adopted by the organization. If the adopted
standard is compatible with existing technologies or
infrastructure, and consistent with past experiences of the
organization, the organization will tend to upgrade to the new
standard to gain a competitive advantage. Furthermore, if the
adopted standard is of high trialability, the organization can
reduce uncertainty and the risk of deploying the standard and
obtain an increased perceived value through an initial pilot
study, which will increase the organization’s willingness to
adopt the standard. Similarly, if the adopted standard has
significant observable benefits and quantifiable advantages, it
will reduce the perceived risk and make the organization more
willing to adopt the standard. In summary, when the adoption
of standards is perceived as having greater relative advantage,
compatibility, trialability, observability, and less complexity,
the organization will be more inclined to adopt standards
[24,26,41].

The cost of switching between standards was observed as a
negative factor to standard adoption by health care organizations
[12,23,34]. Cost is typically associated with the unfamiliarity
of the organization with existing resources and skillsregarding
the standards. For example, if thereisalack of expertswho can
deal with or lead the adoption, then it will cost large sums to
consult relevant experts. Asaresult, agreat deal of staff training,
and a high degree of change management, will be required.
Mapping issues from the old information infrastructure to the
new standardized one will also be areal cost concern; thus, the
organization will consider that it has already invested in their
current infrastructure and will be reluctant to discard an amount
of capital and equipment, as a result of the requirements of
adopting the new standard [12].

Standards uncertainty represents the perception of whether the
process specifi cations and associ ated technologies will be stable,
over a certain period, and able to deliver the intended benefits
[25]. As David and Greenstein [52] noted, a firm may not be
willing to adopt a standard until it becomes a de facto standard
in the industry. Thus, if decision makers perceive that the
technology and processes required for standard adoption are
not stable and are not going to change in the future, this will
hinder the adoption of standards by organizations. Finaly, as
adopted standards are often based on business processes and
information sharing between organizations, shared business
process attributes, such astransaction volume needs, timeliness
of exchange, effectiveness of communications, accuracy and
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integrity needs, and collaboration levels between participants,
will influence the organization’s decision on whether to adopt
the standards or not [35].

Organization Dimension

Choosing whether to adopt standards or not is an
organizational-level decision executed in an interorganizational
context. There are various aspects of standard adoption that
cannot be explained by technical factors alone [28]. Although
the adoption of health information standardswill promote better
information sharing and connectivity within and between
organizations, there are certain risks and uncertainties in
adoption behavior because of past experiences; hence,
organizational factorsplay asignificant rolein decision making.
On the basis of our findings, 19 studies used organizational
characteristic factors to assess the impact of adopting
information standards [12,13,18,22,25,26,28,30-35,37,38,
40-43,46-48]. In this study, organizational scale, organizational
culture, staff resistanceto change, staff training, top management
support, and organizational readiness were included in the
synthesized framework.

Organizational size makes a significant contribution to the
adoption of standards [13,26,28,31,32,38,41]. According to
some prior studies, large enterprises have severa advantages
over smaller ones. Large enterprises command considerable
funds, talent, and research and devel opment capacity, so they
can redlize the envisaged benefits quickly after adoption. On
the contrary, other studies suggest that the bureaucracy of large
enterprisesismore complex and requiresmoretimefor decision
making. Small- and medium-sized enterprises are effective and
more conducive to adopting new technol ogies because of their
efficient top-down introduction process; however, examination
of the introduction effect may require further anaysis to
determine this conclusion.

Organizations that have a culture of innovation are more likely
to experiment with standards at earlier stages [41]. Similarly,
organizations should seek to strengthen internal knowledge
management practices by constructing alearning organization,
as knowledge management enables the knowledge of employees
to evolve into the knowledge of the organization and teams.
Organizations with rich knowledge of standard adoption are
more likely to make decisions quicker and more effectively
[31]. Furthermore, an organization's willingness to share
information with its trading partners plays a key role in the
success of standard adoption [26]. In short, organizations with
a culture of innovation, learning, and information sharing are
more likely to be ealy adopters of standards
[12,25,26,31,41,46].

Alkraiji et a [12] established that employee reactions are a
barrier to the adoption of health information standards because
of the lack of understanding of the importance and benefits
brought by standards. In addition, the staff'sresistance to change
also comesfrom their lack of relevant technical knowledge and
ability. Sobol et a [53] indicated that the IT knowledge and
capabilities of employees criticaly influence medical
computerized system implementation; in other words, if the
staff were more knowledgeable about standards, there would
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be fewer advocator obstacles and less resistance against
adoption.

Training isalso deemed an important organizational mechanism
that contributes to implementation success [54,55]. Employees
must acquire new knowledge based on the understanding of the
need for change to be able to overcome knowledge barriers and
thus adopt new innovations effectively. Having an adequate
training program is likely to increase employees confidence
and reduce resistance to standard adoption [56]. Moreover,
training has been proven to enhance employee productivity and
assist in utilizing the innovation to its full potential, which in
turn can help organizationsrealize the full benefits derived from
an innovation [57,58]. Therefore, the development of staff
training effectively improves employees relevant skills,
capabilities, and knowledge of standard adoption, thus
promoting the adoption process [18,46].

Previous studies have shown that top management support has
a positive effect on technology adoption [13,59,60]. Senior
managers can provide a long-term strategic vision, initiatives,
and commitment to create a positive environment suitable for
change [61]. Top management support can aso enhance work
sati sfaction by modifying the rulesand proceduresthat regulate
and motivate employees behavior to overcome the resistance
to innovation implementation [62]. Young and Poon [63]
asserted that top-level management support is essentia in
promoting interest and employees satisfaction with the
innovation. In the context of standard adoption, a high level of
top management support means that top managers understand
the benefits associated with the standard and demonstrate their
commitment and political support. Therefore, top management
support is expected to have a positive effect on standard
adoption [18,22,26,28,32,35,38,42,46)].

The success of innovation adoption is further dependent on an
organization’s preparation for the innovation. Organizational
readiness, including technology readiness and resource
readiness, can be used to measure an organi zation's capabilities
for innovation adoption. Technology readiness refers to the
level of sophistication of IT usage and management in an
organization [35]. It includes top-level support from managers
for related technologies [64], IT personnel, professiona
knowledge, skills, and experiences required for standard
adoption [28,41]. Resource readiness measures whether an
organization has enough resources to undertake the adoption
[65]. It includes available financial resources to pay for
installation costs, implementation of any subsegquent
enhancements, and ongoing expenses during usage [35], aswell
asother necessary resources, such as human resources, material
resources, and information resources. If an organization has a
high level of technology and resource readiness, it will have
sufficient capacity to adopt standards, which will enable the
organization to make decisons on standard adoption
[26,28,30-32,34,35,38,41,43,48].

Environmental Dimension

All organizations exist in a certain social environment and will
inevitably be affected by various external factors. When it comes
to the adoption of health information standards, environment
isaforcethat can encourage or impede an organi zation to adopt
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standards [28]; thus, environmental factors are also important
factorsthat cannot beignored. On the basis of the data extracted
from theliterature, 23 studies used environmental characteristic
factors to assess the impact of adopting information standards
[12,13,18,22-28,30-35,37,38,40,42,43,45,46,48-50]. In this
study, external pressure, external support, network externality,
installed base, and information communication were included
in the synthesized framework.

An organization’'s decision to adopt standards is stimulated by
pressures from various external sources, including the
government [66-68], the industry in which it operates (ie,
business partners and/or competitors) [69-71], and other sources,
such as suppliers, customers, regulatory agencies, and
professional associations [18]. Under the stimulation of these
pressures, organizations may adopt relevant standards to seek
sustainable development or actively strive for market
competitiveness [18,22,23,27,30,43,48-50].

The level of external support is critical to the adoption of
standards[13,18,23,24,26,27,32,34,38,43,46,49]. Morison [72]
concluded that it is difficult for an organization to adopt a new
standard without the intervention of an external agent in a
position of power. Here, external support includesthat from the
government [30,73-75], which refers to governmental support
for standard adoption through financial incentives, tax cuts, and
pilot programs [49] and other forms of support that come from
suppliers, external experts, and consultants [18,38,49], which
will provide the organization with the necessary assistance and
impetus to adopt standards.

Network externalitiesis one of the 2 main theories used within
the stream of an economics perspective of standards and is
related to the benefits created through the adoption of new
standards by the potential community of adopters[12]. Positive
network externalities provide support to the expectations of
widespread adoption of a standard. Typically, the result is a
reduction in cost because of the economies of scale and
synergies created through increased opportunities of interactions
among adopters[24]. As more organizations adopt the standard,
barriers to adoption for others in the community are lowered
[76,77]; thus, the network externalities have apositive influence
on organi zations to adopt standards [12,24,28,34].

In aninternet environment that emphasi zesinteroperability, the
large existing installed base and the resulting inertia (perception
of switching costs and sunk costs) have a significant negative
impact on the adoption of standards by organizations[24,31,33].
Farrell and Saloner [78] suggested that the current state of
infrastructure, characterized by itsinstalled base, the resulting
inertia, and sunk costs in existing technology, can play an
important role in determining the attractiveness of the
environment for adoption. A well-established standard with a
largeinstalled base can create high drag and inertia, making the
environment less attractive, thereby deterring organizations
from adopting the new standard [24].

For an innovation to be adopted, information about it must be
availableto potential adopters[79,80]. The extent of information
availability will depend on the level and nature of
communication within the industry [81]. An environment with
successful adoption cases and pioneering adopters can provide
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favorable preconditionsfor information communi cation among
organizations, thus raising awareness and encouraging
innovation adoption [82]. Researchers view communication as
vital to encourage the voluntary adoption of a new technology;
this is because of a voluntary environment, where the lack of
information might prompt other organizations to view the
technology as risky, which fights against adoption [50].
Therefore, the effective communication of information relating
to standards will play a positive role in propelling standard
adoption by organizations [24,50].

I nterorganizational Relationships Dimension

As the adoption of health information standards requires
cooperation between two organi zations, the rel ationship between
an organization and its partner is salient [28]. In a
technologically mature society, technology outsourcing becomes
a prevalent method of satisfying an organization’s technology
needs. Technica issues become relatively insignificant
compared with the interorganizational relationships in
information standard adoption [83,84]. The major challengeis
to build new electronic relationships[70,85]. Of the 35 included
studies, 5 used factors of interorganizational relationships in
assessing the impact on information standard adoption, which
were grouped into a new dimension in this study [26-29,43].
Partner trust, partner dependence, relationship commitment,
and partner power wereincluded in the synthesized framework.

The trust between organizations lowers stress and improves
adaptability [86]. In addition, information exchange is
facilitated, and the effectiveness of joint problem solving is
improved [87]. According to Shang et a [88], trust was an
important factor in explaining interorganizational relationships.
When business partners collaborated in their supply chains, an
organization that trusted its partners was more likely to reach
aconsensus in terms of achievable benefits by the adoption of
standards [27]. Thus, partner trust facilitates the adoption of
standards by organizations [26-29,43].

Interdependence results from a relationship in which both
organizations perceive mutual benefits from interaction [89]
and in which any loss of autonomy will be equitably
compensated through the expected gains. Both partiesrecognize
that the advantages of interdependence provide benefits greater
than those that either parties could attain by themselves [90].
Therefore, the interdependence will enable the partnersto rely
on each other and benefit from the adoption of standards based
on a high degree of cooperation, which will facilitate the
adoption of standards by organizations [28,29].

Another important antecedent for promoting standard adoption
includes partner commitment to the trading relationship [29].
Commitment represents the willingness of trading partners to
make efforts toward the relationship. Information standards
requires a richer, more cooperative relationship [91]. The
standard adopters working collectively with their trading
partners can provide better service to customers (or suppliers),
thereby increasing their market share[29]. Hence, if the partners
can take coordinated actions, based on commitment to the
relationship, it will be beneficial for both parties to reach a
consensus on the adoption of standards [26,28,29].
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It is possible that an organization may exert pressure on its
trading partners to adopt standards based on partner power
[26,27]. Partner power is defined as the capability of an
organization to exert an influence on another organization to
act in aprescribed manner [92]. Therefore, it ispossiblethat in
an interorganizational relationship, organizations with larger
partner power can use compulsory or convincing power over
their business partners in the adoption of standards [93].

The aforementioned factors that influence the adoption of
information standards are extracted from theretrieved literature.
The careful and comprehensive consideration and categorization
of these factors yield a conceptual framework that can be used
as a model for the adoption of health information standards,
while remaining subject to adjustment and customization
according to specific health information standards and the
environment in which they are adopted. The adoption of health
information standards can be illustrated in this conceptual
framework against 4 dimensions: technol ogical, organizational,
environmental, and interorganizational relationships. Any
consideration from asingle perspective could be biased and fail
to provide an accurate delineation of the phenomenon. However,
it is worth noting that the synthesized conceptual framework
was developed based on an extensive literature review related
to information standard adoption and is currently in a
preliminary stage. The relationships between the 4 dimensions
contained in the framework and the relationships between the
adoption factors and the adoption of health information
standards by health care organi zations can be examined through
further empirical studies.

Limitations

This study has some limitations that should be acknowledged.
First, because of the broad connotation of information standards,
the search strategy employed in this study did not fully cover
all concepts of information standards, which may lead to
potential articles not being identified. Furthermore, because of
resource constraints, the databases retrieved in this study were
limited, which may result in other relevant studies not being
retrieved. Second, this study excluded articles that did not
involve relevant adoption theories, models, or frameworks and
may have omitted some articles that solely proposed adoption
factors. Finally, because of the overlap and intersection between
the concepts of the adoption factors involved in the literature,
there exists some subjectivity and biasin the concept definition
and selection of factors and organizing the factors into
corresponding dimensions in the synthesized framework.

In view of the above limitations, the synthesized framework
may not include all possible adoption factors, which should be
further improved and supplemented by research in the future.
Nevertheless, this study has fully considered the factors that
influence the adoption of health information standards, and the
comprehensive framework provides references for future
research and insightsinto the formul ation and adoption of health
information standards.

Conclusions

This study has comprehensively reviewed the factors that
influence the adoption of information standardsin the published

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€17334 | p.22
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS
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standards; establishing an innovative culture, strengthening staff
training, raising the attention of top managers, and increasing
the investment of technology and resources to promote the

implementation of new standards; heading on competitive
pressure, leveraging external forces and information
communication channels, and overcoming the industry inertia
to actively respond to the adoption of new standards, and
establishing trust and interdependency relationships among
partners based on commitment and making reasonable use of
partner power to create the industry fashion of standard
adoption. Furthermore, it also provides directions for future
research to enrich the factors that influence the adoption of
relevant standards or health care technologies.

Thisstudy delivers contributions at different levels. First, at the
theoretical level, the synthesized framework has addressed
knowledge gapsin the adoption of health information standards
in health care organizations. Second, at the practice level, it will
help guide policy and decision makers in better judging and
developing suitable strategies for adoption interventions. For
health care organizations, in particular, strategies for the
adoption interventions include upgrading infrastructure and
enriching technical resources and skills to better adapt to new

Acknowledgments
This work was supported by the Fundamental Research Funds for the Central Universities (HUST: 2019WK'Y XZX010).

Conflictsof Interest
None declared.

Multimedia Appendix 1
The definition of each factor.
[DOCX File, 16 KB - medinform_v8i5e17334 appl.docx ]

Multimedia Appendix 2
Details of included studies.
[DOCX File, 40 KB - medinform_v8i5e17334 app2.docx ]

References

1.  Plsek PE, Greenhalgh T. Complexity science: The challenge of complexity in health care. Br Med J 2001 Sep
15;323(7313):625-628 [ FREE Full text] [doi: 10.1136/bmj.323.7313.625] [Medline: 11557716]

2. Hakkinen H, Turunen P, Spil T. Information in Health Care Process - Evaluation Toolkit Development. In: Proceedings of
the 36th Annual Hawaii International Conference on System Sciences. 2003 Presented at: HICSS03; January 6-9, 2003;
Big Island, HI, USA URL.: https.//ieeexpl ore.ieee.org/stamp/stamp.jsp?tp=& arnumber=1174362& tag=1

3. Khoumbati K, Themistocleous M. Integrating the I T infrastructuresin healthcare organisations: aproposition of influential
factors. Electron J Gov 2006 Jan;4(1):27-36 [FREE Full text]

4.  Chaudhry B, Wang J, Wu S, Maglione M, MojicaW, Roth E, et a. Systematic review: impact of health information
technology on quality, efficiency, and costs of medical care. Ann Intern Med 2006 May 16;144(10):742-752. [doi:
10.7326/0003-4819-144-10-200605160-00125] [Medline: 16702590]

5. Park H, Hardiker N. Clinical terminologies: a solution for semantic interoperability. J Korean Soc Med Inform 2009
Mar;15(1):1-11. [doi: 10.4258/jksmi.2009.15.1.1]

6. Zhang, XuY, Shang L, Rao K. An investigation into health informatics and related standardsin China. Int JMed Inform
2007 Aug;76(8):614-620. [doi: 10.1016/j.ijmedinf.2006.05.003] [Medline: 16793329]

7. Thomas JW. Loughborough University. 2018. The Adoption and Diffusion of Data-exchange Standards URL : https.//hdl.
handle.net/2134/34998 [accessed 2019-08-20]

8. Kahn MG, Bailey LC, Forrest CB, PadulaMA, Hirschfeld S. Building a common pediatric research terminology for
accelerating child health research. Pediatrics 2014 Mar;133(3):516-525 [FREE Full text] [doi: 10.1542/peds.2013-1504]
[Medline: 24534404]

9. Berler A, Tagaris A, Angelidis P, Koutsouris D. A roadmap towards healthcare information systems interoperability in
Greece. J Telecommun Inf Technol 2006;2006(2):59-73 [FREE Full text] [doi: 10.1117/12.2191918]

10. Hammond WE. The making and adoption of health data standards. Health Aff (Millwood) 2005;24(5):1205-1213. [doi:
10.1377/hithaff.24.5.1205] [Medline: 16162564]

11. Olsen J, Baisch MJ. Anintegrative review of information systems and terminologies used in local health departments. J
Am Med Inform Assoc 2014 Feb; 21(el):e20-e27 [ FREE Full text] [doi: 10.1136/amiagjnl-2013-001714] [Medline: 24036156]

12.  Alkraiji Al, Jackson T, Murray |. Factors impacting the adoption decision of health data standards in tertiary healthcare
organisations in Saudi Arabia. JEnt Inf Manag 2016 Sep;29(5):650-676. [doi: 10.1108/jeim-11-2014-0111]

https://medinform.jmir.org/2020/5/€17334 JMIR Med Inform 2020 | val. 8| iss. 5 |€17334 | p.23

(page number not for citation purposes)


https://jmir.org/api/download?alt_name=medinform_v8i5e17334_app1.docx&filename=d8b19397222ee158390c03d329d70191.docx
https://jmir.org/api/download?alt_name=medinform_v8i5e17334_app1.docx&filename=d8b19397222ee158390c03d329d70191.docx
https://jmir.org/api/download?alt_name=medinform_v8i5e17334_app2.docx&filename=afd5ed103b1996d8fbc45786e8086875.docx
https://jmir.org/api/download?alt_name=medinform_v8i5e17334_app2.docx&filename=afd5ed103b1996d8fbc45786e8086875.docx
http://europepmc.org/abstract/MED/11557716
http://dx.doi.org/10.1136/bmj.323.7313.625
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11557716&dopt=Abstract
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=1174362&tag=1
https://www.researchgate.net/publication/228644013_Integrating_the_IT_Infrastructures_in_Healthcare_Organisations_A_Proposition_of_Influential_Factors
http://dx.doi.org/10.7326/0003-4819-144-10-200605160-00125
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16702590&dopt=Abstract
http://dx.doi.org/10.4258/jksmi.2009.15.1.1
http://dx.doi.org/10.1016/j.ijmedinf.2006.05.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16793329&dopt=Abstract
https://hdl.handle.net/2134/34998
https://hdl.handle.net/2134/34998
http://europepmc.org/abstract/MED/24534404
http://dx.doi.org/10.1542/peds.2013-1504
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24534404&dopt=Abstract
https://pdfs.semanticscholar.org/3496/00a856a3d097385a9ecb785c63ec00262390.pdf
http://dx.doi.org/10.1117/12.2191918
http://dx.doi.org/10.1377/hlthaff.24.5.1205
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16162564&dopt=Abstract
http://europepmc.org/abstract/MED/24036156
http://dx.doi.org/10.1136/amiajnl-2013-001714
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24036156&dopt=Abstract
http://dx.doi.org/10.1108/jeim-11-2014-0111
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Han et d

13.

14.

15.

16.

17.

18.

19.

20.

21

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

LinC, Linl, Roan J, Yeh J. Critical factors influencing hospitals adoption of HL7 version 2 standards: an empirical
investigation. J Med Syst 2012 Jun;36(3):1183-1192. [doi: 10.1007/s10916-010-9580-2] [Medline: 20827568]

Li J, Talaei-Khoel A, SeadleH, Ray P, Macintyre CR. Health care provider adoption of eHealth: systematic literature review.
Interact JMed Res 2013 Apr 16;2(1):e7 [FREE Full text] [doi: 10.2196/ijmr.2468] [Medline: 23608679]

Moher D, Liberati A, Tetzlaff J, Altman DG, PRISMA Group. Preferred reporting items for systematic reviews and
meta-analyses: the PRISMA statement. Ann Intern Med 2009 Aug 18;151(4):264-9, W64. [doi:
10.7326/0003-4819-151-4-200908180-00135] [Medline: 19622511]

Booth A, Carroll C. How to build up the actionable knowledge base: the role of 'best fit' framework synthesis for studies
of improvement in healthcare. BMJ Qual Saf 2015 Nov;24(11):700-708 [ FREE Full text] [doi: 10.1136/bmjgs-2014-003642]
[Medline: 26306609]

Tornatzky LG, Fleischer M. Processes of Technological Innovation. Lexington, MA: Lexington Books; 1991.
Vatanasakdakul S, Aoun C, Chen Y. Chasing success. an empirical model for IT governance frameworks adoption in
Australia. Sci Technol Soc 2017;22(2):182-211. [doi: 10.1177/0971721817702278]

Alkraiji A, Jackson T, Murray |. Barriers to the widespread adoption of health data standards: an exploratory qualitative
study intertiary healthcare organizationsin Saudi Arabia. JMed Syst 2013 Apr;37(2):9895. [doi: 10.1007/s10916-012-9895-2]
[Medline: 23321966]

Alkraiji A, Jackson T, Murray |. Health data standards and adoption process. Preliminary findings of a qualitative study in
Saudi Arabia. Campus Wide Inf Syst 2011;28(5):345-359. [doi: 10.1108/10650741111181616]

Foth M, Schusterschitz C, Flatscher - Thoni M. Technology acceptance as an influencing factor of hospital employees
compliance with data - protection standards in Germany. J Public Health 2012;20(3):253-268. [doi:
10.1007/s10389-011-0456-9]

Wang X, Zander S. Extending the model of internet standards adoption: A cross-country comparison of |Pv6 adoption. Inf
Manag 2018 Jun;55(4):450-460. [doi: 10.1016/j.im.2017.10.005]

Hovav A, Hemmert M, Kim Y J. Determinants of internet standards adoption: The case of South Korea. Res Policy 2011
Mar;40(2):253-262. [doi: 10.1016/j.respol.2010.09.016]

Hovav A, Patnayakuni R, Schuff D. A model of internet standards adoption: the case of IPv6. Inform Syst J
2004;14(3):265-294. [doi: 10.1111/].1365-2575.2004.00170.x]

Venkatesh V, BalaH. Adoption and impacts of interorganizational business process standards: Role of partnering synergy.
Inf Syst Res 2012 Dec;23(4):1131-1157. [doi: 10.1287/isre.1110.0404]

Chan FT, Chong AY. A SEM—-neural network approach for understanding determinants of interorganizational system
standard adoption and performances. Decis Sup Syst 2012 Dec;54(1):621-630. [doi: 10.1016/j.dss.2012.08.009]

Yee - Loong Chong A, Ooi K. Adoption of interorganizational system standards in supply chains: An empirical analysis
of RosettaNet standards. Indus Manag Data Syst 2008;108(4):529-547. [doi: 10.1108/02635570810868371]

Huang Z, Janz BD, Frolick MN. A comprehensive examination of internet-EDI adoption. Inf Syst Manag 2008;25(3):273-286.
[doi: 10.1080/10580530802151228]

Lee S, Lim GG. Theimpact of partnership attributes on EDI implementation success. Inf Manag 2003 Dec;41(2):135-148.
[doi: 10.1016/s0378-7206(03)00043-0]

Kuan KK, Chau PY. A perception-based model for EDI adoption in small businesses using a

technol ogy—organi zation—environment framework. Inf Manag 2001 Oct;38(8):507-521. [doi: 10.1016/90378-7206(01)00073-8]
Hu C. Main Factors Affecting the Adoption and Diffusion of Web Service Technology Standards. In: Proceedings of the
International Conference on Information and Management Engineering. 2011 Presented at: ICCIC'11; September 17-18,
2011; Wuhan, Chinap. 81-87. [doi: 10.1007/978-3-642-24091-1 12]

Burbano A, Rardin R, Pohl E. Exploring the Factors Affecting the Identification Standards Adoption Process in the US
Healthcare Supply Chain. In: 2011 Proceedings of PICMET'11: Technology Management in the Energy Smart World. 2011
Presented at: PICMET'11; July 31- August 4, 2011; Portland, OR, USA URL: https.//ieeexplore.ieee.org/stamp/stamp.
jSp2tp=& arnumber=6017680

Kelly D, Feller J, Finnegan P. Complex Network-Based Information Systems (CNIS) Standards: Toward an Adoption
Model. In: Proceedings of the IFIP International Working Conference on the Transfer and Diffusion of Information
Technology for Organizational Resilience. 2006 Presented at: TDIT'06; June 7-10, 2006; Galway, Ireland p. 3-20. [doi:
10.1007/0-387-34410-1 1]

Wapakabulo J, Dawson R, Probets S, King T. A Step Towards the Adoption of Data-exchange Standards: A UK Defence
Community Case Study. In: Proceedings of the 4th Conference on Standardization and Innovation in Information Technol ogy.
2005 Presented at: SIIT'05; September 21-23, 2005; Geneva, Switzerland. [doi: 10.1109/siit.2005.1563812]

Nelson ML, Shaw MJ. IDEALS @ Illinois. 2003. The Adoption and Diffusion of Interorganizational System Standards
and Process |nnovations URL : http://hdl.handle.net/2142/84534 [accessed 2019-08-20]

Ramoni RB, Etolue J, Tokede O, McClellan L, SSimmons K, Yansane A, et a. Adoption of dental innovations: The case of
a standardized dental diagnostic terminology. J Am Dent Assoc 2017 May;148(5):319-327 [EREE Full text] [doi:
10.1016/.adaj.2017.01.024] [Medline: 28364948]

https://medinform.jmir.org/2020/5/€17334 JMIR Med Inform 2020 | vol. 8 | iss. 5 |€17334 | p.24

(page number not for citation purposes)


http://dx.doi.org/10.1007/s10916-010-9580-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20827568&dopt=Abstract
https://www.i-jmr.org/2013/1/e7/
http://dx.doi.org/10.2196/ijmr.2468
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23608679&dopt=Abstract
http://dx.doi.org/10.7326/0003-4819-151-4-200908180-00135
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19622511&dopt=Abstract
http://qualitysafety.bmj.com/cgi/pmidlookup?view=long&pmid=26306609
http://dx.doi.org/10.1136/bmjqs-2014-003642
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26306609&dopt=Abstract
http://dx.doi.org/10.1177/0971721817702278
http://dx.doi.org/10.1007/s10916-012-9895-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23321966&dopt=Abstract
http://dx.doi.org/10.1108/10650741111181616
http://dx.doi.org/10.1007/s10389-011-0456-9
http://dx.doi.org/10.1016/j.im.2017.10.005
http://dx.doi.org/10.1016/j.respol.2010.09.016
http://dx.doi.org/10.1111/j.1365-2575.2004.00170.x
http://dx.doi.org/10.1287/isre.1110.0404
http://dx.doi.org/10.1016/j.dss.2012.08.009
http://dx.doi.org/10.1108/02635570810868371
http://dx.doi.org/10.1080/10580530802151228
http://dx.doi.org/10.1016/s0378-7206(03)00043-0
http://dx.doi.org/10.1016/s0378-7206(01)00073-8
http://dx.doi.org/10.1007/978-3-642-24091-1_12
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6017680
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6017680
http://dx.doi.org/10.1007/0-387-34410-1_1
http://dx.doi.org/10.1109/siit.2005.1563812
http://hdl.handle.net/2142/84534
http://europepmc.org/abstract/MED/28364948
http://dx.doi.org/10.1016/j.adaj.2017.01.024
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28364948&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Han et d

37.

38.

39.

40.

41.

42.

43.

45,

46.

47.

48.

49,

50.

51.
52.

53.

55.

56.

57.

58.

59.

60.

Mueller T, Dittes S, Ahlemann F, Urbach N, Smolnik S. Because Everybody is Different: Towards Understanding the
Acceptance of Organizationa IT Standards. In: Proceedings of the 2015 48th Hawaii International Conference on System
Sciences. 2015 Presented at: HICSS'15; January 5-8, 2015; Kauai, HI, USA. [doi: 10.1109/hicss.2015.487]

MacLennan E, van Belle J. Factors affecting the organizational adoption of service-oriented architecture (SOA). Inf Syst
Bus Manag 2014;12(1):71-100. [doi: 10.1007/s10257-012-0212-x]

Singh RM, Dahlin K. Merit, Acceptance or Access. Opposing Forces to Adoption of a New Standard. In: Proceedings of
the 5th International Conference on Standardization and Innovation in Information Technology. 2007 Presented at: SIIT'07;
October 17-19, 2007; Calgary, AB, Canada. [doi: 10.1109/siit.2007.4629316]

Ng CS, Hsu PY, Tsai WH. Salient Factors for Maintenance Standard Adoption in Enterprise Resource Planning Context:
An Exploratory Study. In: Proceedings of the 39th Annual Hawaii International Conference on System Sciences. 2006
Presented at: HICSS06; January 4-7, 2006; Kauia, HI, USA, USA. [doi: 10.1109/hicss.2006.426]

Chen M. Factors affecting the adoption and diffusion of XML and Web services standards for E-business systems. Int J
Hum Comput Stud 2003 Mar;58(3):259-279. [doi: 10.1016/s1071-5819(02)00140-4]

Velleman EM, Nahuis |, van der Geest T. Factors explaining adoption and implementation processes for web accessibility
standards within eGovernment systems and organizations. Univ Access Inf Soc 2017;16(1):173-190. [doi:
10.1007/s10209-015-0449-5]

Henning F. Adoption of I nteroperability Standardsin Government Information Networks: An Initial Framework of Influence
Factors. In: Proceedings of the 7th International Conference on Theory and Practice of Electronic Governance. 2013
Presented at: ICEGOV'13; October 22 - 25, 2013; Seoul, Korea p. 264-267. [doi: 10.1145/2591888.2591936]

Gong N. Barriersto adopting interoperability standards for cyber threat intelligence sharing: an exploratory study. In: Arai
K, Kapoor S, Bhatia R, editors. Intelligent Computing. Cham: Springer; 2018:666-684.

Techatassanasoontorn AA, Suo S. Influences on standards adoption in de facto standardization. Inf Technol Manag
2011;12(4):357-385. [doi: 10.1007/s10799-011-0089-2]

Ghahramani A. Factors that influence the maintenance and improvement of OHSAS 18001 in adopting companies: A
qualitative study. J Clean Prod 2016 Nov;137:283-290. [doi: 10.1016/j.jclepro.2016.07.087]

Buyle R, van Compernolle M, Vlassenroot E, Vanlishout Z, Mechant P, Mannens E. "Technology readiness and acceptance
model' as a predictor for the use intention of data standardsin smart cities. Media Commun 2018 Dec;6(4):127-139. [doi:
10.17645/mac.v6i4.1679]

Veit D, Parasie NP. Common Data Exchange Standards: Determinantsfor Adoption at the Municipal Level. In: Proceedings
of the 2010 Americas Conference on Information Systems. 2010 Presented at: AMCIS'10; August 12-15, 2010; Lima, Peru
URL: https://pdfs.semanticscholar.org/c600/9383c722b640f 1249885f 2e70a1b1459a9bc. pdf

Lucho S, Melendez K, DavilaA. Analysis of environmental factorsin the adoption of 1SO/IEC 29110. Multiple case study.
In: MgjiaJ, Mufioz M, RochaA, Quifionez Y, Calvo-Manzano J, editors. Trends and Applicationsin Software Engineering.
Cham: Springer; Oct 2017:82-93.

Azam S. Perceived environmental factors and the intention to adopt a standard business reporting facility: A survey of
Australian corporate CFOs. Asian Acad Manag J Account Finance 2014;10(2):147-173 [FREE Full text]

Rogers EM. Diffusion of Innovations. Fourth Edition. New York: Free Press; 1995.

David PA, Greenstein S. The economics of compatibility standards: an introduction to recent research. Econ Innov New
Technol 1990;1(1-2):3-41. [doi: 10.1080/10438599000000002]

Sobol MG, Alverson M, Lel D. Barriers to the adoption of computerized technology in health care systems. Top Health
Inf Manage 1999 May;19(4):1-19. [Medline: 10387652]

Dezdar S, Sulaiman A. Successful enterprise resource planning implementation: taxonomy of critical factors. Indus Manag
Data Syst 2009 Sep;109(8):1037-1052. [doi: 10.1108/02635570910991283]

Hwang M1, Lin CT, Lin JW. Organizational Factorsfor Successful Implementation of |nformation Systems: Disentangling
the Effect of Top Management Support and Training. In: Proceedings of the Southern Association for Information Systems
Conference. 2012 Presented at: Proceedings of the Southern Association for Information Systems Conference; March 23-24,
2012; Atlanta, GA, USA p. 111-115 URL: https://tinyurl.com/y8su9emh

Dezdar S, Ainin S. Theinfluence of organizational factors on successful ERP implementation. Manag Decis
2011;49(6):911-926. [doi: 10.1108/00251741111143603]

LiuPL. Empirical study oninfluence of critical successfactorson ERP knowledge management on management performance
in high-tech industriesin Taiwan. Expert Syst Appl 2011;38(8):10696-10704. [doi: 10.1016/j.eswa.2011.02.045]
Tharenou P, Saks AM, Moore C. A review and critique of research on training and organizational-level outcomes. Hum
Res Manag Rev 2007 Sep;17(3):251-273. [doi: 10.1016/j.hrmr.2007.07.004]

Vykoukal J. Grid Technology as Green I T Strategy? Empirical Resultsfrom the Financial Services Industry. In: Proceedings
of the 18th European Conference on Information Systems. 2010 Presented at: ECIS'10; June 7-9, 2010; Pretoria, South
Africa URL: https://aisel.ai snet.org/cgi/viewcontent.cgi ?article=1040& context=ecis2010

Lai H, Linl, Tseng L. High-level managers considerations for RFID adoption in hospitals: an empirical study in Taiwan.
JMed Syst 2014 Feb;38(2):3. [doi: 10.1007/s10916-013-0003-z] [Medline: 24445396]

https://medinform.jmir.org/2020/5/€17334 JMIR Med Inform 2020 | val. 8| iss. 5 |€17334 | p.25

(page number not for citation purposes)


http://dx.doi.org/10.1109/hicss.2015.487
http://dx.doi.org/10.1007/s10257-012-0212-x
http://dx.doi.org/10.1109/siit.2007.4629316
http://dx.doi.org/10.1109/hicss.2006.426
http://dx.doi.org/10.1016/s1071-5819(02)00140-4
http://dx.doi.org/10.1007/s10209-015-0449-5
http://dx.doi.org/10.1145/2591888.2591936
http://dx.doi.org/10.1007/s10799-011-0089-2
http://dx.doi.org/10.1016/j.jclepro.2016.07.087
http://dx.doi.org/10.17645/mac.v6i4.1679
https://pdfs.semanticscholar.org/c600/9383c722b640f1249885f2e70a1b1459a9bc.pdf
https://www.researchgate.net/publication/286170553_Perceived_environmental_factors_and_the_intention_to_adopt_a_standard_business_reporting_facility_A_survey_of_Australian_corporate_CFOs
http://dx.doi.org/10.1080/10438599000000002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10387652&dopt=Abstract
http://dx.doi.org/10.1108/02635570910991283
https://tinyurl.com/y8su9emh
http://dx.doi.org/10.1108/00251741111143603
http://dx.doi.org/10.1016/j.eswa.2011.02.045
http://dx.doi.org/10.1016/j.hrmr.2007.07.004
https://aisel.aisnet.org/cgi/viewcontent.cgi?article=1040&context=ecis2010
http://dx.doi.org/10.1007/s10916-013-0003-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24445396&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Han et d

61. Yoon TE, George J= Why aren’t organizations adopting virtual worlds? Comput Hum Behav 2013 May;29(3):772-790.
[doi: 10.1016/j.chb.2012.12.003]

62. PurvisRL, Sambamurthy V, Zmud RW. The assimilation of knowledge platformsin organizations: An empirical investigation.
Organ Sci 2001 Apr;12(2):117-135. [doi: 10.1287/orsc.12.2.117.10115]

63. Young R, Poon S. Top management support—almost always necessary and sometimes sufficient for success: Findings
from afuzzy set analysis. Int J Proj Manag 2013 Oct;31(7):943-957. [doi: 10.1016/j.ijproman.2012.11.013]

64. LeeJN, Kim YG. Effect of partnership quality on IS outsourcing success: conceptual framework and empirical validation.
JManag Inf Syst 1999;15(4):29-61 [FREE Full text] [doi: 10.1080/07421222.1999.11518221]

65. Swatman PM, Swatman PA. EDI system integration: A definition and literature survey. Inform Soc 1992;8(3):169-205.
[doi: 10.1080/01972243.1992.9960119]

66. TeoHH, TanB, Wei KK. Innovation Diffusion Theory asaPredictor of Adoption Intentionfor Financial EDI. In: Proceedings
of the 16th International Conference on Information Systems. 1995 Presented at: | C1S95; December 10-13, 1995; Amsterdam,
Netherlands p. 155-165 URL : https://pdfs.semanticschol ar.org/cdd5/8f 2608756981 75ch690fa232d0e84 7a0c2c0. pdf

67. Lippert SK, Govindaragjulu C. Technological, organizational, and environmental antecedents to web services adoption.
Commun [IMA 2006;6(1):147-160 [FREE Full text]

68. XuS, ZhuK, Gibbs J. Global technology, local adoption: a cross-country investigation of internet adoption by companies
in the United States and China. Electron Mark 2004;14(1):13-24. [doi: 10.1080/1019678042000175261]

69. Bouchard L. Decision Criteriain the Adoption of EDI. In: Proceedings of the 14th International Conference on Information
Systems. 1993 Presented at: 1C1S93; December 5-8, 1993; Orlando, Florida, USA p. 365-376 URL: https.//pdfs.
semanticschol ar.org/1900/4658d2e7b34f 7ae521a37888da458c6eb2ab. pdf

70. Hart PJ, Saunders CS. Emerging electronic partnerships: antecedents and dimensions of EDI use from the supplier’s
perspective. JManag Inf Syst 1998;14(4):87-111 [FREE Full text] [doi: 10.1080/07421222.1998.11518187]

71. Premkumar G, Ramamurthy K. Therole of interorganizational and organizational factors on the decision modefor adoption
of interorganizational systems. Decis Sci 1995 May;26(3):303-336. [doi: 10.1111/].1540-5915.1995.tb01431.x]

72. Morison E. Gunfire at sea: acase study of innovation. In: Tushman M, Anderson P, editors. Managing Strategic |nnovation
and Change. New York: Oxford University Press; 1997:129-140.

73. Thatcher SM, Foster W, Zhu L. B2B e-commerce adoption decisionsin Taiwan: The interaction of cultural and other
institutional factors. Electron Commer Res Appl 2006 Jun;5(2):92-104. [doi: 10.1016/j.€elerap.2005.10.005]

74. MoonMJ, Bretschneider S. Can state government actions affect innovation and its diffusion?: An extended communication
model and empirical test. Technol Forecast Soc Change 1997 Jan;54(1):57-77. [doi: 10.1016/s0040-1625(96)00121-7]

75. Kraemer KL, Gurbaxani V, King JL. Economic devel opment, government policy, and the diffusion of computing in
Asia-Pacific countries. Public Adm Rev 1992 Mar;52(2):146-156. [doi: 10.2307/976468]

76. Rosenberg N. Inside The Black Box. Cambridge: Cambridge University Press; 1982.

77. Arthur WB. Competing technologies: an overview. In: Dosi G, Freeman C, editors. Technical Change and Economic
Theory. London: Pinter Publishers; 1988:590-607.

78. Farrell J, Saloner G. Competition, compatibility, and standards: the economics of horses, penguins and lemmings. In: Gabel
HL, editor. Product Standardization and Competitive Strategy. Amsterdam: Elsevier Science; 1986:1-21.

79. Premkumar G, Ramamurthy K, Nilakanta S. Implementation of electronic data interchange: an innovation diffusion
perspective. JManag Inf Syst 1994;11(2):157-186 [FREE Full text] [doi: 10.1080/07421222.1994.11518044]

80. Rogers EM. Diffusion of Innovations. Fifth Edition. New York: Free Press; 2003.

81. Frambach RT. Anintegrated model of organizational adoption and diffusion of innovations. Eur JMark 1993 Jun;27(5):22-41.
[doi: 10.1108/03090569310039705]

82. Gharavi H, Love PE, Cheng EW. Information and communi cation technology in the stockbroking industry: an evol utionary
approach to the diffusion of innovation. Indus Manag Data Syst 2004 Dec;104(9):756-765. [doi:
10.1108/02635570410567748]

83. King WR, Malhotra Y. Developing aframework for analyzing 1S sourcing. Inf Manag 2000 Sep;37(6):323-334. [doi:
10.1016/s0378-7206(00)00046-X]

84. Yang C, Huang J. A decision model for IS outsourcing. Int J Inf Manag 2000 Jun;20(3):225-239. [doi:
10.1016/s0268-4012(00)00007-4]

85. Gottardi G, Bolisani E, Di Biagi M. Electronic commerce and open communities: an assessment of internet EDI. Int J Serv
Technol Manag 2004;5(2):151-169. [doi: 10.1504/ijstm.2004.004056]

86. Ouchi W, Williamson OE. Markets and hierarchies: analysis and antitrust implications. Adm Sci Q 1977 Sep;22(3):540.
[doi: 10.2307/2392191]

87. Zand DE. Trust and managerial problem solving. Adm Sci Q 1972 Jun;17(2):229-239. [doi: 10.2307/2393957]

88. ShangRA, ChenCC, LiuYC. Internet EDI Adoption Factors: Power, Trust and Vision. In: Proceedings of the 7th international
conference on Electronic commerce. 2005 Presented at: ICEC'05; August 15-17, 2005; Xi’an, Chinap. 101-108. [doi:
10.1145/1089551.1089573]

89. Levine S, White PE. Exchange as a conceptual framework for the study of interorganizational relationships. Adm Sci Q
1961 Mar;5(4):583-601. [doi: 10.2307/2390622]

https://medinform.jmir.org/2020/5/€17334 JMIR Med Inform 2020 | val. 8| iss. 5 |€17334 | p.26

(page number not for citation purposes)


http://dx.doi.org/10.1016/j.chb.2012.12.003
http://dx.doi.org/10.1287/orsc.12.2.117.10115
http://dx.doi.org/10.1016/j.ijproman.2012.11.013
https://doi.org/10.1080/07421222.1999.11518221
http://dx.doi.org/10.1080/07421222.1999.11518221
http://dx.doi.org/10.1080/01972243.1992.9960119
https://pdfs.semanticscholar.org/cdd5/8f260875e98175cb690fa232d0e847a0c2c0.pdf
https://scholarworks.lib.csusb.edu/ciima/vol6/iss1/14
http://dx.doi.org/10.1080/1019678042000175261
https://pdfs.semanticscholar.org/1900/4658d2e7b34f7ae521a37888da458c6eb2ab.pdf
https://pdfs.semanticscholar.org/1900/4658d2e7b34f7ae521a37888da458c6eb2ab.pdf
https://doi.org/10.1080/07421222.1998.11518187
http://dx.doi.org/10.1080/07421222.1998.11518187
http://dx.doi.org/10.1111/j.1540-5915.1995.tb01431.x
http://dx.doi.org/10.1016/j.elerap.2005.10.005
http://dx.doi.org/10.1016/s0040-1625(96)00121-7
http://dx.doi.org/10.2307/976468
https://doi.org/10.1080/07421222.1994.11518044
http://dx.doi.org/10.1080/07421222.1994.11518044
http://dx.doi.org/10.1108/03090569310039705
http://dx.doi.org/10.1108/02635570410567748
http://dx.doi.org/10.1016/s0378-7206(00)00046-x
http://dx.doi.org/10.1016/s0268-4012(00)00007-4
http://dx.doi.org/10.1504/ijstm.2004.004056
http://dx.doi.org/10.2307/2392191
http://dx.doi.org/10.2307/2393957
http://dx.doi.org/10.1145/1089551.1089573
http://dx.doi.org/10.2307/2390622
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Han et d

90.

91.

92.

93.

Mohr J, Spekman R. Characteristics of partnership success. Partnership attributes, communication behavior, and conflict
resolution techniques. Strat Manag J 1994 Feb;15(2):135-152. [doi: 10.1002/smj.4250150205]

Frazier GL, Spekman RE, O'Neal CR. Just-in-time exchange relationshipsin industrial markets. JMark 1988;52(4):52-67.
[doi: 10.1177/002224298805200406]

Ratnasingam P. Theinfluence of power on trading partner trust in el ectronic commerce. Internet Res 2000 Mar;10(1):56-63.
[doi: 10.1108/eum0000000005316]

KeW, LiuH, Wei KK, Gu J, Chen H. How do mediated and non-mediated power affect electronic supply chain management
system adoption? The mediating effects of trust and institutional pressures. Decis Sup Syst 2009 Mar;46(4):839-851. [doi:
10.1016/j.dss.2008.11.008]

Abbreviations

HIT: health information technology

I T: information technology

PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RQ: research question

TOE: technol ogy-organization-environment

Edited by C Lovis; submitted 07.12.19; peer-reviewed by U Tanegja, Y Tani, A Rezael Aghdam; comments to author 01.02.20; revised
version received 16.02.20; accepted 20.02.20; published 15.05.20.

Please cite as:

HanlL, LiuJ, EvansR, Song Y, Ma J

Factors Influencing the Adoption of Health Information Sandardsin Health Care Organizations: A Systematic Review Based on Best
Fit Framework Synthesis

JMIR Med Inform 2020;8(5):€17334

URL: https://medinform.jmir.org/2020/5/€17334

doi:10.2196/17334

PMID: 32347800

©Lu Han, Jing Liu, Richard Evans, Yang Song, Jingdong Ma. Originally published in JMIR Medical Informatics
(http://medinform.jmir.org), 15.05.2020. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the origina work, first published in IMIR Medical Informatics, is properly cited. The complete
bibliographic information, alink to the original publication on http://medinform.jmir.org/, as well as this copyright and license
information must be included.

https://medinform.jmir.org/2020/5/€17334 JMIR Med Inform 2020 | vol. 8 | iss. 5 |€17334 | p.27

RenderX

(page number not for citation purposes)


http://dx.doi.org/10.1002/smj.4250150205
http://dx.doi.org/10.1177/002224298805200406
http://dx.doi.org/10.1108/eum0000000005316
http://dx.doi.org/10.1016/j.dss.2008.11.008
https://medinform.jmir.org/2020/5/e17334
http://dx.doi.org/10.2196/17334
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32347800&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Horneet a

Review

Challenges of Clustering Multimodal Clinical Data: Review of
Applications in Asthma Subtyping

Elsie Horne', BSc, MSc; Holly Tibble', BSc, MPhil(Cantab); Aziz Sheikh!, BSc, MSc, MBBS, MD; Athanasios
Tsanas', BSc, BEng, M Sc, DPhil(Oxon)
Usher Institute, Edinburgh Medical School, University of Edinburgh, Edinburgh, United Kingdom

Corresponding Author:
Elsie Horne, BSc, MSc
Usher Institute, Edinburgh Medical School
University of Edinburgh
Nine Edinburgh Bio Quarter
9 Little France Road
Edinburgh, EH16 4UX
United Kingdom

Phone: 44 1316517887

Fax: 44 1316517887

Email: Elsie.Horne@ed.ac.uk

Abstract

Background: In the current era of personalized medicine, there is increasing interest in understanding the heterogeneity in
disease populations. Cluster analysisis a method commonly used to identify subtypesin heterogeneous disease populations. The
clinical data used in such applications are typically multimodal, which can make the application of traditional cluster analysis
methods challenging.

Objective: Thisstudy aimed to review the research literature on the application of clustering multimodal clinical datato identify
asthma subtypes. We assessed common problems and shortcomingsin the application of cluster analysis methods in determining
asthma subtypes, such that they can be brought to the attention of the research community and avoided in future studies.

M ethods: We searched PubMed and Scopus bibliographi c databases with terms rel ated to cluster analysis and asthmato identify
studies that applied dissimilarity-based cluster analysis methods. We recorded the analytic methods used in each study at each
step of the cluster analysis process.

Results: Our literature search identified 63 studies that applied cluster analysis to multimodal clinical data to identify asthma
subtypes. The features fed into the cluster algorithms were of a mixed type in 47 (75%) studies and continuousin 12 (19%), and
the feature type was unclear in the remaining 4 (6%) studies. A total of 23 (37%) studies used hierarchical clustering with Ward
linkage, and 22 (35%) studies used k-means clustering. Of these 45 studies, 39 had mixed-type features, but only 5 specified
dissimilarity measures that could handle mixed-type features. A further 9 (14%) studies used a preclustering step to create small
clusters to feed on a hierarchical method. The original sample sizes in these 9 studies ranged from 84 to 349. The remaining
studiesused hierarchical clustering with other linkages (n=3), medoid-based methods (n=3), spectral clustering (n=1), and multiple
kernel k-means clustering (n=1), and in 1 study, the methods were unclear. Of 63 studies, 54 (86%) explained the methods used
to determine the number of clusters, 24 (38%) studies tested the quality of their cluster solution, and 11 (17%) studies tested the
stability of their solution. Reporting of the cluster analysis was generally poor in terms of the methods employed and their
justification.

Conclusions: Thisreview highlights common issues in the application of cluster analysisto multimodal clinical datato identify
asthma subtypes. Some of these issues were related to the multimodal nature of the data, but many were more general issuesin
the application of cluster analysis. Although cluster analysis may be auseful tool for investigating disease subtypes, we recommend
that future studies carefully consider the implications of clustering multimodal data, the cluster analysis process itself, and the
reporting of methods to facilitate replication and interpretation of findings.

(JMIR Med Inform 2020;8(5):€16452) doi:10.2196/16452
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Introduction

Background

Thereis mounting evidence to suggest that some disease labels
are in fact umbrella terms, which encompass distinct disease
subtypes with different underlying mechanisms and clinical
symptom manifestations [1-3]. This has encouraged the
investigation into heterogeneity within disease populations,
which hasreceived considerableinterest across diverse domains
of medicine [4-6]. There are numerous motivations for better
understanding heterogeneity within disease populations, from
the development of targeted therapeutics [6] to the delivery of
more personalized carein clinical practice[7].

Itisnow understood that asthmais one such umbrellaterm used
to encompass multiple diverse underlying disease symptoms
and pathophysiology [7]. Asthmaisacommon chronic condition
characterized by reversible airway obstruction. The Global
Burden of Disease Study 2017 estimated the global prevalence
of asthma (both symptomatic and asymptomatic) to be 273
million [8]. This study estimated that in 2017, there were 43
million new cases of asthma and 495,000 desaths attributed to
asthma[9]. Attempts to categorize asthmainto distinct disease
subtypes date back to the 1940s[10] and are ongoing. However,
the methods for discovering these underlying categories have
shifted from observing clinical patterns to using data-driven
approaches such as cluster analysis[11].

Cluster analysis is a statistical technique used to identify
subgroupsin data based on multiple variables (for convenience,
herein, we have used the term features). It is an unsupervised
statistical learning method, and the correct number of underlying
clustersistypically unknown a priori [12]. The technique has
found increasing use in recent years because of the practical
unmet clinical need to identify subtypes of disease and stratify
patients to improve health care delivery. This has been made
feasible by the increasing availability of clinical datasets and
the development of statistical software packagesfacilitating the
application of algorithmic methods.

Clinical datasets are often multimodal; for the purposes of this
paper, we defined amultimodal dataset as adataset that includes
features from different sources, measured on different scales.
For completeness and to avoid ambiguity, we clarified that the
term multimodal hasadifferent meaning in statistical literature
(ie, features with multiple modes in terms of its distribution);
the use of theterm inthisstudy isaligned with clinical literature
(having features from different sources). Popular methods of
cluster analysis such as k-means and hierarchical clustering
with the Ward method have been developed for continuous
features measured on a common scale. In practice, however,
many of these techniques are frequently applied to multimodal
clinical datasets comprising different feature types measured
on different scales, conditions that violate some of the

http://medinform.jmir.org/2020/5/€16452/

underlying principles and assumptions made by algorithmic
methods [13]. Although steps can be taken to prepare
multimodal clinical datafor cluster analysis[13], the results of
a previous review suggest that these steps are rarely taken in
practice [11]. This previous review focused on the clinica
findings of the studies and touched only briefly on the challenges
of clustering multimodal data specifically.

Objectives

Thisreview aimed to comprehensively explore whether studies
applying cluster analysisto multimodal clinical datato subtype
asthma are using appropriate clustering methodologies. The
contribution of this study is to make recommendations for the
robust application of cluster analysis to multimodal clinical
data. We believed thiswould be of interest to the ever-growing
number of asthma researchers engaging or planning to engage
in disease subtyping, as well as to the wider community of
researchers applying cluster techniques for the purpose of
disease subtyping.

Methods

Eligibility Criteria and Search Strategy

Thisreview isreported following the Preferred Reporting Items
for Systematic Reviews and MetaAnalyses (PRISMA)
guidelines. Multimedia Appendix 1 shows the completed
PRISMA checklist.

We sought to identify studies that applied cluster analysis to
multimodal clinical data with the aim of identifying subtypes
of asthma. One researcher (EH) searched PubMed and Scopus
databases (search queries are provided in Textbox 1) to retrieve
studies focusing on patients diagnosed with asthma, which
included theterm cluster analysisor clustering. Our search was
restricted to studies published between January 1, 2008, and
May 23, 2019, as Haldar et a’s study [14] is widely
acknowledged to be thefirst to apply cluster analysisto identify
subtypes of asthma. Our search excluded comment articles,
editorials, letters, reviews, and meta-analyses. We excluded
articles that were not written in English.

We excluded nonrelevant studies by first screening the abstracts,
then referring to the full text where necessary. We excluded
studies in which (1) none of the aims or objectives were to
identify subtypes of asthma (studieslooking exclusively at, eg,
childhood wheeze were excluded); (2) the data were not
multimodal (ie, were measured from a common source and on
acommon scale); and (3) none of the features were considered
clinical (eg, studies concerned only with -omics data). Finally,
we excluded studies that used latent class analysis or mixture
models to group their data to narrow the scope of this review
to methodsthat cluster samplesbased on pairwise dissimilarities.
The use of latent class analysisto distinguish asthma phenotypes
has been reviewed previously by Howard et al [15].
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Textbox 1. Search query to identify studiesto include in this review.

Horne et al

«  Thefollowing query was inserted in PubMed on May 23, 2019:

meta-analysig[ Publication Type])
«  Thefollowing query was inserted in Scopus on May 23, 2019:

English[ Language] AND (* 2008/01/01” [ Date - Publication] : “ 2019/05/23" [ Date - Publication]) AND (“ cluster
analysis’ [ Text Word] OR“ clustering*” [ Text Word]) AND “ asthma*” [ Text Word] NOT (comment[ Publication Type]
OR editorial[Publication Type] OR letter[Publication Type] OR review[Publication Type] OR

PUBYEAR > 2007 AND (TITLE-ABSKEY ( “cluster analysis’ ) OR TITLE-ABSKEY(" clustering*”)) AND
TITLE-ABSKEY (* asthma*”) AND SRCTYPE (*j”) AND DOCTYPE (“ ar” ) AND LANGUAGE (“ English”)

Data Extraction

In total, 2 researchers (EH and HT) independently extracted
information from the full text and supplementary materia of
each study. Information was extracted following the steps
outlined in the following Cluster Analysis Seps section. The
data dictionary, which provides details of all items extracted,
is presented in Multimedia Appendix 2.

Figure 1. Schematic of thetypical cluster analysis steps.

Cluster Analysis Steps

To provide context for this review, we outlined the key steps
inthe application of cluster analysisto multimodal clinical data.
Figure 1 summarizes the steps in the order in which they
generally occur, but as with most analytic processes, this
depends on the context, and the process may be somewhat
iterative.

Initial considerations

Identify candidate
features

Missing data Sample size

Feature engineering

Feature encoding  Feature scaling

Feature

Feature selection Co

Cluster analysis

Dissimilarity Cluster analysis method = Hyperparameter setting

Postprocessing

Choose the number of
clusters

Stability of clusters Quality of clusters

|¢

Interpretation

Clinical significance
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Initial Considerations

I dentify Candidate Features

Thefirst step isto identify the set of features of interest, which
we referred to as candidate features. These may be identified
based on previous studies or clinica input using domain
expertise. In some cases, al the candidate features may be used
inthe cluster analysis (wereferred to the features used in cluster
analysis as cluster features). In other cases, formal feature
selection processes may be applied to the candidate featuresto
identify the cluster features, as covered in the Feature Selection
section.

Missing Data

Most common cluster analysis methods use complete case
analysis (ie, the cluster features have no missing entries, which,
in practice, might be achieved by removing samples for which
any cluster feature entry is missing). However, it may be more
data efficient to develop a strategy to work around missing
entries instead of discarding samples. Missing values may be
handled through the calculation of dissimilarities, as described
by Hastie et a [16]. Alternatively, missing data could be
imputed, or for categorical features, a missing category could
be introduced.

Sample Size

Despite the widespread use of cluster analysis, at present, there
is no consensus regarding the minimum sample size required
to ensure stable and meaningful clustering. Dolnicar et a [17]
suggested that 70 samples per cluster featureis adequate, based
on the findings of their simulation study. Small sample sizes
may obscure the true clustering by causing the user to pick the
wrong number of clusters (see the Choosing the Number of
Clusters section) or by producing solutions that are neither
reproducible nor stable (see the Sability and Quality
subsections).

Feature Engineering

Feature Types

The features that we may want to use in a clustering algorithm
often come from multimodal clinical data. Hence, they may be
of different types (eg, continuous, nominal, ordinal, binary, etc)
and are likely to be measured on different scales (eg, kilogram
for mass, years for age). Most dissimilarity measures and
clustering algorithms assume that the features are of the same
type and are measured on acommon scale. These requirements
can be addressed using feature encoding and feature scaling.

Feature Encoding

When dealing with categorical features, it is vital to consider
how these are encoded (nominal, ordinal, or binary), as this
determines how they are treated in the calculation of
dissimilarities and in the clustering algorithm. A common
approach isto encode ordinal features asintegers and to encode
nominal features as dummy binary features[18].

Feature Scaling

Feature scaling may be used to address 3 issues related to
continuous features. The first is that continuous features may
be measured in different units and should therefore be rescaled
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to bring them onto a common scale before calculating
dissimilarities. The second isthat continuous features measured
in the same units may have different variances. In some cases,
the differences in variance may be useful for clustering, but in
others, these may obscure the true underlying cluster structure
inthe data. In the latter case, the continuous features should be
rescaled. Common approaches to these 2 issues are to
standardize features to have 0 mean and unit variance (referred
to as z-scores) or to use range normalization techniques, for
example, to scale each feature so that it isin the interval of O
tol.

The third issue is that the features may not follow the desired
probability distribution propertiesfor further analysis (eg, having
Gaussian-distributed features). Thisissue needsto be considered
when statistical methods make distributional assumptions.
Although few dissimilarity-based clustering methods make
distributional assumptions, several methods involve the
calculation of cluster means (eg, k-means, hierarchical clustering
with the Ward linkage). The mean isapoor choice of summary
statistic for afeature that is skewed (or a feature with multiple
modes), so a power transformation may be advantageous as a
preprocessing step when using such clustering methods.

When dealing with mixed-type data, it may be necessary to
scale the categorical features to avoid assigning categorical
features greater weight over continuous features or vice versa.
Thisissue is discussed in detail in the context of dissimilarity
measures by Hennig and Liao [13].

Dimensionality Reduction

There are generally 2 motivations for reducing the
dimensionality of a dataset before applying cluster analysis.
First, as previousdy mentioned in the Sample Sze subsection,
datasets with a high feature to sample ratio may not produce
stable cluster results. Second, the cluster structure may only be
apparent using a subset of theinformation availablein the data.
Using al available information may introduce noise, which
could obscure the true underlying cluster structure [19]. There
are 2 approaches to dimensionality reduction: feature selection
and feature transformation.

Feature Selection

Feature selection involves selecting a subset of the available
featuresfor usein cluster analysis. Herein, we have referred to
the features selected for the cluster analysis as cluster features.

Feature Transfor mation

Feature transformation involves combining original featuresto
create new features. Generally, a subset of these new features
is selected for inclusion in the analysis. It is beyond the scope
of this review to provide in-depth details on the methods of
feature transformation (also known as feature extraction); we
referred to van der Maaten et al’s[20] work for acomprehensive
review. Here, we briefly outlined principal component analysis
(PCA), which is the most commonly used method for linear
dataprojection. PCA may be applied to p continuous, correlated
features to extract m<p continuous, and uncorrelated features
(known as principal components), each being alinear function
of the origina cluster features [21]. Related methods include
factor analysis for continuous data, multiple correspondence
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analysis (MCA) for categorical data[22], and multiple factor
analysis for mixed-type data[23].

Cluster Analysis

Dissimilarity Measures

Model-free clustering methods rely on adissimilarity measure
to quantify how dissimilar 2 samples are from one another.
Dissimilarity may also be referred to as a distance measure if
it satisfies the triangle inequality. The most widely used
dissimilarity measure is the squared Euclidean distance
(henceforth referred to as Euclidean distance), whichisintended
for use with continuous features. A dissimilarity measure that

can handle both categorical and continuous featuresisthe Gower
distance[24].

Cluster Analysis Methods

There are many different methods of cluster anaysis (eg,
k-means, hierarchical clustering with the Ward linkage, spectral
clustering), and each method may be implemented using
different algorithms. A comprehensive overview of the wide
range of clustering methods can be found el sawhere [25].

Postprocessing

Choosing the Number of Clusters

A key challenge in cluster analysis is choosing the number of
clusters to present in the final solution, which is typicaly
unknown a priori. Often, researchers use their preferred
clustering methods, running them for 2 to k clusters (where k
isan integer number indicating the number of clusters) and then
have a strategy to determine k.

Providing a detailed commentary on these strategiesis beyond
the scope of thisreview. An overview of strategiesfor choosing
kisprovided by Everitt et a [23]. Graphical techniquesinclude
dendrograms (when using hierarchical clustering methods) and
silhouette plots [26]. An alternative approach is to choose the
number of clusters that gives the most stable solution [27]. In
practice, akey determinant in choosing the number of clusters
is often the clinical interpretation of the solutions.

We highlighted the possibility that there might not be
meaningful clustering of the datato form groups, and thus, the
entire dataset is treated as 1 cluster. This may reflect the lack
of statistical power (sufficiently large sample size) to determine
clusters or that the investigated problem using that dataset is
not amenabl e to clustering using the available sample size and
features. Some statistics used for choosing k, such as the Gap
statistic [28], can be calculated for k=1. However, statisticsthat
require the calculation of between cluster differences or
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distances, such as the silhouette statistic, are not defined for
k=1[26].
Stability
Assessing the quality of a clustering solution produced using
any cluster algorithmis challenging. Unlike supervised learning
setups, thereis no ground truth against which one can formally

test their findings. However, there are several ways in which
one can assess the integrity of their findings.

Most importantly, it is crucia to assess the stability of the
resulting clusters. A definition of cluster stability, given by von
Luxburg [27], is whether clustering different datasets sampled
from the same underlying joint distribution will result in
producing the same clusters. There are several ways in which
this may be assessed in practice (eg, by comparing the cluster
results of a dataset that has been randomly split into 2 or more
subsets, and each subset is independently fed into the cluster
algorithm).

Quality

Beyond stability, there are numerous steps one may take to
ensure the integrity of their cluster analysis findings, for
example, repeating the analysis in a different cohort or at a
different time point, or altering the encoding of afeature. These
steps are often referred to as reproducibility testing. However,
we avoided this term because it implies that we seek the exact
sameresults, which we do not feel isreasonablein all scenarios.
To extract this information from the studies in this review, 2
reviewers independently extracted details of postprocessing
methods, which we felt assessed the quality of the cluster resuilts,
but did not come under stability. In our schematic and results,
wereferred to these methods astesting the quality of the cluster
results.

Results

Literature Search Outcomes

We identified 63 studies that used cluster analysis to identify
subtypes of asthma using multimodal clinical data (Figure 2).
One of the excluded articles satisfied our inclusion criteria but
investigated 85 combinations of cluster analysis steps in a
hierarchical cluster analysis of 383 children with asthma[29].
We excluded this study from our review as including all 85
combinations of methods was deemed infeasible. For the 2
studies in which cluster analysis was carried out in multiple
populations[14,28], weincluded only the analysis of the larger
population. The characteristics of each study are presented in
Multimedia Appendix 3.
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Figure2. Flow of studiesinto review.
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Initial Consider ations

I dentifying Candidate Features

A total of 42 (67%) studies identified candidate features based
on previous studies or clinical input (relevance to asthma
subtypes, avoiding clinical redundancy, and easily measuredin
clinical practice). The numbers used in each method are
summarized in Table 1.
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Missing Data

A total of 42 (67%) studies detailed their methods for dealing
with missing data; the methods used are shown in Table 1. The
most common method wasto carry out acomplete case analysis
by excluding all patientswith any missing cluster feature entries
(35% of studies).
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Table 1. Initial considerations across the asthma studies we have included in this review (N=63).

Method

Values, n (%)

Identifying candidate features

Clinical intuition and understanding

Avoid clinical redundancy

Previous studies

Easily measured in clinical practice
Missing data

Complete case analysis

Features with >x%° missi ng values removed

Imputed
Patients with >x% missi ng values removed
No missing data present

Clustering methods handle missing data

33(52)
15 (24)
15 (24)
8 (13)

22 (35)
14 (22)
11(17)
5(8)
2(3)
12

@0ne study may use multiple methods; some studies may use no methods.
b
x>0.

Sample Size

The sample sizes for cluster analysis ranged from 40 to 3612,
with a median of 195 patients. Figure 3 presents a scatter plot
of the number of patientsin the cluster analysis versusthe final
number of cluster features. The straight line corresponds to the
number of samples per feature as recommended by Dolnicar et

al [17]. As this estimate was derived from simulation studies
using k-means as the clustering method, different markers are
used for the studies which used clustering techniques other than
k-means. Note that the studies that did not specify the final
number of cluster features were omitted from the plot. Six
studies (10%) had at least 70 times as many patients as cluster
features, as recommended by Dolnicar et al [17].

Figure 3. Number of patientsversusfinal number of cluster features. The line correspondsto the number of patientsthat isequal to 70 times the number

of features.
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Feature Engineering depends on the methods of cluster analysisused and vice versa.
. . Therefore, we reported the methods of feature scaling and
Feature Scaling and Encoding encoding alongside the methods of cluster analysis in Tables
Judging whether feature scaling and encoding were appropriate  2-4 and Multimedia Appendix 4.

Table 2. Breakdown of methods used by studies applying hierarchical clustering with Ward's linkage (N=23).

Datatype, dissimilarity, and scaling of continuous features Categorical features encoded as binary? Value, n (%)

Continuous
Euclidean assumed
Not detailed N/AZ 1(4)
Mixed

Euclidean assumed

Scaled but method unspecified Yes 1(4)
No 1(4)
Scaled to lieintheinterval of 0to 1 Yes 1(4)
z-scores Yes 1(4)
No 1(4)
Not detailed Yes 3(13)
No 6 (26)

Euclidean stated

Z-scores Yes 2(9)
No 1(4)
Gower?
Gower standardisation No 3(13)
Scaled but method unspecified No 1(4)
treeClust
Not detailed No 1(4)

3N/A: not applicable (irrelevant for continuous features).

bComputi ng the Gower coefficient normalizes the distance between feature samples by dividing by the feature range. Therefore, it is not necessary to
normalize continuous features prior to computing the Gower coefficient.
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Table 3. Breakdown of methods used by studies applying k-means (N=22).

Horneet al

Datatype, dissimilarity, and scaling of continuous features Categorical features encoded as binary?

Value, n (%)

Continuous

Euclidean assumed

z-scores for one feature N/A2
No details N/A
Euclidean stated
No details N/A
Mixed

Euclidean assumed

Scaled but method unspecified No
Z-Scores Yes
z-scores for one feature No
No details Yes

No

Euclidean stated
Z-Scores Yes
No details No
Unclear
Euclidean assumed
No details No
Euclidean stated

Z-scores No

1(5)
3(14)

1(5)

1(9

6 (27)

1(5)

1(5)
2(9)

1(9

1(9

3(14)

1(9

3N/A: not applicable (irrelevant for continuous features).

Table 4. Breakdown of methods used by studies applying SPSS TwoStep (N=7).

Datatype, dissimilarity, and scaling of continuous features Categorical features encoded as binary?

Value, n (%)

Continuous

Euclidean assumed

No details N/A2
Mixed
L og-likelihood assumed
Scaled to liein theinterval Oto 1 Yes
Z-scores No
No details Yes
L og-likelihood stated
Scaled but method unspecified No
No details No

1(14)

1(14)
1(14)
2(29)

1(14)
1(14)

3N/A: not applicable (irrelevant for continuous features).

Univariate Feature Transformation

features in 33% of studies. Lefaudeux et a [30] applied the
Box-Cox transformation to all features, whereas Khusial et d

A total 23 (37%) studies applied univariate feature [31] stated that datawere transformed if necessary but gave no

transformation to bring features closer to anormal distribution.  fyrther details.
The most common univariate feature transformation was
logarithmic transformation, applied to nonnormally distributed
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Feature Selection

A total of 22 (35%) studies detailed methods of feature selection
toidentify their cluster features. The number of features selected
in the 63 studies included in this review ranged from 2 to 120,
with amedian of 12 features. In addition, 47 (75%) studies had
mixed-type features, and 12 (19%) had continuous features, and
in 4 (6%) studies, the type of features was unclear. Methods for
feature selection are listed in Table 5.

A total of 13 (20%) studies used PCA or factor analysis for
feature selection. These are not typically methods that should
be used for feature selection; we defer further elaboration on
the topic for the Discussion. All but one of these studies
computed the components (or factors) that represent an
underlying latent feature structure, then selected 1 (or in some
cases multiple [32,33]) original feature corresponding to each
component (or factor) of the latent feature structure. Just et al
[34] stated that they used PCA to select features according to
statistical  significance. As PCA does not involve the

Horneet al

computation of statistical significance (P values), more detail
would be required here to fully understand the methods used
for feature selection in this paper. Pérez-L osadaet a [35] stated
PCA based on Euclidean distanceswas carried out. It isunclear
whether this was an error in reporting or whether PCA was
applied to the matrix of Euclidean distances between features
instead of the covariance matrix. To implement the latter
approach, the Euclidean distances would have to be converted
to similarities. Moreover, the authors stated that PCA was used
toidentify key clinical componentsrelevant to asthma diagnosis
and assessment. Overall, it is not clear how the authors
processed the data using PCA, and there was no justification
for using Euclidean distances in that computation. Although
the application of PCA leads to the computation of features
(principal components) that maximally explain the (remaining)
variance in the data, there is no guarantee that the resulting
principal components will be highly predictive of an outcome
(in this case, asthma diagnosis and assessment).

Table 5. Feature engineering methods used in the asthma studies included in this review.

Method

Values, n (%)

Univariate feature transfor mation
Logarithmic transformation
Box-Cox transformation
Method not explained

Feature selection

Factor analysi $

Principal component analysisb

Avoid collinearity

Avoid multicollinearity

Supervised learning methods

Multiple correspondence analysis
Feature transfor mation

Principal component analysis

Factor analysis

Multiple correspondence analysis

21(33)
1(2)
1(2)

8 (13)
5(8)
3(9)
3(9
203
12

4(6)
1(2)
1(2)

3As a percentage of all 63 studies.

P These are not typically methods of feature selection but have been used in these studies.

Three (5%) studies considered collinearity via parwise
correlations, athough the exact criteria for selection features
based on thiswere unclear [36-38]. In addition, 3 (5%) studies
avoided multicollinearity, but none detailed their methods for
doing so [39-41].

Furthermore, 2 (3%) studies selected features using statistical
hypothesis tests with respect to the outcome of interest.
Sakagami et a [42] used mean annua decline in forced
expiratory volume in 1 second as the outcome feature in a
multiple regression analysis using stepwise feature selection.
All features with coefficients statistically significantly different
to 0 in the multiple regression model were included as cluster
features. Seino et a [43] grouped participants according to
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whether or not they had symptoms of depression. Featureswere
selected for cluster analysis if the difference between the 2
groups (tested using a Wilcoxon rank-sum or chi-sgquare test
for continuous and categorical features, respectively) was
statistically significant.

Feature Transformation

A total of 6 (10%) studies performed feature transformation
before cluster analysis; the methods are summarized in Table
5. Of the 4 studies that used PCA for feature transformation, 3
used continuous input features [30,44,45], whereas the fourth
used mixed-type input features [46]. None of the studies stated
whether the covariance or correlation matrix was used as input
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for PCA. Only Newby et al [45] specified the number of
transformed features retained, and the proportion of original
variance accounted for.

Khusial et al [31] performed factor analysis on a subset of the
selected features; it is unclear whether categorical features are
included in this subset. Although the resulting factors were
scaled to z-scores, the authors did not provide further
information regarding whether the features were scaled before
factor analysis. Four factors were retained, but neither the
proportion of variance explained by these factors nor atable of
the factor loadingsis given.

Sendin-Hernandez et a [47] performed MCA to transform 5
continuous and 14 categorical features. They gavethe proportion
of variance explained by the transformed features but gave
neither the number of transformed features retained nor atable
of the feature loadings.

Cluster Analysis

Hierarchical Clustering

A total of 23 (37%) studies applied hierarchical clustering with
the Ward method [48] as the principal clustering technique. A
breakdown of the methods used by these studies is given in
Table 2. One study applied these methods to continuous data,
and the remaining 22 studies used mixed-type data. Three
studies stated that the Euclidean distance was used, 4 used
Gower coefficient (issueswith the Gower coefficient combined
with the Ward method are addressed in the Discussion section),
and 1 used tree-based dissimilarity measure [49]. For the
remaining 15 studies, we assumed that the Euclidean distance
was used. Of the 23 studies, 11 did not detail whether the
features were rescaled. Of the 17 studies using the Euclidean
distance with mixed-type features, 8 encoded categorical
features as binary features.

A total of 3 (5%) further studies (in addition to the 23 studies
introduced at the start of the paragraph) applied hierarchical
clustering to continuous data. Amoreet al [39] used the average
linkage and the Euclidean distance, whereas 2 studies used
hierarchical clustering but did not specify the linkage or
dissimilarity measure used [44,50].

k-Means

A total of 22 (35%) studies used k-means clustering as the
principal clustering technique. A breakdown of the methods
used by these 3 studies is given in Multimedia Appendix 4. A
breakdown of the methods used by these studies is given in
Table 3. Five studies applied k-means to continuous data, and
13 studies applied it to mixed-type data. In 3 studies, the cluster
featureswere not explicitly stated, and the data types therefore
were unclear. Of the 22 studies, 4 explicitly stated that the
Euclidean distance was used. As no other dissimilarity metrics
were mentioned, we assumed that the Euclidean distance was
used in the remaining 18 studies because it is often the default
option for most a gorithmic packages. Of the 22, 11 studies did
not detail whether continuous featureswere scaled before cluster
analysis. Of the 13 studies with mixed-type data, 8 encoded
categorical features as binary features.

http://medinform.jmir.org/2020/5/€16452/
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Preclustering Methods

When dealing with very large sample sizes, it can be
advantageousto introduce aprecluster step. Theaimisto group
samples and to use these groups or preclusters as input to a
follow-on clustering algorithm (ie, using 2 steps with cascaded
cluster algorithms). This step is used to reduce the computation
time required to compute the cluster results.

A total of 7 (11%) studies used the SPSS TwoStep clustering
method [51,52]. A breakdown of the preprocessing methods
and distance measures used by these studies is given in Table
4. Inthefirst (precluster) step, acluster featuretreeisidentified.
In the second step, the preclusters are merged stepwise until all
clusters are in 1 cluster using the Euclidean or log-likelihood
distance for continuous or mixed-type features, respectively.
An advantage of the log-likelihood distance measure is that it
is designed to handle mixed-type features. However, in doing
so, it assumes that continuous (categorical) features follow a
normal (multinomial) distribution within clusters.

None of the studies in this review adequately considered the
distributional assumptions made by the SPSS TwoStep method.
Ruggieri et a [53] acknowledged that the method assumes
continuous features are normally distributed, but they did not
explicitly report whether these assumptions were satisfied.
Although Newby et a [45] acknowledged that the method
assumes cluster features are statistically independent within
clusters, they only go asfar asto ensurethat their cluster features
areuncorrelated (by applying PCA), which does not necessarily
imply independence. Theremaining 5 studies that used the SPSS
TwoStep method did not reference distributional assumptions.

Two (3%) further studies preclustered samples (Just et al [34]
specified k-means, and Ye et a [54] did not specify the
precluster method) and then applied hierarchical clustering with
the Ward linkage method on the preclusters. A breakdown of
the methods used by these 2 studies is given in Multimedia
Appendix 4.

k-Medoid Methods

Three studies used k-medoid methods. A breakdown of the
methods used by these 3 studies is given in Multimedia
Appendix 4. Two used k-medoidsimplemented by the Partition
Around Medoids algorithm [55]. Lefaudeux et al [30] used the
Euclidean distance with center-scaled continuous data, and
Sekiya et al [56] used the Gower metric with mixed-type data.
Lozaet al [57] applied fuzzy partition-around-medoid clustering
with the Euclidean distance to continuous data scaled with
average absolute deviation.

Kernel k-Means and Spectral Clustering

Kernel k-means and spectral clustering are different but related
methods, which may be used to identify clusters that are not
linearly separable in the input feature space [58]. As these
methodswere used by only 1 study each (Wu et a used multiple
kernel k-means[59], and Howrylak et al used spectral clustering
[37]), we do not explorethem in detail in thisreview. However,
details of the feature scaling, encoding, and distance measures
used by these 2 studiesis given in Multimedia Appendix 4.
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Unclear Methods

Wang et al [41] described a 2-step clustering method in which
the first step was to carry out hierarchical clustering using the
Ward method, but with the log-likelihood distance in place of
the Euclidean distance. This first step was used to determine
the number of clusters, which was then used in the k-means
method in the second step. However, the authors cite the SPSS
TwoStep method [52], which is different from that described
previoudly. It wastherefore ambiguous which clustering method
was applied in this study.

Postprocessing

Choosing the Number of Clusters

A total of 54 (86%) studies explained in detail the methods used
to select the number of clusters. Of these, 20 (32%) studies used
more than one method for choosing the number of clusters. The
maximum number of methods used was 6.

A total of 27 (43%) studies used a dendrogram to choose the
number of clustersto includein their study (Table 6). Note that
18 of the 22 studies that applied k-means clustering used
hierarchical cluster as afirst step to identify the likely number
of clusters. Of these 18 studies, 11 explicitly stated that the
dendrogram was used to choose the number of clusters.

Of the 8 (13%) studies that specified a maximum number of
clusters, the maximum number ranged between 2 and 15
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clusters. Seven (11%) studies used a statistic (or multiple
statistics), including the c-index [60], Gap statistic [37],
deviation fromideal stability [30], Calinski and Harabasz index
[30], Dunn’spartition [57], cubic cluster criterion (CCC) tatistic
[28], pseudo-F statistic [28,36], and pseudo-T2 statistic [28,36].

Four studies (6%) avoided very small clusters. Approaches to
this include merging 2 clusters containing 6 and 12 samples
[61], omitting small clusters containing 1 [35] and 6 [62]
samples, and choosing the number such that no cluster contained
less than 10% of the total samples[63].

Stability
A total of 11 (17%) studies tested the stability of their cluster
solution; the methods are detailed in Table 6. Of these, 1 study

used 2 methods, and the remaining 10 each used only 1 method
to test stability.

Quality

A total of 24 (38%) studies assessed the quality of their solution
using methods beyond those assessing stability. The methods
aredetailed in Table 6. Of these, 3 used more than one method.
The maximum number of methods used in this study was 4.

Of the 30 studies that assessed the stability or quality of their
cluster analysis, 21 (70%) reported their findings. However, the
reporting of these results was in many cases brief, consisting
of statements such as “the clusters were shown to be stable”
without providing supporting evidence.
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Table 6. Postprocessing methods used in the asthma studies included in this review.

Method

Values, n (%)

Choosing the number of clusters
Dendrogram

Hierarchical clustering with Ward linkage

Specify a maximum number of cl usters?
Statistic(s)
Silhouette plot or average silhouette width

Bayesian information criterion

Specify aminimum size of smallest cl uster?
Previous studies
Unclear
Clinical interpretation
Scree plot
Stability
Repeated in random subset
L eave-one-out cross-validation
Bootstrap methods
Unclear methods
Train and test set
Quality
Repeated in selected subset
Repeated with difference methods
Repeated with different initial configurations
Repeated in separate cohort
Repeated with altered features
Repeated at different time point
Repeated with different software

27 (43)
19 (30)
8(13)
7(11)
5(8)
4(6)
4(6)
3(9)
3(5)
2(3)
12

3(9)
3(5)
3(9)
2(3)
12

8(13)
6 (10)
5(8)
4(6)
3(5)
3(5)
12

3studies may have used more than 1 method.

PThese methods were not included when calculati ng the number of methods used to choose the number of clusters.

Discussion

Principal Findings

We identified 63 studies that applied cluster anaysis to
multimodal clinical data to identify subtypes of asthma. We
explored the clustering methodologies and their limitations in
detail. The principal finding of thisreview wasthat the majority
of the reviewed studies have flaws in the application of cluster
analysis. Although some of these flaws were related to the
multimodal nature of the clinical data, they extended to aspects
of cluster analysis, which are agnostic of data type, such as
sample size, stability, and reporting of the results.

These findings build on a previous review, which identified
limitations such as lack of robustness in feature selection and
neglect to specify distance measures in studies using cluster
analysis to contribute to our understanding of the spectrum of

http://medinform.jmir.org/2020/5/€16452/

RenderX

asthma syndrome [11]. Our review investigated the methods of
feature engineering more generaly and identified not only
neglect to specify dissimilarity measures but also instances in
which the dissimilarity measure was inappropriate for the data
towhich it was applied. In addition, weidentified issuesrelated
to sample size, cluster analysis methods, choosing the number
of clusters, and testing the stability and quality of results. These
issues are discussed in the following paragraphs.

A widespread limitation in the reviewed studies was the small
sample size. Studies had overall sample sizes as small as 40
patients, with clusters as small as 6 patients. We arguethat there
islimited utility in clustering datawith such small sample sizes:
they may result in clusters that are unstable [64] and may
therefore lead to selecting fewer clustersthan are present in the
underlying population from which the data are sampled.

In the following paragraphs, we discussed the limitations of 3
of the feature selection approaches applied by the reviewed
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studies. The first approach was to avoid collinearity or
multicollinearity or excluding features that were considered to
be clinically redundant. Although one should avoid including
featuresthat are redundant (can be completely deduced from a
combination of the other cluster features), thisisrarely the case.
Therefore, removing features inevitably leads to loss of
information. We suggest that the removal of features based on
redundancy needsto be carefully considered, for example, 2 or
more features (some of which may appear univariately
redundant) may jointly contribute toward determining a cluster
(or similarly toward the estimation of a clinical outcome in a
standard supervised learning setup).

The second was the use of PCA or factor analysis to select
features, which hasasimilar motivation to the concept described
earlier for discarding statistically correlated features. There are
methodol ogical justificationsfor the use of PCA, factor analysis,
or other nonlinear embedding methodsfor feature transformation
[19]. They am to jointly combine the original features and
project them in a new feature space, which may have some
useful properties, including interpretation, determining latent
feature structure, and improving the clustering or statistical
mapping outcomes[16]. However, we suggest exercising caution
toward using these methods for feature selection as described
in some of the studies summarized in the Results section of this
review because they were fundamentally developed toward
different aims. Haldar et a used PCA for feature selection in
thefirst publication to apply cluster analysisto identify asthma
subtypes[14]. It ispossible that other studies used thisasapoint
of reference for these methods, leading to the common
application of these methods in the field of asthma subtyping.

Thethird approach to feature sel ection was the use of statistical
hypothesis tests with respect to outcomes of interest, as done
in 2 studies [42,43]. Methods in which an outcome of interest
is used to guide feature selection in cluster analysis have been
described previously [65,66]. Although these approaches may
be useful for situations in which there exists an outcome of
particular interest to the clustering problem, the user should be
aware of and acknowledge the assumptions madein the process.
In the context of the 2 reviewed studies that used this approach,
Sakagami et a did not acknowledge the linearity assumption
inlinear regression [42], whereas Seino et al’s method does not
account for potentially highly correlated features [43], aconcept
that is key in feature selection for cluster analysis.

Feature transformation was applied in only 6 studies, and the
methods were generaly poorly reported. As with cluster
analysis, feature encoding and scaling are important
considerationsin feature transformation, but none of the studies
gave adequate details in their methods. The results of feature
transformation were also poorly reported. Although the key
reason for applying feature transformation methodsisto reduce
the dimensionality of the dataset, only 2[31,45] of the 6 studies
provided details on the number of featuresretained. We suggest
that the results of PCA, factor analysis, or MCA should include
atable of component (or factor) loadings, the number of features
retained, and the proportion of variance accounted for in the
transformed features.
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Most studies explicitly stated the clustering method that they
used but were less explicit regarding the preprocessing steps
and choice of dissimilarity measure. Hastie et a [16] state,
“Specifying an appropriate dissimilarity measure is far more
important in obtaining success with clustering than choice of
clustering algorithm.”

We expand on this statement, further adding that preprocessing
steps such asfeature scaling and feature encoding are also more
important in obtaining success than the choice clustering
algorithm. Thisisin line with the conclusions of Prosperi et al,
who demonstrated that clustering using different feature sets
and encodings in asthma datasets can lead to different cluster
solutions [29]. Both preprocessing steps and dissimilarity
measures, along with their relation to clustering algorithms,
have been given poor consideration in clustering applications
in asthma, as discussed in the following 3 paragraphs.

First, the Euclidean distance was used with mixed-type datain
over half of the studies (54%). Although the Euclidean distance
is intended for use with continuous data, problems associated
with applying it to mixed-type data may be mitigated by
carefully considering feature scaling and feature encoding.
However, in our review, we found that many studies did not
specify their methods for rescaling, and many studiesincluded
ordinal and nominal categorical features but did not specify
how these would be treated when calculating the Euclidean
distances. The lack of consideration of feature scaling and
encoding in these cases may have resulted in assigning an
unintended weight structure to the cluster features.

Second, 4 studies used Gower coefficient in hierarchical
clustering with Ward linkage [36,67-69], and 1 used tree-based
distances [49,70]. These studies should be given some credit
for using dissimilarities that can handle mixed-type data.
However, the application of hierarchical clustering with Ward
linkage relies on the properties of the Euclidean distance in the
computations. These properties do not hold for Gower
coefficient, and hence, errors are perpetuated at each level of
the hierarchy. An example that demonstrates thisissueis given
in Multimedia Appendix 5.

A final point in the use of k-means and hierarchical clustering
using the Ward method with mixed cluster features is that the
theory underpinning these methods involves the calculation of
cluster means. The mean isnot an appropriate summary statistic
for categorical features, which are more typically summarized
by the mode. For this reason, we suggest that k-medoids may
be a more appropriate method for mixed-type features used in
clustering. Instead of computing each cluster's mean (as with
hierarchical clustering using Ward's method and k-means),
k-medoids compute each cluster’s medoid, defined asthe sample
in the cluster for which the average dissimilarity to al other
samplesin the cluster isminimized [55]. In addition, k-medoids
do not rely on the properties of the Euclidean distance in the
computations, thus avoiding the issue described in the previous
paragraph. Despite these advantages, only 2 studies in this
review used k-medoids [30,56].

The SPSS TwoStep method was used in 7 of the 63 studies
investigated here. We see 2 key limitations with the application
of this method across the reviewed studies. First, none of the
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studies gave adequate consideration to the distributional
assumptions made when using the log-likelihood distance, and
most did not mention the assumptionsat all. Second, thismethod
isdesigned for clustering several millions of sampleswith many
featureswithin an acceptabl e time and makes akey compromise
indoing so [52]. Thiscompromiseisthat the dataare not stored
in the main memory but are read sequentially, hence making
the solution sensitive to the ordering of the data. None of the
studies acknowledged this inherent shortcoming, nor did they
confirm that their data were in a random order. Perhaps, more
concerningly, the studies that applied these methods actually
had very small datasets (range 84-349 samples) that could easily
be stored, therefore making other standard techniques more
appropriate. In our view, this compromise was therefore
unnecessary.

Only 1 study [57] used a method that obtains a fuzzy cluster
solution (in which a patient may be assigned a membership
valueto multiple clusters), as opposed to ahard cluster solution
(in which each patient is assigned to a single cluster) [23]. A
fuzzy cluster solution can indicate where a patient membership
value is similar across multiple clusters, whereas this
informationislost (or leadsto lack of stability) inahard cluster
solution. Owing to the noisy nature of clinical data and the
clinical complexity of grouping patients into distinct groups,
we suggest that fuzzy cluster solutions may be more appropriate
than hard cluster solutionsin the review applicationsin asthma.
However, it is important to acknowledge that there are added
challenges in the interpretation and communication of fuzzy
cluster solutions and that the methods may be more
computationally intensive [71].

Selecting the number of clusters can be challenging and depends
largely on the context of the application. In the case of the
reviewed applications in asthma, the true number of clustersis
unknown, and the analyses are exploratory. Although 86% of
the review studies gave some details regarding their methods
for choosing the number of clusters (k), they were generally
poorly reported. The most popular approach was the
dendrogram, but only Labor et al [72] specified their criteria
for cutting the dendrogram. In 14 studies, the dendrogram was
the only method mentioned. We suggest that more than one
method should be used to select the number of clusters to
validate this decision.

Our review shows that studies rarely tested the stability and
quality of their results, with a particular lack of emphasis on
stability. Thisis concerning, as many studies use methods such
as k-means, which reach local minima, and apply them to small
sample sizes, thus increasing the risk of obtaining unstable
results. We argue that because of the unsupervised nature of
cluster analysis, testing the stability and quality of the results
should be a key theme and would like to urge researchers and
peer reviewersin this research field to carefully consider these
aspects. However, we do appreciate that ng the stability
and quality of a solution in the absence of ground truth is
challenging and that there are currently no well-established
frameworks for doing so [27].

Although this review focused on applications in subtyping
asthma, the identified issues have been found in studies using
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cluster analysis to subtype other diseases. For example, recent
studies in autism [ 73] and hypersomnolence [74] have applied
cluster analysis to very small samples (55 and 17 patients,
respectively). A recent study on Parkinson disease [75] stated
inthe main text that amodel-based cluster analysis method was
used, whereas the supplementary materials revealed that the
method was in fact k-means, which is not model-based. In
addition, supplementary materiaslisted 3 methodsfor choosing
the number of clusters (CCC, pseudo-F, and R-squared statistics)
but did not present the results from these 3 methods anywhere
in the main text or supplementary materials. These findings
demonstrate the widespread nature of theissuesthat thisreview
has highlighted, and that the issues are not restricted to
asthma-related studies.

For a recent example of a well-considered and well-reported
application of cluster analysis to multimodal clinical data, we
refer the reader to Pikoula et al’s study of Chronic Obstructive
Pulmonary Disease subtypes [76]. The main text and
supplementary materials provide a transparent report of the
methodology with respect to feature engineering and cluster
analysis methods. In particular, Pikoula et a performed a
rigorous assessment of the stability, reproducibility, and
sensitivity of the resulting clusters, which could be used as a
framework for future studies. The results that were key to the
study’s conclusions (eg, M CA featureloadings, silhouette plots,
results from stability, reproducibility, and sensitivity analyses)
are correctly reported in the manuscript, enabling readers to
have a thorough understanding of the study’s findings.

Limitations

The literature search presented in this study is comprehensive
but practically cannot be exhaustive. We restricted the search
to articlesthat included theterms cluster analysisor clustering*.
Althoughit isnot strictly speaking correct to do so, some studies
in the medical literature use the term classification to refer to
cluster analysis, often confusing the 2 terms and sometimes
using them almost interchangeably, for example, seethe studies
by Just et al [34] and Kim et a [46]. Widening the search to
identify studies that use the term classification would have
greatly increased the initial number of results of the PubMed
search, but we suspect that theincreasein the number of eligible
studies for cluster analysis identified would have been small.
Similarly, the terms latent class analysis and mixture model
analysis might sometimes be erroneously used to refer to cluster
analysis: we clarify that these terms were not included in our
search strategy. Asthisis not a systematic review, we feel that
our search criteriaare fully sufficient for this study’s purposes.

We did not fully explore multiple kernel k-means [77] or
spectral clustering [78] methods, each used by 1 study in this
review. As with al other cluster analysis methods mentioned
here, careful consideration must be taken when applying these
methods to mixed-type data. There are numerous other
considerations that are important to these methods, such asthe
choice of kernel function, but these are beyond the scope of this
review.
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Conclusions « The choice of dissimilarity measures and cluster analysis
methods are dependent on one another as well as on the
scaling and encoding of the data. Certain combinations of
these data anal ytics components may be incompatible and
give unreliable results.

- The stability and quality of the cluster results should be
«  Careful consideration should be given to the preprocessing thoroughly eval uated.

of multimodal clinica data and how the scaling and
encoding of features may affect their weighting in the
analysis.

This review highlights a number of issues in previous
applications of cluster analysis to multimodal clinical datain
asthma. We make the following key recommendations based
on these findings:

The abovementioned recommendations focus on the application
of cluster analysis, but we put similar emphasis on the clear
reporting of each of the abovementioned points, asthiswasalso
found to be lacking in the reviewed papers.
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Abstract

Background: Although alarm safety is a critical issue that needs to be addressed to improve patient care, hospitals have not
given serious consideration about how their staff should be using, setting, and responding to clinical alarms. Studies have indicated
that 80%-99% of alarmsin hospital unitsare false or clinically insignificant and do not represent real danger for patients, leading
caregiversto missrelevant alarmsthat might indicate significant harmful events. The lack of use of any intelligent filter to detect
recurrent, irrelevant, and/or false alarms before alerting health providers can culminate in acomplex and overwhelming scenario
of sensory overload for the medical team, known as alarm fatigue.

Objective: Thispaper’smain goal isto propose asolution to mitigate alarm fatigue by using an automatic reasoning mechanism
to decide how to calculate false alarm probability (FAP) for alarms and whether to include an indication of the FAP (ie,
FAP_LABEL) with a notification to be visualized by health care team members designed to help them prioritize which alerts
they should respond to next.

Methods: We present a new approach to cope with the alarm fatigue problem that uses an automatic reasoner to decide how
to notify caregivers with an indication of FAP. Our reasoning algorithm calculates FAP for alerts triggered by sensors and
multiparametric monitors based on statistical analysis of false alarm indicators (FAIS) in asimulated environment of an intensive
care unit (ICU), where alarge number of warnings can lead to alarm fatigue.

Results: Themain contributions described are asfollows: (1) alist of FAlswe defined that can be utilized and possibly extended
by other researchers, (2) a novel approach to assess the probability of afalse alarm using statistical analysis of multiple inputs
representing alarm-context information, and (3) areasoning algorithm that uses alarm-context information to detect false alarms
in order to decide whether to notify caregivers with an indication of FAP (ie, FAP_LABEL) to avoid alarm fatigue.

Conclusions: Experiments were conducted to demonstrate that by providing an intelligent notification system, we could decide
how to identify false alarms by analyzing alarm-context information. The reasoner entity we described in this paper was able to
attribute FAP values to alarms based on FAIs and to notify caregivers with a FAP_LABEL indication without compromising
patient safety.

(IMIR Med Inform 2020;8(5):e15407) doi:10.2196/15407
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Introduction

Overview

In our previous work [1], we developed a software framework
for remote patient monitoring with notification capabilitiesthat
were handled by the use of software agents. In the systems built
through our framework, the anomaly detection process worked
by triggering an aarm every time an anomaly occurred,
independent of the circumstances[2,3].

However, these derts are often fal se larmsthat do not represent
real danger for patients. In this case, the lack of use of any
intelligent filter to detect an indication of false aarms before
alerting health providers can culminatein acontext of a sensory
overload for the medical team. This context can result in alarm
fatigue and compromise health providers attention, leading
them to miss relevant alarms that might announce significant
harmful events.

As a strategy to mitigate the alarm fatigue issue, we present a
new approach to monitor patients by using an intelligent
notification process supported by areasoning mechanism. This
mechani sm associates afalse alarm probability (FAP) to alarms
based on their real-time context information, including (1)
information about a patient’s circumstances, such as his or her
repositioning in bed, and localization, which is tracked in real
time using wearable devices with GPS, and (2) information
about sensors, including battery charge life, the last time the
patient’s skin was prepared to receive electrodes, and the last
time electrodes were changed, among others.

After receiving this context information asinput, the reasoner’s
work begins by analyzing each alarm and calculating the FAP
associated with it according to the false alarm indicators (FAIs)
we defined, based on our literature review. Thus, the reasoner
uses the FAP calculated for each alarm to decide whether to
include an indication of false aam probability (ie,
FAP_LABEL) with a notification that can be visualized by
caregivers.

This paper’'smain goa isto propose asolution to mitigate alarm
fatigue by using an automatic reasoning mechanism to assist
caregiversin their decision-making process of choosing which
alarms they should respond to next. Our specific goal is to
attribute an FAP to each alert based on the context in which it
has been generated, such asapatient’s condition and information
about monitoring devices and sensors. We aim to determine the
probability of an aarm being a false alarm in order to decide
whether to includethisinformation (ie, FAP_LABEL) with the
notifications sent to caregivers.

We addressed the following research questions. (1) How can
an automatic reasoning system calculate an indication of FAP
for an alarm generated by sensors and monitoring devices? (2)
How can we decide whether to add an FAP_LABEL to a
notification that could be visualized by the health care team?

We defined the following hypotheses for our case study:

1. Hypothesis 1 (H1): Our reasoning algorithm should
associate an FAP vaueto every alarm generated by sensors
and monitoring devicesin our experiments.

http://medinform.jmir.org/2020/5/€15407/
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2. Hypothesis2 (H2): Our reasoning algorithm should add an
indication of an FAPto each alarm, upon which the reasoner
should decide whether or not to notify caregivers with an
indication of FAP (ie, FAP_LABEL).

3. Hypothesis 3 (H3): Patient safety should not be
compromised if and when the reasoning algorithm decides
to add an FAP_LABEL to the natification.

The main contributions of thiswork are as follows:

1 A list of the FAls we defined that can be utilized and
possibly extended by other researchers.

2. A novel approach to assess the probability of afalse alarm
using statistical analysis of multiple inputs representing
alarm-context information.

3. A reasoning agorithm that uses alarm-context information
to detect false alarms in order to decide whether to notify
caregivers with an indication of FAP (ie, FAP_LABEL) to
avoid alarm fatigue.

Background and Related Work

Alarms and the | mpact of Alarm Safety in Patient Care

Alarmsare utilized to improve patient safety and quality of care
by detecting changes early and requiring appropriate action.
However, the medical literature contains many studies showing
that up to 90% of all alarmsin critical-care monitoring are false
positives. The vast mgjority of al threshold alarms in the
intensive care unit (ICU) do not have areal clinical impact on
the care of the criticaly ill [4].

Many studies have recorded the number of aertsbeing triggered
nowadays in |CUs during a period of time in order to analyze
the impact of alarm safety in patient care as a consequence of
the excessive volume of alarms. For instance, Kierra reported
that during a 12-day analysis of the alarm system at The Johns
Hopkins Hospital in Baltimore, USA, there was an average of
350 alerts per bed per day and that in one |CU, the average was
771 aderts per bed per day [5].

Lawless analyzed alarm soundings that occurred in an ICU
during a 7-day period, recorded by ICU staff [6]. In his
experiments, he categorized alarms into three types. false,
significant (ie, resulted in change in therapy), or induced (ie,
by staff manipulations; not significant). He showed that out of
2176 total alarm soundings, 1481 (68.06%) were false, 119
(5.47%) were significant, and 576 (26.47%) were induced. His
results showed that over 94% of alarm soundingsin apediatric
ICU may not be clinically important. Based on hisfindings, the
author concluded that current monitoring systems are poor
predictors of untoward events.

In addition to the excessive number of alarmsin ICUs, another
alarm-related problem, as presented by Sendelbach, isthe high
number of different aarm signals that was reducing the
effectiveness of the alarms, creating confusion for staff, and
wasthus detrimental to patient care[7]. In 1983, upto six darms
could be associated with each patient in an ICU. By 1994, up
to 33 different larmswereidentified, and by 2011, this number
increased to over 40 different larm signalsinan ICU [7]. There
have been asmany as 120 separate alarm devicesin an operating
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room (OR) that are stand-alone, uncorrelated, and unprioritized
[7].

The main problem of having so many different devices
triggering alarms is that it is not feasible for nurses to identify
all of them, which meansthat thisincrease has occurred despite
staff having difficulty in learning all available alarm signalsin
their work environment. Staff from an OR were only able to
identify between 10 and 15 out of the 26 alarmstriggered in the
room, and | CU nurses could only identify between 9 and 14 out
of 23 aarms found in the ICU, which contributes to the alarm
overload problem [7].

Kerr and Hayes [8] recognized that the excessive number and
many diverse types of alarms were resulting in adverse
consequences to patient care, including the following: (1) the
reduction of the effectiveness of alarms, (2) creation of
confusion and distraction for caregivers, who were having
difficultiesin responding to alarms, and (3) the deterioration of
patient care, putting patients in a more unsafe environment.

Lastly, athird alarm-related problem we are focusing onin this
paper is the excessive number of false alarms. Studies have
indicated that false and/or clinically insignificant alarms range
from 80% to 99% [9]. False alarms are frequently triggered by
erroneous or absent patient data. These types of alarms can be
caused by events such as patient movement or repositioning in
bed and by poor placement of sensors, such as an external fetal
heart rate monitor or pulse oximeter [10].

Along with the already-mentioned alarm-related problems that
can affect patient care, there is more information in 1CUs that
is considered critical for the health care team, such as (1) the
perceived alarm urgency, and (2) the perceived true alarm rate
of the alarm system [10]. Tanner showed that perceived alarm
urgency contributes to the nurses’ alarm response; however,
nurses also use additional strategies to determine response,
including the criticality of the patient, signal duration,
uncommonness of the alarming device, and workload [10].

Table 1. Summary of alarm-related issues.

Fernandes et d

Regarding the perceived true alarm rate of the alarm system,
an important finding by Tanner is the link between the impact
of the perceived true alarm rate of the alarm system by
caregivers and itsinfluence on patient care. The author showed
that the nurses' responses to alarms follow the perceived true
alarm rate of the alarm system. According to the author, if the
trueaarmrateis perceived to be 10% reliable, then the response
rate will be about 10% [10].

Although alarm safety is a critical issue that needs to be
addressed to improve patient care, hospitals have not given
serious consideration to how their staff should be using, setting,
and responding to clinical alarms, according to the Emergency
Care Research Ingtitute (ECRI) [11]. Currently, this complex
and overwhelming scenario is till a problem that culminated
in an unsolved health problem known as alarm fatigue, which
we next describe.

Alarm Fatigue

By definition, alarm fatigue consists of the lack of response
due to excessive numbers of alarms in hospital environments,
especidly in ICUs, resulting in sensory overload and
desensitization [9]. Thisissue has the potential to compromise
patient safety [12], since frequent alarms are distracting and
interfere with a clinician’s performance of critica tasks.
Excessive false positive alarms may lead to apathy, resulting
inalower likelihood that real events may be acted on. For their
part, insignificant alarms may result in distraction and could
lead to the disabling of alarm systems by staff [9].

To illustrate this scenario, studies have indicated that false
and/or clinically insignificant alarms range from 80% to 99%
[9]. The presence of medical devices generate enough false
alarms to cause a reduction in responses, leading to a scenario
in which caregivers disable, silence, and/or ignore the alarms
[12] or are slow to respond [8,9].

In Table 1, we summarized the informati on we presented about
alarm-related issues as well as their causes, consequences to
the staff, consequences to patients care, and avoidance
strategies[9].

Alarm-related issue  Causes Consequencestothestaff Consequencesto patient care  Avoidance strategies
Excessivefalseposi- Canbeattributedtopa-  Apathy and desensitiza=  Reduction in responding Suspension of alarms for a short period
tive alarms tient manipulation (ie, tion Lack of caregiver response prior to patient manipulation

motion artifact i it i

! ifact) Mistrust Real events being less|ikely to Statistical methods should be swt_a'bleto
be acted on decrease the number of false positive
aarms

Frequent insignifi-  Useof thedefaultalarm  Distraction Disruption of patient care Eliminating nonessential alarms
cantorirrelevant  settings Reduction in trust Disabling of alarm systemsby ~ Adjusting alarm parameters on monitors

alarms Poor staff education on

aarm management

staff to suit patients' conditions

Staff education on alarm management

Statistical and Artificial I ntelligence-Related Approaches

According to Imhoff et al, the quality of medical device alarms
is unsatisfactory, affecting quality of care and patient safety.
Since the low quality of alarm-generating algorithms is one of

http://medinform.jmir.org/2020/5/€15407/

the main causes of this problem, major improvementsin alarm
algorithms are urgently needed [4].

To achievethisgoal, avariety of alarm-suppression algorithms
have been devel oped and successfully applied in the laboratory
and the clinical environment to avoid alarm fatigue, such as
relevance vector machinelearning, statistical metrics, time series
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analysis, spectral regression, feature selection, and other
classifiers[13]. Imhoff et al showed different methods that have
been proposed for use in the alarm systems of medical devices,
including statistical approaches, such as improved data
preprocessing, robust signal extraction, segmentation, median
filter, statistical process control, and time series analysis for
pattern detection, among others. Artificia intelligence (Al)
methods have also been investigated and include approaches
based on machine learning, neural networks, random forests,
fuzzy logic, and Bayesian networks [4].

Another strategy to avoid alarm fatigue is to use notification
delays that are performed through the use of a middleware
between the alarming medical device and theclinicians receiver
device, such asamobile phone or atablet. Several studiesfound
that introducing alarm delays before notifying caregivers could
decrease false alarms by 25%-67% [13]. Regarding the
reduction of the total alarms, considering the effects of these
interventions, alarm quantities decreased between 18.5% and
asmuch as 89%, according to Winterset al. Fernandeset al also
present a reasoning algorithm that works through the use of a
notification delay strategy to mitigate alarm fatigue [14]. Other
examples of promising proposed approaches are the application
of contextuality and the integration of alarms to create smart
alarms with improved data presentation through human factors
engineering [13].

According to Imhoff et al, one of the main areasin which alarms
can be improved is alarm validation (ie, determining whether
the adarm is actualy valid) [4]. In this work, our main
contribution is to this area. Our methodological approach to
deal with alarm validation involves trying to fill the gap of
having feasible solutions for mitigating the alarm fatigue
problem by focusing on theissue of false positive alarms, which
is known to be a serious problem that still remains unsolved.

http://medinform.jmir.org/2020/5/€15407/
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Methods

Overview

With regard to methodology, we present a new approach to
mitigate the alarm fatigue issue. We developed an application
that attributes an FAP to alarms based on FAIsthat we defined.
Our reasoning agorithm uses the calculated FAP to decide
whether to include an indication of FAP with anatification (ie,
FAP_LABEL) before sending it to caregivers, in order to assist
them in the complex task of choosing the next alarmsto which
they should respond.

Reasoning M odel for Deciding Whether to Includean
FAP Label With a Notification

In our system, a notification isatype of message that is sent to
caregivers and contains information about a detected alarm or
a group of alarms. An FAP is associated with an individual
alarm; we cal cul ate the FAP according to the FAls we describe
next, whilean FAP_LABEL, on the other hand, correspondsto
the probability of a notification containing afalse alarm.

We calculate the FAP of every alarm triggered by our system.
However, the reasoning algorithm decides whether to include
the indication of the FAP with a notification—as the
FAP_LABEL—based on the FAls. The FAP_LABEL is the
piece of information that can be visualized by caregivers. The
inputs for our algorithm are a notification and its context
information, including information about the patient’s conditions
and sensors. After receiving these inputs, the reasoner starts
working by analyzing the notification content and calculating
the FAP_L ABEL associated with it.

The processes to calculate the FAP and the FAP_LABEL are
described below. Figure 1 presents a state machine diagram of
the FAP reasoning process considering each alarm individually,
aswell asthereasoning modelling processthat decideswhether
to notify caregivers through an FAP_LABEL indication.
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Figure 1. State machine diagram showing how we calculate the false alarm probability (FAP) associated with an alarm. FAI: false alarm indicator.
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problems, such as lack of a battery in the monitoring devices

(8].

To caculate the FAP associated with each alarm, we defined

four indicators of false darms based on the information we
gathered in our literature review. According to Kerr and Hayes,
the main events that cause false alarms are patient movement
or repositioning in bed and poor placement of sensors. Another
common issue that triggers alarms is related to technical
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The four FAls defined in this case study represent information
about (1) the duration of a sensor battery and the last time it
was changed, (2) the last time the patient’s skin was prepared
to receive electrodes and the last time they were changed, (3)
the patient’s mobility, and (4) the patient’s position in bed. To
calculatethe FAI percentagein our experiments, we considered
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each indicator to have the same weight. The FAIs are listed
below:

1 FAILl: Sensor battery FAI (SENSOR_BATTERY_FAI).
This is an indication of the FAP associated with the
battery-charge level of the sensors attached to the patient.

2. FAl2: Placement of sensor FAI
(PLACEMENT_OF_SENSOR_FAI). FAI2 is related to
the placement of a sensor (ie, whether a sensor is properly
in touch with the patient’s skin).

3. FAI3: Patient mobility FAl (PATIENT_MOBILITY _FALI).
Thisindicator is related to patient mobility, which means
that it can evaluate the probability that the alarm has been
triggered due to his or her movement from the bed to other
places.

Table 2. Inputsfor our reasoning algorithm.

Fernandes et d

4 FAIl4: Patient repositioning FAI
(PATIENT_REPOSITIONING_FAI). This indicator can
be used to calculate the FAP related to patient repositioning
(ie, whether the alarm has been sent simply because the
patient may have changed his or her position in bed).

Inputsfor Our Reasoning Algorithm Regarding
Whether to Add an FAP_LABEL

Asshownin Table 2, we defined eight inputs for our algorithm.
There are four types of information that need to be manually
inserted into our system by caregivers (Inputs 1-4), two types
of data automatically collected via sensors (Inputs 5 and 7),
and, finally, two inputs (Inputs 6 and 8) that are retrieved from
the database by the system as historical patient data. Every input
mentioned aboveisrelated to one of the four FAIs, as described
below.

Input  Input name FAI?theinput is used to calculate

Description Type of related monitoring

device

1 LEVEL_OF_BATTERY FAIl

(SENSOR_ BATTERY_FAI)

2 LAST_TIME_BATTERY_
CHANGED

FAIL
(SENSOR_BATTERY_FAI)

Level of battery for each monitoring
device, including multiparametric
monitors

Monitoring devices that
use batteries

Last time the device's battery was Monitoring devices that

3 LAST _TIME_SKIN_
PREPARATION

4 LAST_TIME_ELEC-
TRODES CHANGED

5 CURRENT_ PATIENT_LO-
CALIZATION

6  LOG_LAST_ PATIENT LO-
CALIZATION

7 CURRENT_PATIENT POSI-
TION_IN_BED

8 LOG_LAST_PATIENT POSI-
TIONS_IN_BED

FAI2
(PLACEMENT_OF SENSOR_FAI)
FAI2

(PLACEMENT_OF SENSOR_FAI)
FAI3

(PATIENT_MOBILITY_FAI)

FAI3

(PATIENT_MOBILITY_FAl)

FAl4
(PATIENT_REPOSITIONING_FAI)
FAl4
(PATIENT_REPOSITIONING_FAI)

changed use batteries

Last time skin preparation occurred  Sensorsthat use el ectrodes

Last time electrodeswerechanged ~ Sensorsthat use electrodes

The current patient’s localization Sensors used to track pa-
tient localization

A log of thepatient’slast localization Sensors used to track pa-
tient localization

The current position a patient occu-  Sensors used to track pa-

piesin abed

The last positions a patient has occu-
piedinabed

tient position in bed

Sensors used to track pa-
tient position in bed

3FAI: false alarm indicator.

Output of Our Reasoning Algorithm

Thereisone output of our algorithm—Output1: The probability
that an darmisfase (ie, the FAP).

Application’sDetails: Technologies Utilized, Scenario,
and Settings

To test our reasoning algorithm, we developed a system
comprising an application (ie, the Producer App) that sends
alarms to a broker who routes them to consumer applications
that receive these alarms on behaf of the health careteam. The
system was devel oped in the Javalanguage using the RabbitM Q

http://medinform.jmir.org/2020/5/€15407/

message broker (Pivotal) [15]. The reason we decided to use
RabbitMQ to handle the features related to data safety and
scalability is to alow us to focus mainly on our functional
requirements, since we are dealing with ahigh volume of alarms
in our system.

Application Scenario

The application scenario consisted of a group of four patients
being monitored in an 1CU with sensors and monitoring devices,
such as multiparametric monitors (see Figure 2), wearable
devices, and external sensors that can be utilized with
microcontrollers (see Figure 3).
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Figure 2. The Philips Efficia CM100 monitor.
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PHILIPS

Efficia CMIO0

Figure 3. Arduino UNO microcontroller.

Monitoring Devices Used to Collect Biometric Patient
Data

Philips Efficia CM 100 Monitor

The Philips Efficia CM 100 monitor [16] is commonly utilized
to collect vital signs, such as electrocardiogram (ECG),
breathing, temperature, noninvasive blood pressure (NIBP),
oximetry (ie, peripheral oxygen saturation [SpO,]), capnography
(ie, end-tidal carbon dioxide [EtCO,]), and invasive blood
pressure (IBP).

Figure 4. eHealth Sensor Platform Complete Kit.
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eHealth Sensor Platform Kit

The electronic health (eHealth) Sensor Platform Compl ete Kit,
version 2.0 (Cooking Hacks) [17] (see Figure 4), contains an
eHealth Sensor Shield (Cooking Hacks;, see Figure 5) compatible
with the Arduino UNO (see Figure 3) [18] and Raspberry Pi
(Raspberry Pi Foundation) [19] microcontrollers. It also contains
10 sensorsto collect biometric data (see Figure 4): pulse, oxygen
in blood, airflow (ie, breathing), body temperature, ECG,
glucometer, galvanic skin response, blood pressure, patient
position (ie, accelerometer), and muscle (ie, el ectromyography
[EMQ@)).
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Figure5. eHealth Sensor Shield.
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Application Settings

I'n our simulated environment, patients were monitored through
the use of two sensors: heart rate and temperature. The sensor
readings were generated by a vital signs simulator that we
devel oped. Regarding the sensor data simulated for each sensor,
the temperature readings were generated randomly by the

simulator within the 35.0°C-42.0°C range and the heart rate
readings were randomly selected from the 40-188
beats-per-minute range. To define when a given temperature
and heart rate reading represented an anomalous value that
should trigger an aarm, we defined the thresholds shown in
Table 3 for each patient.

Table 3. Defining the anomaly thresholds of temperature and heart rate sensors for each patient.

Patient ID Minimum temperature, °C Maximum temperature, °C Minimum heart rate, BPM?2 Maximum heart rate, BPM
1 355 39.0 60 100

2 35.0 385 55 95

3 355 395 60 100

4 355 385 50 100

3BPM: beats per minute.

In our experiments, we set the FAP_NOT_MIN at 75% (ie, the
minimum value used as a reference to decide whether to add
the FAP_LABEL to the notification). This means that every
time the calculated FAP for an alarm was higher than or equal
to 75%, our reasoner added the FAP_L ABEL to the notification.
Otherwise, we set the FAP_LABEL in our dataset to
UNDEFINED, meaning that it was not included in the
notification as an additional piece of information for caregivers
(see Tables 4 and 5). We chose to use this strategy because we
believe that only if this value is significant will it be useful to
send the false alarm indication to the caregivers. Since we are
working with an experimental version of our system, the choice
of 75% for the FAP_NOT_MIN was selected arbitrarily.
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However, it is important to say that the medical staff can
configure this value according to their preferences.

Results

In Tables 4 and 5 we present the results from our experiments.
We illustrate a part of the output of our reasoning algorithm
showing thefirst 10 notificationsrelated to the temperature and
heart rate vital signs, respectively. As one can see, FAP values
were attributed to the alarms, and the FAP_L ABEL swere added
to natifications by the reasoner. Thefirst four columns represent
the Notification ID (NID), Ward ID (WID), Petient ID (PID),
and Alarm ID (AID), respectively.

JMIR Med Inform 2020 | val. 8 | iss. 5 |€15407 | p.55
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Fernandes et al

Table 4. Results of our experiments for notifications related to temperature alarms.

NID®2 WID® pID¢ AIDY Sensorvalue °C - Alarmtimestamp, dateand papeo,  Notificationtimestamp, dateand FAP_LABEL, %

time time
1 1 1 1 35.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:06.291 21:51:06.334
2 1 4 2 42.0 2019-07-02 25.0 2019-07-02 UNDEFINED
21:51:08.328 21:51:08.328
3 1 3 4 41.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:12.457 21:51:12.457
4 1 2 9 41.0 2019-07-02 75.0 2019-07-02 75.0
21:51:43.223 21:51:43.223
5 1 1 12 42.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:52:03.697 21:56:06.334
5 1 1 15 42.0 2019-07-02 100.0 2019-07-02 100.0
21:52:20.053 21:56:06.334
5 1 1 16 41.0 2019-07-02 75.0 2019-07-02 75.0
21:52:24.135 21:56:06.334
5 1 1 17 35.0 2019-07-02 25.0 2019-07-02 UNDEFINED
21:52:32.309 21:56:06.334
5 1 1 18 42.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:52:42.594 21:56:06.334
5 1 1 20 41.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:52:50.774 21:56:06.334
3NID: Notification ID.
BWID: Ward ID.
°PID: Patient ID.
dAID: Alarm ID.
EFAP: false alarm probability.
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Table 5. Results of our experiments for notifications related to heart rate vital signs.

NID2 wiD® PIDS AIDY  Sensor value, BPM® Alarm timestamp, date and FAPf,% Notification timestamp, date FAP_LABEL, %
time and time

1 1 2 1 108.0 2019-07-02 75.0 2019-07-02 75.0
21:51:09.375 21:51:09.39

2 1 1 2 145.0 2019-07-02 25.0 2019-07-02 UNDEFINED
21:51:11.432 21:51:11.432

3 1 4 6 123.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:21.721 21:51:21.722

4 1 3 8 116.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:25.827 21:51:25.827

5 1 2 3 156.0 2019-07-02 0.0 2019-07-02 UNDEFINED
21:51:15.539 21:56:09.397

5 1 2 5 159.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:19.667 21:56:09.397

5 1 2 7 44.0 2019-07-02 75.0 2019-07-02 75.0
21:51:23.776 21:56:09.397

5 1 2 9 164.0 2019-07-02 50.0 2019-07-02 UNDEFINED
21:51:27.874 21:56:09.397

5 1 2 16 184.0 2019-07-02 25.0 2019-07-02 UNDEFINED
21:51:44.254 21:56:09.397

5 1 2 23 51.0 2019-07-02 0.0 2019-07-02 UNDEFINED
21:52:00.641 21:56:09.397

3NID: Notification ID.
BWID: Ward ID.

°PID: Patient ID.

4AID: Alarm ID.

€BPM: beats per minute.
'FAP: false dlarm probability.

Discussion

Alarm safety is a complex problem to solve, influenced by a
number of factors that extrapolate technology challenges and
limitations, such as human influences, difficult patient
conditions, a wide variety of environmental conditions, and
even staffing cultures [12]. Alarm hazards are till a big
challenge for members of the health care teams in ICUs. As
practice settings continue to become more technology driven,
effective interventions for alarm hazards in ICU settings are
crucial. Feasible strategies should be provided in order to allow
nurses to respond to the call to ensure patient safety in an
increasingly complex care environment [10].

Inthiswork, wetried tofill the gap of having feasible solutions
to mitigate the alarm fatigue problem by focusing on the issue
of false positive alarms, known to be a serious problem that yet
remains unsolved. This paper presented a reasoning algorithm
to detect false alarms based on alarm-context information
provided automatically by the use of sensors and wearable
devices and manually by the inputs of caregivers.

In our experiments, we created a database of simulated
adlarm-context information to establish a basis for the

http://medinform.jmir.org/2020/5/€15407/

development of our algorithm in order to confirm H1 and H2
in experimental settings. As we can see in the FAP column of
Tables 4 and 5, every alarm generated by the sensors and
monitoring devices in our experiments had an FAP value
associated with it by our reasoning algorithm. Our algorithm
also added an indication of an FAP (ie, FAP_LABEL) to the
notifications sent to caregivers. This information is available
in the FAP_LABEL column of our dataset (see Tables 4 and
5).

Regarding H3, which declares that patient safety will not be
compromised if and when the reasoning algorithm decides to
add an FAP_LABEL to the notification, we can assume that is
confirmed, since our algorithm does not stop an alarm from
being triggered even when the calculated FAP is considered
very high. We can see an example of this information in the
sixthrow of Table4, wheretheaarm (ie, AID=15) still triggered
anotification (ie, NID=5), even though it had a calculated FAP
of 100%.

As future work, we are planning to evolve our solution to
support an optimized version of our reasoning algorithm that
calculates the optimal FAP_NOT_MIN based on the real-time
volume of alarms being triggered in an ICU.
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Another plan for future work is to develop a machine information history, such as patients' conditions, sensors, and
learning—based agorithm capable of predicting both the FAP  alarms.
and FAP_LABEL based on a dataset that contains the ICU
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Abstract

Background: Techniquesutilizing artificia intelligence (Al) arerapidly growing in medical research and development, especially
in the operating room. However, the application of Al in the operating room has been limited to small tasks or software, such as
clinical decision systems. It still largely depends on human resources and technology involving the surgeons' hands. Therefore,
we conceptualized Al-based solo surgery (A1SS) defined as laparoscopic surgery conducted by only one surgeon with support
from an Al-based surgical assistant system, and we performed an electronic survey on the clinical desire for such a system.

Objective: This study aimed to evaluate the experiences of surgeons who have performed laparoscopic surgery, the limitations
of conventional laparoscopic surgical systems, and the desire for an Al-based surgical assistant system for AISS.

Methods: We performed an online survey for gynecologists, urologists, and general surgeons from June to August 2017. The
guestionnaire consisted of six items about experience, two about limitations, and five about the clinical desire for an Al-based
surgical assistant system for AISS.

Results: A total of 508 surgeons who have performed laparoscopic surgery responded to the survey. Most of the surgeons
needed two or more assi stants during |aparoscopic surgery, and the rate was higher among gynecologists (251/278, 90.3%) than
among general surgeons (123/173, 71.1%) and urologists (35/57, 61.4%). The majority of responders answered that the skillfulness
of surgical assistantswas “very important” or “important.” The most uncomfortable aspect of laparoscopic surgery was unskilled
movement of the camera (431/508, 84.8%) and instruments (303/508, 59.6%). About 40% (199/508, 39.1%) of responders
answered that the Al-based surgical assistant system could substitute 41%-60% of the current workforce, and 83.3% (423/508)
showed willingness to buy the system. Furthermore, the most reasonable price was US $30,000-50,000.

Conclusions:  Surgeons who perform laparoscopic surgery may feel discomfort with the conventional |aparoscopic surgical
system in terms of assistant skillfulness, and they may think that the skillfulness of surgical assistantsis essential. They desireto
alleviate present inconveniences with the conventional laparoscopic surgical system and to perform a safe and comfortable
operation by using an Al-based surgical assistant system for AISS.

(JMIR Med Inform 2020;8(5):€17647) doi:10.2196/17647

KEYWORDS
artificial intelligence; solo surgery; laparoscopic surgery
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Introduction

Artificial intelligence (Al) has been rapidly developing in recent
years, and relevant research is being actively conducted in the
health carefield through deep learning and big data technology
[1]. Al applied in the medical area can be divided into the
following two categories: virtual and physical Al. Virtual Al
includesthe programsthat can help clinical diagnosis, whereas
physical Al involves smart operating rooms, nanorobots, and
patient-assistance systems [2]. In particular, physical Al inthe
operating room can assist the operator or replace the assistant
during surgery [2,3]. For instance, the da Vinci surgical system,
which is the first computer-based robotic surgical system
approved by the US Food and Drug Administration in 2000,
has been widely used for minimally invasive surgery, including
laparoscopic surgery. The demand for the robotic surgical
systemisrapidly increasing in the surgical areas of gynecology,
general surgery, and urology [4]. This increase in demand is
due to reduced surgeon fatigue and improved surgical access
through ergonomic instruments and three-dimensional imaging
[4,5].

However, the current robotic surgical system still depends on
coordination of the human eye and hand, which is insufficient
in terms of autonomy or interaction [6,7]. In particular, the
injection of carbon dioxide and insertion of trocars into the
peritoneal cavity are still performed by surgeons without the
aid of arobotic surgical system, and the laparoscopic camera
and instruments are adj usted manually to thetarget by surgeons.
Thus, an automated robotic surgical system that is better than
the current master-slave approach may be expected to reduce
human error and thereby improve the quality of surgery. Up to
now, relevant studies have mainly focused on the development
of robots capable of performing short surgical tasks, such as
knot tie and needleinsertion [8,9], and the application of voice
interaction technology during surgery may be one of the crucial
elements that should be developed in an Al-based surgical
assistant system [10-12].

Nevertheless, high medical cost may be one of the barriers to
the adoption of an Al-based surgical assistant system [13], and
it is not yet know how this system will improve the quality of
surgery or reduce human resources effectively. Therefore, we
conceptualized Al-based solo surgery (AISS) that was defined
as laparoscopic surgery conducted by only one surgeon with
support from an Al-based surgical assistant system and

http://medinform.jmir.org/2020/5/€17647/
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considered the clinical desirefor AISS viaan electronic survey
(e-survey).

An e-survey has been a common method of research in human
and social sciences sincethe 1990s. In the case of research using
a web-based questionnaire, it is possible to attach pictures or
materials in order to avoid response omission as much as
possible and avoid inconsistent or out-of-frame results. Besides,
data can be effectively organized and archived without paper
resources, and distribution via email can be quickly done
through a URL [14]. Moreover, by distributing the web
guestionnaire via email, it is possible to limit the target
respondents to people belonging to a specific community so
that the questionnaire survey is conducted for experts in the
relevant field.

Therefore, we performed an e-survey to investigate the clinical
desire for an Al-based surgical assistant system for AISS as
compared with the current laparoscopic surgical system and to
determine the reasonable cost of such an Al-based surgical
assistant system for AISS.

Methods

Survey

We surveyed gynecologists from the Korean Society of
Obstetrics and Gynecol ogy, urologists from the Korean Urologic
Association, and genera surgeons from the Korean Surgical
Society between June and August 2017 through nownsurvey
(ELIMNET Co, Ltd) [15], a commercialy available e-survey
platform. In this survey, the Al-based surgical assistant system
for AISSwas considered to have the following functions: camera
automatic recognition and operation function through voice
commands; action as an assistant by manipulating surgical
instruments through automatic screen recognition and voice
commands; and smart storage for recognizing, indexing, and
storing surgical procedures while recording specific events.
Therewereatotal of 13 questionsthat included six items about
the responder’'s experience, two about limitations of the
conventional laparoscopic surgical system, and five about the
clinical desire for an Al-based surgical assistant system for
AISS (Table 1). We estimated that 5000 gynecologists, 7000
general surgeons, and 2500 urologists would participate in the
survey. This study was approved by the Institutional Review
Board of Seoul National University Hospital (approval no:
1910-131-1072).
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Table 1. Questionnaire details.

Variableand questionnumber  Question

Experience
1 What type of hospital do you work at?
2 What department do you work in?
3 How many patients do you perform laparoscopic surgery in monthly?
4 How many assistants do you need during laparoscopic surgery?
5 What kinds of assistants do you want during laparoscopic surgery?
6 How important is the skillfulness of your assistant for successful |aparoscopic surgery?

Limitation
7 What are your discomforts during laparoscopic surgery owing to inexperienced camera assistants? (multiple choice)
8 What are your discomforts during laparoscopic surgery owing to inexperienced laparoscopic instrument assistants?

(multiple choice)

Desire
9 What functions do you expect to be included in the Al%based surgical assistant system for AISSP? (multiple choice)
10 What percentage of your assistant’s function will the Al-based surgical assistant system for AISS replace?
11 Would you want to buy the Al-based surgical assistant system for AISSif it thrives?
12 Why would you want to buy the Al-based surgical assistant system for AISS? (multiple choice)
13 How much would you like to pay for the Al-based surgical assistant system for AISS?

8Al: artificial intelligence.
BAISS: artificial intelligence—based solo surgery.

Data Analysis

We analyzed each question by using descriptive statistics.
Additionally, we analyzed all the respondents, and the response
rate was 3.5%. Each item in the questionnaire was stratified
according to the surgeons' fields as follows. gynecologists,
urologists, and general surgeons. Categorical variables were
analyzed with the chi-square test or Fisher exact test using the
statistical software SPSS 20.0 (IBM Corp, Armonk, New York,
USA). A P value <.05 was considered statistically significant.

Results

Experience

Table 2 shows the demographic data of the responders. A total
of 508 people responded to the questionnaire, and there were
278 gynecologists, 173 general surgeons, and 57 urologists.
Among the three surgeon fields, most of the urologists (49/57,
86.0%) worked at auniversity hospital, whereasrelatively many
gynecologists (67/278, 24.1%) worked as general practitioners.
Moreover, most of the urologists (43/57, 75.4%) performed
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laparoscopic surgery in less than 10 cases per month, whereas
relatively many general surgeons performed laparoscopic
surgery in 31 or more cases per month (40/173, 23.1%). Interms
of the number of assistants during laparoscopic surgery, 38.6%
(22/57) of urologists required one or less assistant, whereas
90.3% (251/278) of gynecologists required two or more
assistants.

In terms of the preferred assistant during laparoscopic surgery,
most of the urologists (33/57, 57.9%) preferred fellows, whereas
many general surgeons (76/173, 43.9%) preferred physician
assistants (Figure 1). With regard to the importance of the
skillfulness of assistants, who manipulate cameras or
instruments, for successful laparoscopic surgery, most of the
respondersindicated “ very important” or “important,” regardless
of the surgeon field. Although the trend was similar among the
three surgeon fieldswith regard to the camera assistant, general
surgeons (33/173, 19.1%) relatively underestimated the
importance of the skillfulness of instrument assistants as
compared with gynecologists (93/278, 33.5%) or urologists
(18/57, 31.6%) (Figure 2).
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Table 2. Demographic data.

Answers Total (N=508), n Gynecologists (N=278),n (%) Genera surgeons(N=173),n (%) Urologists (N=57),n P value
(%) (%)
Working hospital <.001
University hospital 306 (60.2) 146 (52.5) 111 (64.2) 49 (86.0)
General hospital 76 (15.0) 34 (12.2) 36 (20.8) 6 (10.5)
Semi hospital 49 (9.6) 31(11.2) 17 (9.8) 1(18)
General practitioner 77 (15.2) 67 (24.1) 9(5.2) 1(1.8)
Total number of laparoscopic surgeries per month <.001
0-10 232 (45.7) 136 (48.9) 53 (30.6) 43(75.4)
11-30 181 (35.6) 89 (32.0) 80 (46.2) 12 (21.1)
>31 95 (18.7) 53(19.1) 40 (23.1) 2(35)
Number of assistants during laparoscopic surgery <.001
0 1(0.2) 0(0.0) 1(0.6) 0(0.0)
1 98 (19.3) 27(9.7) 49 (28.3) 22 (38.6)
2 349 (68.7) 214 (77.0) 106 (61.3) 29 (50.9)
>3 60 (11.8) 37(13.3) 17 (9.8) 6 (10.5)

Figure 1. Comparison of assistants preferred during laparoscopic surgery.
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Figure 2. Comparison of the importance of the skillfulness of (A) camera and (B) instrument assistants.
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Limitation

Table 3 shows the responses to questions on the surgeons
discomforts related to inexperienced camera and instrument
assistants for the conventional laparoscopic surgical system.
With regard to the camera assistant, 84.8% (431/508) of the
responders were unsatisfied with unskilled movement of the
camera in the intended direction. In particular, gynecologists
(69/278, 24.8%) had more complaints about contamination of
the cameralens by blood or body fluid as compared with genera
surgeons (26/173, 15.0%) or urologists (6/57, 10.5%). With
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responders were unsatisfied with unskilled movement of the
instruments in the intended direction. In particular, general
surgeons (103/173, 59.5%) had more complaints about tissue
damage or bleeding by inappropriate traction and urologists
(24/57, 42.1%) had more complaints about collision between
the instruments as compared with the other surgeons. On the
other hand, gynecologists (32/278, 11.5%) had more complaints
about swaying of the instruments as compared with the other
surgeons.
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Table 3. Surgeons’ discomforts regarding the conventional laparoscopic surgical system.
Discomfort Total Gynecologists Genera surgeons Urologists P value
(N=508), n (%) (N=278), n (%) (N=173), n (%) (N=57), n (%)

Camera assistant
Unskilled movement of the 431 (84.8) 227 (81.7) 151 (87.3) 53(93.0) .05
camerain the intended direc-
tion
Dizziness due to excessive 174 (34.3) 96 (34.5) 61 (35.3) 17 (29.8) 75
camera movement
Inappropriate field of view due 156 (30.7) 80 (28.8) 59 (34.1) 17 (29.8) 49
to excessive zoom in or out
Condensation onthecamera 123 (24.2) 76 (27.3) 39 (22.5) 8(14.0) .08
lens
Contamination of thecamera 101 (19.9) 69 (24.8) 26 (15.0) 6 (10.5) .01
lens by blood or body fluid
Blurriness of the camera 101 (19.9) 57 (20.5) 32(18.5) 12 (21.1) .85

Instrument assistant
Unskilled movement of thein- 303 (59.6) 172 (61.9) 94 (54.3) 37(64.9) 0.20
strumentsin theintended direc-
tion
Inappropriate tissue traction 196 (38.6) 102 (36.7) 79 (45.7) 15(26.3) 0.02
dueto lack of power to pull or
push
Dangerous movement of the 145 (28.5) 75 (27.0) 47 (27.2) 23 (40.4) 0.11
instruments outside the camera
view
Tissue damage or bleedingby 189 (37.2) 63 (22.7) 103 (59.5) 23 (40.4) <.001
inappropriate traction
Collision between theinstru- 126 (24.8) 57 (20.5) 45 (26.0) 24 (42.1) .002
ments
Insufficient removal of intra 77 (15.2) 52 (18.7) 18 (10.4) 7(12.3) .047
abdominal smoke during
surgery
Swaying of the instruments 44 (8.7) 32(11.5) 9(5.2) 3(5.3) .04

Desire

Table 4 depicts the functions that should be included in an
Al-based surgical assistant system for AISS to overcome the
limitations of the current laparoscopic surgical system. More
than half of the responders preferred intuitive and easy
maneuverability (308/508, 60.6%), ademister and self-cleaning
system for the | aparoscopic cameralens (326/508, 64.2%), and
safety for minimizing tissue damage (279/508, 54.9%). In
particular, more urologists (29/57, 50.9%) desired fast running
by minimizing time delay as compared with gynecologists
(86/278, 30.9%) and general surgeons (67/173, 38.7%).
However, interest in the autosave or voice command system
for special events during the operation was the lowest among
the three surgeon fields. In terms of the possibility that the
Al-based surgical assistant system for AISS can replace the
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functions of assistants, about 40% (199/508, 39.1%) of
responders expected it to substitute 41%-60% of the existing
workforce (Figure 3).

When asked about the purchase intention and reasonable price
to buy the Al-based surgical assistant system for AISS, 83.3%
(423/508) of all responderswanted to buy the system. The most
common reason for wanting to buy the system was the comfort
of laparoscopic surgery (257/508, 50.6%). In particular, general
surgeons had a relatively strong desire to decrease the burden
of repetitivetraining for assistants, whereasthey had lessinterest
in the reduction of the operation time by purchasing the
Al-based surgical assistant system for AISS as compared with
gynecologists. Regarding the reasonable price for the system,
29.7% (151/508) of the responders had awillingnessto pay US
$30,000-50,000 (Table 5).
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Table 4. Functions that should beincluded in an artificial intelligence—based surgical assistant system.

Function Total Gynecologists General surgeons  Urologists P value
(N=508),n (%)  (N=278), n (%) (N=173),n (%)  (N=57),n(%)

Intuitive and easy maneuverability 308 (60.6) 164 (59.0) 108 (62.4) 36 (63.2) 71

Demister and self-cleaning system for thelaparoscop- 326 (64.2) 186 (66.9) 108 (62.4) 32 (56.1) .26

ic cameralens

Safety for minimizing tissue damage 279 (54.9) 150 (54.0) 97 (56.1) 32(56.1) .89

Reasonable size of theinstrumentsavoiding operator 248 (48.8) 130 (46.8) 86 (49.7) 32 (56.1) A2

disturbance

Stabilization of the laparoscopic cameraand instru- 220 (43.3) 122 (43.9) 69 (39.9) 29 (50.9) .33

ments

Stable movements not causing dizziness 208 (40.9) 114 (41.0) 65 (37.6) 29 (50.9) 21

Functions for complex movements, such asaxial ro- 213 (41.9) 107 (38.5) 80 (46.2) 26 (45.6) 22

tation of the 30-degree camera and manipulation of
the flexible scope

Fast running by minimizing time delay 182 (35.8) 86 (30.9) 67 (38.7) 29 (50.9) .01

Autosave or voice command system for special 139 (27.4) 76 (27.3) 46 (26.6) 17 (29.8) .89
events during the operation

Figure 3. Expectations about how much an artificial intelligence—based surgical assistant system can replace the existing workforce.
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Table 5. Purchase intention and reasonable price to buy the artificial intelligence—based surgical assistant system.

Answers Total Gynecologists General surgeons  Urologists P value
(N=508), n (%) (N=278), n (%) (N=173),n (%) (N=57), n (%)
Purchase intention 423 (83.3) 222 (79.9) 151 (87.3) 50 (87.7) .08
Reason to buy the system
Comfort of laparoscopic surgery 257 (50.6) 142 (64.0) 84 (55.6) 31(62.0) 27
Improved safety and maturity of laparoscopic 245 (48.2) 126 (56.8) 85 (56.3) 34 (68.0) 31
surgery
Decreased number of assistants 204 (40.2) 101 (45.5) 75 (49.7) 28 (56.0) 37
Decreased burden of repetitive training for 197 (38.8) 95 (42.8) 82 (54.3) 20 (4.0 .06
assistants
Reduced operation time 119 (23.4) 74 (33.3) 27 (17.9) 18 (36.0) .002
Improved convenience of research based on 114 (22.4) 59 (26.6) 39 (25.8) 16 (32.0) .68
the autosave function
Reasonable price (US$) .04
<30,000 87 (17.1) 61 (21.9) 21(12.1) 5(8.8)
30,000-50,000 151 (29.7) 83(29.9) 53 (30.6) 15 (26.3)
50,000-100,000 139 (27.4) 77 (27.7) 43 (24.9) 19 (33.3)
100,000-150,000 79 (15.6) 33(11.9) 36 (20.8) 10 (17.5)
150,000-200,000 28 (5.5) 11 (4.0) 13(7.5) 4(7.0)
>200,000 24 (4.7) 13 (4.7) 7 (4.0 4(7.0)
Discussion thereby, the number of cases of surgical training has reduced

Principal Findings

This study involved a survey about the clinical desire for an
Al-based surgical assistant system for AISS among surgeons
who currently perform |aparoscopic surgery. In this survey, we
identified the importance of assistants and the discomfortswith
the conventional laparoscopic surgical system and determined
surgeons’ expectations and demands for new Al-based robotic
surgery aids.

Experience

In terms of experience, gynecologists were more likely to have
two assistants than general surgeons and urologists. The reason
isthat gynecologists may use a uterine manipulator frequently
during laparoscopic gynecologic surgery [16]. Therefore,
gynecologists commonly require two or more assistants for
laparoscopic surgery, including two assistants who hold a
laparoscopic camera and a uterine manipul ator.

Ontheother hand, urologists’ preferencefor fellowsassurgical
assistants could be related to more common practice in
university hospitals. Moreover, urol ogists can be less dependent
on residents during surgery, which may be similar for general
surgeons who prefer physician assistants as surgical assistants.
Furthermore, most of the responders valued the skillfulness of
surgical assistantswho manipul ate the | aparoscopic cameraand
instrument assi stants, because the extent of assistant experience
may be closely related to the operation time and complication
rate [17]. Recently, in the Republic of Korea, owing to the
implementation of the special act regarding an 80-hour
workweek for residents, their working time has reduced, and
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[18]. In contrast, physician assistants are still useful for
coordination in the operating room because of their high level
of proficiency based on repetitive work [19]. Therefore, most
surgeons seem to prefer fellows or physician assistantswho are
proficient in laparoscopic surgery rather than residentsor interns
because of their skillfulnessas surgical assistantsin the Republic
of Korea

Limitation

In terms of limitation, most of the surgeons felt uncomfortable
with camera assistants when they showed unskilled movement
of the camerain theintended direction and instrument assistants
when they showed unskilled movement of the instruments in
theintended direction. Thisresult is consistent with the finding
that most of the surgeons considered the skillfulness of surgical

assistants as “very important” or “important,” regardless of the
field.

Desire

In terms of desire, the essential functions desired to be present
inan Al-based surgical assistant system for AISSwereintuitive
and easy maneuverability, a demister and self-cleaning system
for the laparoscopic camera lens, and safety for minimizing
tissue damage. Interestingly, only 10%-20% of surgeons
complained about discomfort regarding the camera lens or
foreign objects, whereas a high percentage of surgeons desired
a self-cleaning system for AISS. These findings seem to be
associated with therole of surgical assistantsin cameracleaning
when using the conventional laparoscopic surgical system,
which is perceived as an essential function by the operator, and
the absence of an uncomfortable feeling with the current system.
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Notably, more than 80% of the responders intended to buy the
Al-based surgical assistant system for AISS, and the reasons
for buying it were comfort of laparoscopic surgery and improved
safety and maturity of laparoscopic surgery. Considering the
results from the questions on the conventional laparoscopic
surgical system, surgeons showed a tendency to overcome
current constraints regarding laparoscopic surgery with the
Al-based surgical assistant system, especialy with regard to
the skillfulness of assistants.

The majority of responders anticipated that the introduction of
the Al-based surgical assistant system would replacethe existing
workforce by 41%-60%. Therefore, an Al-based surgical
assistant system for AISS could beagreat solution in university
hospitals where resident working hours are regulated (eg,
80-hour resident special act in Koreaand The European Working
Time Directive in Europe) [18,20]. Of course, there may be
some opinions concerning undertraining of residents, but the
introduction of educational tools, such as simulation training
systems, isa possible aternative [17,21].

I ssues Related to Practical Application

Before adopting and introducing an Al-based surgical assistant
system in the surgical field, ethical and lega responsibilities
should be discussed through consensus of medical, legal, and
administrative experts and others. Additionally, although not
included in this survey, the recent development of Al islikely
to include explainable Al, a concept contrasted with previous
black-box Al, in the development of new technologies.

At thetime of theintroduction of robotic surgery, whichisbeing
actively used presently, many experts had discussed ethical
issues[22-24]. Current robotic surgery isamaster-dave system,
with the surgeon having most of the responsibility, making it
easy to discuss ethical issues. However, in the case of an
autonomous Al-based surgical assistant system, there may be
controversy regarding the responsibility for harm and injuries
caused to the patient during the robotic surgery, and social
discussions about this need to be carried out for the adoption
of an Al-based surgical assistant system [24,25].

Explainability should be considered when newly devel oping
Al-based surgical assistant systems. Current Al-based medical
programs involving deep learning and machine learning
techniques lack explainability, hindering the dependence of
medical professionals on conclusions from these programs.
Therefore, considering the characteristics of surgical procedures

Park et a

that are repeated continuously with small and large decisions,
it is expected that explainability will be essential for the
interaction between the machine and the operator and should
be incorporated in the development of Al-based robotic
assistance systems that contribute to these procedures [26].

Strengths and Weaknesses

Thisreport is based on a survey among experts who have been
actively performing laparoscopic surgery in various fields. To
the best of our knowledge, this is the first report showing the
clinical need for an Al-based surgical assistant system for AISS
according to an e-survey. Moreover, this study is meaningful
because we could identify the unmet need of clinicians for an
Al-based system for AISS, which could be developed soon.
However, this study has some limitations. First, it was
challenging to check the exact response rate through the mailing
system used in this study, which could act as a bias, and thus,
the results of this study should be interpreted carefully.
However, we could assume that the questionnaire was answered
by our targeted responders because most of the responders
mentioned that they performed more than one surgery per
month. Second, the specific nationa health insurance system
controlled by the government in the Republic of Korea could
affect the expected value of an Al-based surgical assistant
system for AISS, and the finding should be complemented by
international surveys later. Third, the validity and reliability of
the items in the questionnaire could not be confirmed because
there has been no previous comparable study and this study
targeted a specific group of expertsin our country.

Conclusion

In the conventional laparoscopic surgical system, surgeons may
value the proficiency of assistants, and most of them may feel
uncomfortable with the unintended or not intuitive movement
of laparoscopic cameras and devices. For the development of
an Al-based surgical assistant system in the future, safe
operation may be expected through lens cleaning, intuitive
manipulation, and tissue damage minimization. Furthermore,
an Al-based surgical assistant system is expected to replace
approximately 41%-60% of the workforce, which may increase
surgeons’ willingness to purchase such a system for reducing
human resources and performing acomfortable, safe, and skilled
operation. Conclusively, an Al-based surgical assistant system
for AISS will become essential to enhance surgeons
convenience, but it will be necessary to increase the safety and
quality of surgery for patients.
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Abstract

Background: Electronic health care records (EHRS) are arich source of health-related information, with potential for secondary
research use. In the United Kingdom, there is no national marker for identifying those who have previously served in the Armed
Forces, making analysis of the health and well-being of veterans using EHRs difficult.

Objective: This study aimed to develop atool to identify veterans from free-text clinical documents recorded in a psychiatric
EHR database.

Methods: Veterans were manualy identified using the South London and Maudsley (SLaM) Biomedical Research Centre
Clinical Record Interactive Search—a database holding secondary mental health care electronic records for the SLaM National
Health Service Foundation Trust. An iterative approach wastaken; first, astructured query language (SQL) method was devel oped,
which was then refined using natural language processing and machine learning to create the Military Service | dentification Tool
(MSIT) to identify if apatient was acivilian or veteran. Performance, defined as correct classification of veterans compared with
incorrect classification, was measured using positive predictive val ue, negative predictive value, sensitivity, F1 score, and accuracy
(otherwise termed Youden Index).

Results: A gold standard dataset of 6672 free-text clinical documents was manually annotated by human coders. Of these
documents, 66.00% (4470/6672) were then used to train the SQL and MSIT approaches and 34.00% (2202/6672) were used for
testing the approaches. To develop the MSIT, an iterative 2-stage approach was undertaken. In the first stage, an SQL method
was devel oped to identify veterans using akeyword rule—based approach. This approach obtained an accuracy of 0.93 in correctly
predicting civilians and veterans, a positive predictive value of 0.81, asensitivity of 0.75, and a negative predictive value of 0.95.
This method informed the second stage, which was the development of the MSIT using machine learning, which, when tested,
obtained an accuracy of 0.97, a positive predictive value of 0.90, a sensitivity of 0.91, and a negative predictive value of 0.98.

Conclusions: The MSIT has the potential to be used in identifying veterans in the United Kingdom from free-text clinical
documents, providing new and unique insights into the health and well-being of this population and their use of mental health
care services.

(IMIR Med Inform 2020;8(5):e15852) doi:10.2196/15852
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Introduction

Veterans

Estimates of the United Kingdom’s military veteran population,
defined by the British Government as those who have served
in the military for at least one day [1], are approximately 2.5
million, equivalent to approximately 5% of household residents
aged 16 years or older in the United Kingdom [2]. UK military
veteransreceive health care provision from the National Health
Service (NHS) alongside civilians, with care recorded in local,
regional, and national electronic health care records (EHRS)
[3]. EHRs—structured and unstructured (ie, free text)—can be
used to eval uate disease preval ence and surveillance, to perform
epidemiological analyses and investigate the quality of care,
and to improve clinical decision making [4,5].

Veterans of the United Kingdom experience a range of mental
health problems (estimates range from 7% to 22% across
psychiatric conditions), some resulting from their experiences
in the line of duty [6]. A large UK cohort study set up to
investigate the health of serving personnel and veteranshasalso
shown that veterans report higher levels of probable
posttraumatic stress disorder and acohol misuse than serving
personnel [7]. Recent research suggests that 93% of veterans
who report having a mental health difficulty seek some form
of help for their problems, including informal support through
family and friends[8]. However, there is no national marker in
the UK EHRs to identify veterans, nor is there a requirement
for health care professionals to record it, making it difficult to
evaluate the unique health care needs of those who have served
inthe UK Armed Forces[9]. Furthermore, the ability to identify
veterans would allow for comparisons between civilian and
military cohortsand for direct comparison of their physical and
mental health.

In England and Wales, only two studies exist, which analyze
secondary care delivered through the NHS for Armed Forces
personnel. In the first study, Leightley et a [3] developed a
method to link the EHRs of military personnel in England,
Scotland, and Wales (3 nations of the United Kingdom). This
study used alongitudinal cohort consisting of serving personnel
and veterans to establish a link to national EHRs (England,
Scotland, and Wales). Then, statistical analyseswere performed
toidentify the most common reasonsfor admission into hospitd,
diagnoses, and treatment pathways. The second study, by Mark
et al [10], on which this study is based, systematically searched
for veterans using a military-related search term strategy on
free-text clinical documents using amanual approach. Although
this approach could identify veterans, it was time consuming
as searches were performed manually. Each of these studies
highlighted a need for novel methodological development for
the identification of veterans, with natural language processing
(NLP) and machine learning showing great promise [11-13].
This would enable the automatic identification of veterans
without the need for manual annotation and validation.

http://medinform.jmir.org/2020/5/€15852/

Neutral Language Processing

NLP approaches cover wide-ranging solutions to the analysis
of text, such as retrieval, analysis, transformation, and
classification of text, such asthose found in EHRs and free-text
clinical documents[13,14]. NL P subthemes, such astext mining,
are represented as a set of programmatic rules or machine
learning algorithms (eg, automated learning from labeled data)
to extract meaning from naturally occurring text (eg,
human-generated text) [11,14]. The result is often an output
that can be interpreted by humans and that can be processed
computationally more efficiently [15]. It may be possible to
apply NLP for the identification of veterans, if not already
defined from structured fields, such as a flag for denoting
veteran status, for which, in the United Kingdom, are rarely
coded [10]. The ability to identify veterans at scale could
significantly improve our understanding of their health and
well-being and navigation of care pathways and allow for the
exploration of the long-term impacts of service.

This Study

NLP tools have been used extensively in military health
research, predominantly in the United States, for the detection
of veteran homelessness and clinical diagnosis [16-19].
However, to the best of our knowledge, no tools exist to identify
veteran status using either a rule-based or machine learning
approach. Theaim of this study wasto describe the devel opment
of the Military Service ldentification Tool (MSIT) for the
identification of veteransusing free-text clinical documentsand
to evaluate thetool’ s performance agai nst amanually annotated
dataset (gold standard). This study was inspired by the study
by Fernandes et al [14], but we proposed a different approach
to theway in which features are generated and used for training
machine learning classifiers and the annotation of the training
and testing data and the way in which we evaluate the
performance of MSIT across different classifiers.

Methods

Data Source—Clinical Record I nteractive Search
System

TheClinical Record Interactive Search (CRIS) system provides
deidentified EHRs from the South London and Maudsley
(SLaM) NHS Foundation Trust, asecondary and tertiary mental
health care provider serving a geographical catchment of
approximately 1.3 million residents of 4 south London boroughs
(Lambeth, Southwark, Lewisham, and Croydon) [20]. The CRIS
system has supported arange of research projects[20-23]. Many
of these have aimed to answer specific clinical or
epidemiological research questionsand have drawn on particular
subpopulations being identified in the database, such as ethnic
minorities and those with Alzheimer disease [24,25)].

Ethical approval for the use of CRIS asan anonymized database
for secondary analysis was granted by the Oxford Research
Ethics Committee (reference; 08/H0606/71+5). This study has
been approved by the CRIS Patient Data Oversight Committee
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of the National Institute of Health Research (NIHR) Biomedical
Research Centre (reference: 16-056).

The documents used in this study are Correspondence, which
are created by clinical staff to provide asummary of admission
or care received and are sent to a patient’s general practitioner
and, in some cases, to the patient themselves. Correspondence
were used as they routinely provided a detailed history of a
patient’s life events including employment history.

Study Design

There are approximately 300,000 correspondence documents
availablein CRIS. Owing to thelarge volumes of data, a subset
was extracted for the development of the MSIT. This subset
(hereafter termed personal history dataset) was extracted using
the personal history detection tool, which has been developed
by the CRISteam [26]. Thistool identifiesdocumentsthat have
a subheading or section entitled personal history (or similar)
before extracting the proceeding text (see Textbox 1 for an
example). Each personal history record contains an outline of
each patient’slife events since birth (eg, educational attainment,
childhood adversity, employment, and relationship information).
Each record is written by a clinician. The persona history
dataset contains 98,395 documents sampled from records
recorded in CRIS since 2006, which wasthefirst year the CRIS
database was operational.

Leightley et d

After an informal scoping exercise, discussions with NLP
experts with experience of using CRIS and timing constraints
of the study, the decision was made to retain only 6672
documents (hereafter termed gold standard dataset), which
represented 4200 patients (civilian: 3331 and veteran: 869). A
patient could have multiple documents that represent different
time points of care. The decision to retain 4200 patients (which
in total had 6672 documents) was made considering resource
limitations of the study, which included staff time to annotation
and balancing patient privacy as to only process a minimum
number of recordsto allow usto archivethe study aim. A sample
size calculation was not performed because of these
considerations.

For evaluating the performance of MSI T, a decision was made
to retain 66.00% (4470/6672 documents) of the dataset for
training, and the remainder 34.00% (2202/6672 documents)
was used for testing and evaluation. Patients were sampled to
either thetraining or testing; dataset a patient’s documentswould
not appear in both samples. There is no defined approach for
determining the size of thetraining and testing sets needed, with
most research using ad hoc reasoning depending on data,
financial, time, or personal constraints[27]. Thisstudy followed
an iterative approach to the development of the MSIT, first by
developing a structured query language (SQL) rule-based
method, with lessoned learned, such as which keywords cause
misclassification, informing the development of MSIT.

Textbox 1. Synthetically generated personal history statement by the research team for afemal e patient whose father and husband served in the military.
X denotes personal identifier being removed. Owing to patient confidentiality, we were not able to share real examplesfrom the personal history dataset.

Mrs X was born in X. Her father was a Normandy D-Day veteran who had sustained a bullet wound to his left arm
during the war. He subsequently worked as a bus driver in and around X. Mrs X describes her upbringing as
old-fashioned, traditional and one of poverty. She describes her school years as happy and fun and says she got on
well with her parents. She acknowledged that during her teenage years that she was difficult to manage. She met her
husband X while on holiday in X; X was stationed there in a military unit conducting NATO exercises. After they
began a relationship, in 1983, they moved to X. Mrs X worked in various jobs including in a supermarket and as a
hotel receptionist, before taking an administrative job in academia.

Generatingthe Gold Standard Dataset and I nterrater
Agreement

A set of classification rulesfor the annotation of each document
was developed and agreed upon by DL, EO, DP, and SS. The
Extensible Human Oracle Suite of Tools (University of Utah)
software package was used to perform annotations [28]. The
following words and phrases were annotated: (1) those that
described a patient’s military service (ie, “he served in the
Army”), (2) those that described an individual other than the
patient’s military service (ie, “dad served in the Forces’), and
(3) those that may cause confusion (ie, “Navy Blue”). Thisled
to the creation of a gold standard dataset, which contained
veterans- and civilians-annotated free-text clinical documents.
Veterans were labeled as such based on a clear statement that
the patientsthemselves had served in the military. The protocol,
including classification rules, is available on request from the
corresponding author.

http://medinform.jmir.org/2020/5/€15852/

Developing a Rule-Based Approach for Veteran
I dentification

Civiliansand veteranswere classified using the SQL rule-based
method based on a corpus of known words and phrases related
to military service (see Multimedia Appendix 1). The corpus
was composed of (1) primary search terms: common words or
phrases used to describe military service, (2) secondary search
terms: used to validate that the document describes a patient
who has served in the military, and (3) exclusion terms. used
to exclude documents that may describe another person’s
military service and not the patient’s military service.

The SQL rule-based method was devel oped using acombination
of theresearch team’s expert knowledge of the military, relevant
research literature, and analysis of personal history statements.
The gold standard training dataset was used to refine the SQL
rule-based approach. The code was iteratively tested on the
training set, reviewed, and refined to ensure full coverage of
known military wordsand phrases. The SQL rule—based method
operated by searching for the occurrence of a primary search
termin adocument. If the term wasfound, text surrounding the
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term would be extracted (up to 50 characters, where available).
The extracted text was then evaluated against alist of secondary
terms to classify the document as a civilian document or a
veteran document. The SQL rule-based approach informed the
development of the MSIT.

Developing the Military Service I dentification Tool

A machinelearning classification framework was used to create
MSIT. It was developed in Python using the Natural Language
Processing Toolkit (version 3.2.5) [29] and Scikit-learn (version
0.20.3) [30]. The gold standard dataset was preprocessed to
remove (1) punctuations (using regular expressions), (2)
words/phrases related to another individual’s military service
(these wererequired to exactly match thosein the gold standard
annotated dataset), (3) stop words and frequently occurring
terms (except military terms), and (4) word/phrases that may
cause confusion with correctly identifying a veteran. The
remaining features were then converted into term
frequency-inverse document frequency (tf-idf) features.

The classification framework was trained to identify veterans
based on the use of military termsand phrases with the outcome
being binary (1: veteran and 0: not a veteran). A training set of
4470 annotated documentswas used to select amachinelearning

Table 1. Machine learning classifier n-fold cross-validation accuracy, SD

Leightley et d

classifier. Thereis sparse literature on which machine learning
algorithms are best suited for specific tasks, not only inthefield
of NLP but also in areas such as health care, agriculture, and
security [31-34]. To ensure the appropriate selection of the
classifier used for the MSIT, a comparison was made based on
10-fold cross-validation accuracy using tf-idf features as an
input of the following machine learning classifiers (which are
part of the Scikit-learn package): random forest, decision tree,
linear support vector classifier, support vector classifier,
multinomial Naive Bayes, k-nearest neighbor, logistic
regression, and multilayered perception. Each machinelearning
classifier used default parameters. Linear support vector
classifier obtained the highest accuracy (see Table 1;
accuracy=0.95; SD 0.01; 95% CI 0.94-0.95) and was used as
the machine learning classifier for MSIT.

To improve the true positive rate of the MSI T and to reduce the
potential for false positives, a postprocessing of the linear
support vector classifier outcome was applied based on the SQL
rule-based approach described earlier, as has been used in
similar studies [14]. For each document that was predicted as
being that of a veteran, an SQL operation was performed to
ensure the document used amilitary term of phrase (eg, “joined
thearmy,” “left the army,” and “demobbed from the army”).

, and 95% CI based on the gold standard training dataset of 4470 documents.

Classifier Accuracy SD 95% ClI

Random forest 0.84 0.01 0.83-0.84
Decision tree 0.91 0.03 0.89-0.92
Linear support vector classifier 0.95 0.01 0.94-0.95
Support vector classifier 0.84 0.01 0.83-0.84
Multinomial Naive Bayes 0.90 0.02 0.88-0.91
k-nearest neighbor 0.89 0.02 0.87-0.90
Logistic regression 0.88 0.04 0.85-0.90
Multilayered perception 0.94 0.02 0.92-0.95

Availability of Materials and Data

The datasets used in this study are based on patient data, which
arenot publicly available. Although the data are pseudonymized,
that is, personal details of the patient are removed, the data still
contain information that could be used to identify a patient.
Access to these data requires aformal application to the CRIS
Patient Data Oversight Committee of the NIHR Biomedical
Research Centre. On request and after suitable arrangements
are put in place, the data and modeling employed in this study
can be viewed within the secure system firewal. The
corresponding author can provide more information about the
process.

A Jupyter Notebook demonstrating the tool with artificial data
can be found in the link provided [35].
Statistical Analyses

All analyses were performed using Python version 3.5 with
standard mathematical packages and Scikit-learn (version
0.20.3) [30]. Cohen kappa values are presented for civilian and

http://medinform.jmir.org/2020/5/€15852/

veteran annotations separately, with atwo-tailed statistical test
applied to determine the significance of the finding. Machine
learning classifier 10-fold cross-validation was reported as the
highest accuracy obtained, with SD and 95% CI reported to
represent the n-fold result. Document characteristics were
reported as the average frequency in which words, sentences,
whitespaces, stop words, and nonalphanumeric across
documents were stratified by civilian and veteran. The most
frequent military terms and phrases annotated during the study
were restricted to the top 5 and reported as a count with
percentage out of the denominator. For evaluating the SQL
rule-based approach, the algorithm was tested by measuring
the output results against the results from manual annotations
(the gold standard testing dataset), alowing for computation of
positive predictive value, negative predictive value, sensitivity,
F1 score, and accuracy at a document level. For evaluating
MSIT, each classifier model wastested by measuring itsresults
against the results from manual annotations (the gold standard
testing dataset), allowing for computation of positive predictive
value, negative predictive value, sensitivity, F1 score, and
accuracy at adocument level.
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In this study, positive predictive value was defined as the
proportion of correctly identified true veterans over the total
number of true veterans identified by the classifier. Negative
predictive value was defined as the proportion of correctly
identified true civilians over the total number of true civilians
identified by the classifier. Sensitivity was defined as the
proportion of true veterans identified by the classifier over the
total number of actual veterans (identified by manual
annotation). F1 score considers both positive predictive value
and sensitivity and produces a harmonic mean, where the best
value lies at 1 and the worst value lies at 0. Accuracy was
measured using the Youden Index, which considers sensitivity
and specificity (summation minus 1), which results in a value

Leightley et d

that lies between 0 (absence of accuracy) and 1 (perfect
accuracy).

Results

Annotation

An iterative approach to developing MSIT was employed. See
Figure 1 for aflow diagram of the MSIT and eval uation process.
The datasets used in this study were independently annotated
by DL, EO, and a researcher (see Acknowledgments section),
with acceptable interrater agreement as indicated by a Cohen
kappa of 0.83 for veterans and 0.89 for civilians (P=.15).

Figure 1. Flow diagram of the Military Service Identification Tool. Correspondences are used to define any communications between a patient and
clinical staff or between clinical staff members. CRIS: Clinical Record Interactive Search; PPV: Positive Predictive Vaue.
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Document Char acteristics

Of the 6672 documents annotated to generate the gold standard
dataset, there were 5630 civilian and 1042 veteran documents.
Descriptive characteristics (see Table 2) indicate that often
civilian documents had more words, sentences, stop words, and
nonalphanumeric characters.

A total of 2611 wordsand 2016 phrasesthat describeapatient’s
military service were annotated (see Tables 3 and 4). Most of
the words and phrases annotated described the service branch
(eg, “served in the army,” “national service in the RAF’
“demobbed fromthearmy,” and “wasapilotinthe RAF"), with
only asmall number including the length of service (eg, “served
for two years in the army,” “served two years for nationa
service,” and “ demobbed from the army after two years”).

Table 2. Document characteristics including frequency and mean (SD) for annotated personal history statements stratified by civilian and veteran

status.
Characteristic Civilian (n=5630), mean (SD) Veteran (n=1042), mean (SD)
Words 223.76 (152.30) 197.20 (114.63)
Sentences 13.80(8.91) 12.40 (6.50)
Whitespaces 237.99 (162.77) 208.38 (119.65)
Stop words 32.04 (11.45) 30.09 (9.92)
Nonal phanumeric characters 26.59 (20.14) 22.22 (14.28)
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Table 3. Top 5 occurring military words identified during manual annotation of the gold standard training dataset.

Military words (n=2611)

Value, n (%)

“Army”
“Nationa Service”
“RAF"
“Navy”

“\/eteran”

553 (21.18)
445 (17.04)
225 (8.62)
166 (6.36)
104 (4.00)

Table 4. Top 5 occurring military phrases identified during manual annotation of the gold standard training dataset.

Military phrases (n=2016)

Value, n (%)

“Joined the army”

“Left the army”

“Demobbed from the army”
“National servicein the army”

“Two yearsin the army”

167 (8.28)
122 (6.05)
101 (5.00)
65 (3.22)
64 (3.22)

Performance: Positive Predictive Value, Sensitivity,
and Accuracy

The performance of each approach was evaluated against the
manually annotated gold standard test dataset producing positive
predictive value, negative predictive value, sensitivity, F1 score,
and accuracy statistics. The gold standard test dataset contained
2202 documents, which included 1882 civilian and 320 veteran
documents (see Tables 5 and 6).

The SQL rule-based approach correctly identified 262 veteran
documents, incorrectly identified 87 civilian documents as
veteran documents, and incorrectly identified 58 veteran
documents ascivilian documents. Misclassification was because
of therigidity of the keywords used to search the records, with
confusion observed between theindividual's serving status and
a family member’s status. For example, phrases such as “had
served” were used to describe another person’s military service,
such as father or brother. This resulted in an overall accuracy
of 0.93, apositive predictive value of 0.81, anegative predictive
value score of 0.95, a sensitivity of 0.75, and an F1 score of
0.78.

During the initial development of the MSIT, model sensitivity
was skewed toward commonly occurring words. To overcome

thisbias, a4-step preprocessing step was introduced to identify
and remove these frequent words and phrases, punctuation, and
stop words, which improved positive predictive value and
sensitivity of the tool (training dataset: positive predictive
value=0.78 and sensitivity=0.88). To further improve the
prediction of thetool and reduce the potential for false positives,
a postprocessing step was introduced to ensure amilitary word
or phrase was present in the documents predicted as describing
aveteran. Theaddition of thisstep improved positive predictive
value and sensitivity of the MSIT (training dataset: positive
predictive value=0.82 and sensitivity=0.91).

Applying MSIT to the gold standard test dataset correctly
identified 290 veteran documents, incorrectly identified 30
civilian documents as veteran documents, and incorrectly
identified 27 civilian documents as being a veteran document.
Misclassification was observed, with manual inspection of the
documents revealing that the military-related terms were used
to describe events, occupations, or items for civilians such as
“Legion” or “Mess Hall.” This created confusion with the
classifier. Thisresulted in an overall accuracy of 0.97, apositive
predictive value of 0.90, a negative predictive value of 0.95, a
sensitivity of 0.91, and an F1 score of 0.91. Additional analyses
were conducted using the leave-one-out methodology (see
Multimedia Appendix 1).

Table 5. Confusion matrix indicating the performance of the structured query language rule-based approach and the Military Service Identification

Tool (MSIT). The MSIT includes pre- and postprocessing.

Label

Structured query language rule-based approach

Military Service |dentification Tool

Veteran Civilian Veteran Civilian
Veteran 262 58 290 30
Civilian 87 1795 27 1855
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Table 6. Structured query language—based approach and Military Service Identification Tool (MSIT) performance result comparison for detecting
veterans using the gold standard test dataset. The MSIT includes pre- and postprocessing.

Performance metric

Structured query language rule—based approach

Military Service ldentification Tool

Positive predictive value 0.81 0.90
Negative predictive value 0.95 0.98
Sensitivity 0.75 0.91
F1 score 0.78 0.91
Youden Index 0.93 0.97
Discussion mandatory in the United Kingdom [3]. The methodological

Principal Findings

This research has demonstrated that it is possible to identify
veterans from free-text clinical documents using NLP. A tool
toidentify veteransand civiliansis described, which performed
well, asindicated by high positive predictive value, sensitivity,
and accuracy results. To theauthors' knowledge, thisisthe only
study to have developed, applied, and tested NLP for the
identification of veteransin the United Kingdom using a large
psychiatric database. The MSIT presented superior results to
the SQL rule—based approach devel oped because of theformer’s
ability to adapt to different military terms. The SQL rule-based
approach was, on the other hand, fixed on set keywords.

This is the first study that seeks to identify military veterans
from a case register in the United Kingdom using NLP and
machine learning. Although military literature is sparse, NLP
techniques have been used in the detection of sexual trauma, in
the detection of temporal expressionsin medical narratives, and
for screening homelessness [16,17,19]. Although it is difficult
to compare our study with the aforementioned studies, similar
methodol ogies are employed. This includes each developing a
gold standard manually annotated dataset, developing a set of
rules to support identification, and finally generating features
from free text. Although this study used linear support vector
classification, as it was determined to be the most optimal,
Reeves et al [16] used a maximum entropy classifier to detect
temporal expressions. Outside of the military literature,
Fernandes et al [14] sought to identify suicidal attempts using
apsychiatric database with support vector machines; they were
ableto detect suicidal attemptswith a sensitivity of 0.98, which
is higher than what was achieved in this study (MSIT: 0.91).
Other studies have compared different classification algorithms
for clinical NLP tasks with varying conclusions—achieving
optimal performance is highly task-dependent and
use-case—dependent [36,37].

The ability to identify veterans could provide insights into the
physical and mental health of military personnel and their
navigation through, and use of, health care services, including
primary and secondary services. This would overcome the
current need to either manually identify veterans or to perform
large-scale cohort and data linkage studies, such as that by
Leightley et a [3]. EHR-based case registers, such as CRIS,
function as single, complete, and integrated electronic versions
of traditional paper health records[3]. Theseregisters have been
positioned as a new generation for health research and are now

http://medinform.jmir.org/2020/5/€15852/

advantages of case registers—including their longitudina nature,
largely structured fields, and detailed coverage of defined
popul ations—make them an ideal research and surveillance tool
[38]. EHRs in mental hedlth care provide extremely rich
material, and analysis of their data can reveal patternsin health
care provisions, patient profiles, and mental and physical health
problems [3,39]. EHRs are advantageous for investigating
vulnerable subgroups within the wider population [20-22],
potential for developing digital interventions[40] and to support
data-driven decision making [11].

Strengths and Limitations

Animportant strength of thiswork wasthe exploitation of NLP,
which is advantageous for automating the process of
identification and reducing the possibility of human error and
bias. Considering the focus of this study, this is the first time
that NLP has successfully been used to identify veterans from
free-text clinical documents using detailed occupational history
that clinicalsroutinely record. The MSIT described in thiswork
does not rely on any codes (clinical or otherwise) or structured
fields, which broadensits application to others, such asdiagnosis
and occupation detection. Furthermore, veterans may not always
be willing or think it is necessary to state their veteran status,
particularly in the United Kingdom, which has no department
for veterans affairs. As such, NLP is advantageous, as it may
pick up veterans based on small details that are discussed and
recorded during clinical interactions rather than having to rely
on disclose of veteran status by an individual upon registration
with clinical services.

It must be noted that there are several limitations to the tool
described in this work. First, the study relied on patients
self-reporting that they have served in the military, which could
be influenced by the patient’s mental health or failing memory.
Second, the need for aclinician to ask apatient’s military status
and for thisto be accurately recorded in the patient notes. Third,
the accuracy of recording by the clinician could have had a
negative impact on MSIT's performance or could result in
misidentification of veterans. Fourth, the MSIT relied on the
personal history section being present in a correspondence,
which may limit scalability. Fifth, although different approaches
to stating veteran service were annotated, spelling and additional
permutations were not considered. This could limit the
generalizability of the algorithms on other datasets. Sixth,
identified veterans were not validated against the Ministry of
Defence databases or contacted directly to validate veteran
status. Seventh, a sample size cal cul ation was not computed for
this study. Thiswas because of resource limitations; asaresult,
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this could limit the generalizability of the algorithms on other
datasets. Finally, documents were misclassified, often because
of military vernacular being used by civiliansand/or the clinician
or because afamily member had served in the military and not
the patient. Further work should be undertaken to improve
reliability and reduce the rate of misclassification.

Conclusions

Leightley et d

approach. Both approaches are robust in correctly identifying
civilians and veterans, with high accuracy, sensitivity, and
negative predictive values observed. The MSIT hasthe potential
to be used in identifying veterans in the United Kingdom from
free-text clinical documents, providing new and uniqueinsights
into the health and well-being of this population and their use
of mental health care services. Despite our successin thiswork,

the tools are tailored to the CRIS dataset, and future work is

We have shown that it is possible to identify veterans using needed to develop a more agnostic framework.

either an SQL-based or NLP- and machine learning—based
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Abstract

Background: There are more than 6000 rare diseases in existence today, with the number of patients with these conditions
rapidly increasing. Most research to date has focused on the diagnosis, treatment, and development of orphan drugs, while few
studies have examined the topics and emotions expressed by patients living with rare diseases on social mediaplatforms, especially
in online health communities (OHCs).

Objective: Thisstudy aimed to determine the topic categorizations and sentiment polarity for albinismin aChinese OHC, Baidu
Tieba, using multiple methods. The OHC was deeply mined using topic mining, social network analysis, and sentiment polarity
analysis. Through these methods, we determined the current situation of community construction, identifying the ongoing needs
and problems experienced by people with albinism in their daily lives.

Methods: We used the albinism community on the Baidu Tieba platform asthe data sourcein this study. Term frequency—inverse
document frequency, latent dirichlet allocation models, and naive Bayes were employed to mine the various topic categories.
Social network analysis, which was completed using the Gephi tool, was employed to analyze the evolution of the albinism
community. Sentiment polarity analysis was performed using along short-term memory algorithm.

Results: We identified 8 main topics discussed in the community: daily sharing, family, interpersonal communication, social
life and security, medical care, occupation and education, beauty, and self-care. Among these topics, daily sharing represented
the largest proportion of the discussions. From 2012 to 2019, the average degree and clustering coefficient of the albinism
community continued to decline, while the network center transferred from core communities to core users. A total of 68.43%
of the corpus was emotional, with 35.88% being positive and 32.55% negative. There were statistically significant differences
in the distribution of sentiment polarity between topics (P<.001). Negative emotions were twice as high as positive emotionsin
the social life and security topic.

Conclusions: The study revealsinsightsinto the emotions expressed by people with albinism in the Chinese OHC, Baidu Tieba,
providing health care practitioners with greater appreciation of the current emotional support needed by patients and the patient
experience. Current OHCs do not exert enough influence due to limited effective organization and development. Health care
sectors should take greater advantage of OHCs to support vulnerable patients with rare diseases to meet their evidence-based
needs.
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Introduction

Background

Rare diseases are considered conditions that affect a limited
amount of people, typicaly less than 1 in 2000 individuals.
Albinism is a type of rare disease related to a variable
hypopigmentation phenotype, where patients experience partial
or complete absence of pigment in their skin, eyes, and hair [1].
Despite advances in genomic technology and medicines, many
individual s affected with rare diseases remain undiagnosed, and
some never receive adefinitive diagnosis[2]. A diaghosiswith
a rare disease is extremely likely to cause economic,
psychosocial, and physical burden on the patient and family
members [3]. Research demonstrates that parents of children
with rare genetic disorders present feelings of social isolation,
anxiety, fear, anger, and uncertainty [4] and experience high
levels of physical and emotional strain [5].

Related Research

Over the last decade, rare disease research has received
considerable attention in health care studies, with exploration
typically focusing on 1 of 3 main areas: etiology, diagnosis, and
treatment [6]. In recent years, rare disease research has also
straddled other disciplines, including policy improvement,
sociology, psychology, and ethics. For example, Abbaset al [7]
reported that the European Union and United States have
adopted policies and regulations aimed at improving orphan
drug availability over the past 20 years, but that only 16
countries had an orphan drug or rare disease plan in place.
Rodwell and Ayme [8] reviewed the political frameworks of
European countries to demonstrate how legislation has created
a dynamic that is progressively improving health care for
patients with rare diseases. Dharssi et al [9] found that patient
communities are being used to promote and drive the
establishment and adoption of legislation and programs to
improve rare disease care. Gomes [10] discussed the
construction of socia identity, mutual recognition, and the
specific demandsfor recognition of peoplewith rare conditions
from 3 sociological perspectives.

Online Health Communities

Online health communities (OHCs) have become a popular
meansfor individual sto obtain support and connect with others
onlinewhen experiencing illness, especially patientswith similar
diagnoses [11]. An increasing amount of literature related to
OHCs documents widespread concerns from scholars
worldwide. Some researchers have focused mostly on social
networks and user behaviors. For example, Huh et al [12]
conducted open coding analysisusing interview dataand cluster
analysis to determine that 4 types of persona exist in OHCs:
caretakers, opportunists, scientists, and adventurers. Lu el al
[13] investigated health care social media use from different
stakeholder perspectives using content analysis. Others have
concentrated on knowledge sharing and value creation. For

http://medinform.jmir.org/2020/5/€17813/

example, Yan et a [14] proposed a benefit versus cost
knowledge sharing model for OHCs. Guo et a [15] conducted
an empirical investigation into the relationship between
professional capital and exchangereturnsin OHCs. In addition,
health i nterventi ons have been reported based on OHCs. Naslund
et a [16] established that people with serious mental health
illnesses reported benefits from interacting with peers online,
experiencing greater social connectedness. Most existing OHC
research has examined chronic diseases, such as cancer, diabetes,
AIDS, and severe menta disorders, using large patient
populations and relating more to socia concerns [17-20].
Furthermore, social media tools have been studied, such as
Wechat Official Accounts [21] and SentiHealth-Cancer [22].
However, there are few studies that have focused on OHCs for
rare diseases. Davies et a [23] found that online surveys for
stakeholder groups may provide new insights into rare
conditions and their management relatively quickly, with the
possibility of rapid trandation into health care intervention
management and policy development. Although the number of
patientswith rare diseasesislimited, some scholars have pointed
out that patients with such conditions require increased social
support networks [24].

Objectives

The main type of abinism is oculocutaneous albinism, which
isagroup of conditions that affect the coloring (pigmentation)
of the skin, hair, and eyes. Long-term exposure to the sun can
greatly increase the risk of skin damage and cancer [25].
Melanin deficiency causes a series of abnormalitiesin the eyes,
such as severe low vision, photophobia, and nystagmus. Due
to its special phenotype, the psychological development of
patients with albinism is affected [26]. The worldwide
prevalence of oculocutaneous albinism is estimated to be 1 in
17,000 [27]. Inthe Chinese Han ethnic group population of the
Shandong province in China, the prevalence is approximately
1in 18,000, or roughly 3.80% of the population [28]. In addition
to the general characteristics of more typical rare diseases,
albinism has a certain uniqueness and patient base. Current
academic research into albinism has focused on etiology [29],
pathology [30,31], diagnosis [32-35], sociology [36,37], and
albinismin animals[38,39].

To our knowledge, no studies exist on albinism-based OHCs,
aimed at deeply detecting the prevailing topics, their change
over time, and sentiment polarity (ie, sentimental expressions
of albinism patients and the distribution of different sentiments).
This study aimed to guide the academic community to focus
more on rare diseasesin albinism OHCs. Specifically, this study
aimed to answer 3 research questions. What is the topic
evolution for abinism in OHCs? What are the characteristics
of albinism socia networks in OHCs? What is the sentiment
polarity of albinismin OHCs?
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Methods

Sample and Data Collection

Few OHCs for albinism exist in China, with most related to
social media, such as Tencent QQ, WeChat, and Baidu Tieba
[40]. Baidu Tiebaisthelargest Chinese communication platform
for discussion and the posting of questions[41], with databeing
readily available and considered high quality. This platform
contains millions of online communities targeted at specific
topics. The Baidu abinism community has over 300,000
registered users. Accordingly, we designed aweb spider using
Python 3.7 [42] Scrapy [43] to crawl the records dated from
January 30, 2007 to March 14, 2019, including atotal of 5802

Textbox 1. Data fields extracted from the online albinism community.

Bi et a

posts, 45,181 comments, and 3977 active users. The dataset
contains content of posts and the complete text of comments,
as shown in Textbox 1. Given that some data collected before
2012 were severely lost and fragmented, the dataset from 2012
to 2019 was eventually selected for subsequent analysis. In
addition, the following user-posted content was also removed:
non-text content (eg, video, music, picture) or content with
missing author and time fields. Thefinal dataset included 5110
posts, 35,414 comments, and 3188 active users. The process
for identifying data for subsequent analysisis shown in Figure
1. Moreover, we categorized users who had not used the
albinism community for more than 1 year as “lost users,” and
users who had used the community more regularly as “new
users.”

Albinism_Post

«  Post id (post id)

« Post_title (post title)

« Author_id (author’sid)

«  Content (post content)

«  Time (post time)

o Reply_num (number of replies)
« URL (URL of the post)

Albinism_Comment

o Comment_id (comment id)

o Post_id (post to which the comment belongs)
« Author_id (author’sid)

«  Content (comment content)

«  Time (comment time)

«  Floor (thefloor in its post, which represents a comment from a user, and the floor number is order of user comments)
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Figure 1. Flowchart for identifying data from the online albinism Baidu community for subsequent analysis.
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Data Analysis M ethods

Topic Mining

To ensure the amount and accuracy of topic mining, this study
used the title and comments as the topic mining corpus. After
data cleansing, the dataset for topic mining contained 10,220
corpora. First, Jieba 0.39 [44] in Python 3.7, the Chinese word
segmentation tool, was employed for word segmentation. Owing
to the particularity of albinisminthe medical field, we used the
International Statistical Classification of Diseases and Related
Health Problems, 10th Revision and Chinese Medical Subject
Headings to expand the lexical dictionary for intervention. In
addition, based on the stop word list of the Harbin Institute of
Technology in China, our stop word list was continuously
updated through the results throughout the experiment.

Then, we combined term frequency—inverse document frequency
and latent dirichlet allocation (LDA) [45] for topic mining; the
number of topics was identified based on the perplexity [46].
Here, LDA, the most common method for topic modelling, is
ageneralization of probabilistic latent semantic indexing [47].
Perplexity isacommon criterion for evaluating the effectiveness
of language models [48]. Due to each topic in the LDA results
containing multiple types of topic information, two research
assistants (RAs) with medical backgrounds were hired to
independently annotate each LDA category with 1-3 labels.
Then, the RAs evaluated the results independently to reach
consensus, with discussions for any discrepancies or
disagreements joined by the first author of this study.
Subsequently, the assigned label swere combined, deduplicated,
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RenderX

and reclassified to form thefinal classification label. Moreover,
anaive Bayes (NB) model was used, which performswell with
small-scale data and can handle multiple classification tasks
commonly used for text classification [49]. Therefore, on the
basis of the new classification label, aNB classifier was created
to classify al posts, with a precision rate of 0.889, recal rate
of 0.915, and F1 score of 0.902. Finally, each comment was
merged into the topic of the corresponding post; the topic
classification for the full corpus was implemented since the
comment text was short and the topic information was limited.

Social Network Analysis

A socia network istheintegration of social relationships. With
the increase in popularity of social media sites, scholars and
practitioners have aimed to understand the behaviors of people
using such platforms [50,51]. Gephi, a socia network
visualization software, isused in various disciplines. One of its
key features is the ability to display the spatialization process
[52]. Gephi 0.9.2 [53] was employed in this study to analyze
the topology of the interaction between 3188 users, based on
the community mining algorithm built in the software [54],
which can detect the potential community of users. Astheresults
of the analysis for all user data were ambiguous, we identified
a 2-year interva to explore the dynamic evolution of the
community structure to better reflect the users' activity. To
better reflect the social network characteristics of the albinism
bar, we compared it to the random networks with the same
number of nodes based on several basic indicators, including
average degree, network diameter, number of communities,
clustering coefficient, and average path length. The average
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degree represents the average distance between nodes. The
clustering coefficient is a coefficient indicating the degree of
node aggregation in a graph. The average path length is the
average shortest distance between all pairs of nodes in the
network.

Sentiment Polarity Analysis

Sentiment polarity analysis, commonly used in academia, mainly
includes a sentiment dictionary and machine learning. And the
frontier branch of machine learning is deep learning [55,56].
At present, the enhanced version of machinelearning algorithms
is widely used in sentiment analysis [57,58]. Therefore, we
selected 4 representative training classifiers of machinelearning
algorithms, including NB, support vector machine, convolutional
neura network, and long short-term memory. Sentiment polarity
was divided into 3 polarities. positive, neutral, and negative.
We first randomly chose more than 4000 corpora and then
marked them with one of these 3 sentiment polarities using

Table 1. Performance of the models for sentiment polarity classification.

Bi et a

Colabeler (Hangzhou Kuaiyi Technology Co Ltd, Hangzhou,
Zhgjiang, China), a labeling program. Then, we selected 1000
records marked with one sentiment polarity from 4000 corpora
for the sentiment classification model training. The corpus that
stated objective facts was marked as neutral. The others that
contained obvious sentiment words and emotions were marked
as positive or negative. In this process, we referred to the
Hownet sentiment lexicon [59] from the China National
Knowledge Infrastructure and the Chinese sentiment lexicon
and sentiment analyzer from the National Taiwan University
School of Dentistry [60]. As shown in Table 1, the long
short-term memory classifier performed best in the testing of
sentiment polarity for the remaining corpora, in comparison
with the 3 alternative machine learning algorithms. Finally, the
differencesin sentiment distribution between topicswas verified
using a Chi-square test executed in SPSS 20.0 (IBM Corp,
Armonk, NY).

Precision Recall F1 score
NB2 0.798 0.835 0.816
svmP 0.853 0.822 0.837
CNNE 0.801 0.823 0.812
LsTMY 0.916 0.916 0.916

3NB: naive Bayes.

bsvM: support vector machine.
CCNN: convolutional neural network.
dLsT™: long short-term memory.

Results

Basic Statistical | nfor mation

From 2012 to 2019, the number of posts and comments showed
the same trend: they increased during the early years of the

study, reached apeak in 2015, and subsequently declined (Figure
2). The findings revealed that the users preferred to use the
albinism community after 6:00 pm, with all other times similar
in frequency of use; there were only two small peaks at lunch
and dinner times, as shown in Figure 3.

Figure 2. Posts and comments about albinism in the online community in 2012-2019.
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Figure 3. Distribution of the comments in the online albinism community by hour of the day.
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Figure 4 showsthat the number of active usersincreased during  The superposition of the two curves shows a significant decline
the early years of the study period but peaked in 2016 andthen  in the number of active community members. The trend
declined. Furthermore, the number of “lost users’ increased remained obvious even after omitting the 2019 data. Figure 5
each year, indicating that the speed of user abandonment presents the average number of posts submitted by users each
increased, whereas the number of “new users’ increased at the  year, showing a decreasing trend year by year.

beginning and then decreased at a faster rate than it increased.

Figure 4. Number of usersin the online albinism community per year.
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Figure5. Average number of comments posted in the albinism community each year.
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Topic Evolution

As shown in Figure 6, the lowest perplexity was 36, which
determined the value of the parameter num_topics of the LDA

Bi et a

document topic generation model. For the details of these 36
categories, see Multimedia Appendix 1. Moreover, after merging
and sorting, the final classification labels were formed, with a
total of 8 categories, shown in Table 2.

Figure 6. Latent dirichlet allocation model topic number in a perplexity diagram.
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Table 2. The resulting 8 categories for the posts about albinism in the online community.

Number Category name Description

Examples

1 Daily sharing Sharing of daily life experiences (not included in
topics 2-8)

2 Family Sharing of daily life experiences from the perspective
of family members of people with albinism

3 Interpersonal communication Social contact requests

4 Social life & security Discussion of social impact or social commonality

5 Medical care Medical issues, such as treatment, examination, and
protection

6 Occupation & education Issues related to occupation or education

7 Beauty Issuesrelated to hair care, dyeing of hair, or makeup

8 Self-care Other issuesrelated to daily life (not included in

topics 3-7)

The weather is really good today!

It's unlucky to lose money.

| have an angel baby.

My child isdiagnosed with abinism, so desperate.
Let's make friends!

Arethere friends from Beijing? Thisismy QQ
number.

How do | apply for adisability certificate?
Where can | get free vision glasses?

What medical examination is needed?

What about nystagmus?

How about the income of the massage industry?
Does albinism not affect school ?

Can people with abinism dye their hair?

The younger sister's makeup isreally beautiful.
How to repair the computer?

How to register a game account?

After all the comments were classified as topics according to
the results of the topic category of the posts, the daily sharing
category accounted for the largest proportion (17,010/35,414,
48.03%) of the total comments, indicating that users were open
to expressing their feelings and daily life through social media
Medical care was the second most common subject discussed
by users, accounting for 12.04% (4264/35,414) of the total
comments posted. With regardsto this category, genetic testing,
prenatal testing, vision protection, skin protection, and treatment
were the major topics discussed. An indepth analysis of the

http://medinform.jmir.org/2020/5/€17813/
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corpus found that users were confused about methods of
protection and how to obtain them. Interpersonal communication
was the third most discussed topic among users, accounting for
11.20% (3966/35,414) of the comments posted. This reflects
the socia attributes of Baidu Tieba, with users searching for
suitable companions based on region, age, hobby, and disease
severity. Therewere also numerous exchangesin the occupation
& education category, representing 10.53% (3729/35,414) of
the total comments; these two aspects were observed to be a
severe annoyance for people with albinism. Visual impairment
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and fragile skin interfere with occupation and education. The
family and beauty categories accounted for 6.17% (2185/35,414)
and 5.00% (1771/35,414), respectively, of the posted comments.
The family category reflected the emotional expression among
family members. As the issues for family members are also
involved in the medical care and socia life & security aspects
for people with abinism, the proportion here is slightly lower.
Beauty reflected the patient’s pursuit of appearance and positive
attitude towards life, which can alleviate some practical issues.
The categorieswith the lowest number of commentswere social
life & security (1558/35,414, 4.40%) and self-care (931/35,414,
2.63%). The social life & security category included public
welfare activities, public events, policies, and regulations,
representing the maintenance of patients' rights and interests.

Bi et a

The absolute number of each topic corpus was affected by the
overal trend. Figure 7 shows the change in the proportion of 7
topic categories from 2012 to 2018; the daily sharing category
was excluded because its proportion far exceeded those of the
other categories. It can be intuitively seen that the number of
posts within the medical care, occupation & education, and
beauty categories dynamically increased during the study period.
Among the categories, the increase in the number of posts in
the medical care category is the most obvious. These 3
categories represent a certain degree of disease experience
sharing, indicating that the online al binism community provided
an effective platform for patients to solve problems to some
extent. The number of posts in the family category also
experienced an upward trend but declined in 2018. The number
of posts in the other 3 categories fluctuated or declined to
varying degrees during the study period.

Figure 7. Topic evolution by year, with each category reported as a proportion of the total comments per year.
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As shown in Table 3, we observed that the average degree and
clustering coefficient continued to decrease, while the network
diameter, number of communities, and average path length

Interpersonal communication
Medical care
- Beauty

increased. However, these results are better than that of random
networks with the same size from the perspective of user
interaction. Thisshowsthat thereisasmall world effect between
users, which can form effective communication, but this effect
isgradually decreasing.

Table 3. Basic statistics for the social network analysis, compared with those of a random network.

Year Number of users  Average degree Network diameter l\_lumber of communi- Clustering coefficient Average path length
ties

Study Random Study Random Study Random Study Random Study Random

network network network network network network network network network network
2013 629 5.67 16.08 7 10 6 8 0210 0.026 3.20 2.58
2014 951 7.00 23.70 8 10 9 10 0.176 0.025 321 245
2015 1268 6.78 31.73 9 10 13 11 0.136 0.025 3.36 2.36
2016 1472 5.99 36.98 8 9 13 10 0.113 0.025 351 231
2017 1415 481 35.46 10 10 13 10 0.097 0.025 381 2.32
2018 1212 3.98 30.37 11 9 16 10 0.077 0.025 4.35 2.37
2019 796 3.29 19.79 14 11 23 10 0.072 0.025 4.59 249
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Figure 8 presentsthe evolution of the community structurefrom
2012 to 2019, which reflects the distribution characteristics of
core edge. The node represents the users, and the node size is
proportional to the degree. Different communities are
distinguished by color. The edge represents the comment
relationship between users. The structural changes occurred

Figure 8. Changesin the community structure over time.
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from the core community to the core user as the principal part
in evidence. From 2012 to 2016, the number of communities
increased in the central region. Meanwhile, the scale expanded,
and the structure matured. From 2016 to 2019, the community
replaced by core users has become blurred in the central region,
while the number of core users has increased significantly.

2012-2013

2014-2015

Distribution of Sentiment Polarity

Daily sharing was the most active category (12,581/17,010,
73.96%) for expressing emotions, with positive emotionsbeing
observed the most often (7170/17,010, 42.15%), as shown in
Table 4. When users encounter eventsthat affect their emotions
in their daily lives, they tend to vent through social media. The
online albinism community is seen to provide a platform for
confiding with other people with albinism and their families.
In addition, the medical care category had the highest proportion
(1671/4264, 39.19%) of negative emotions. Most people with
albinism have skin and vision dysfunction, which causes a
number of practical issuesthat affect quality of life. The negative
emotions expressed in the medical care category arose from
issues mainly related to anxiety and worry, such as “Does this
disease only affect white-skinned people?’ and “How do | deal

2016-2017 2018-2019

with blurred vision?’ With regardsto the family category, there
weremany similar statementssuch as*| cry at home every day”
or “1 don’t know what to do” that conveyed feelings of sadness,
confusion, and hel plessness. Moreover, the social life & security
category had ahigh proportion of negative emotions (588/1558,
37.74%), twice that of the number of positive emotions. This
category is concerned mostly with public benefits such as the
distribution of visual aids, headth education, and offline
activities. However, many posts referred to the handling and
grading of disability certificates, socia discrimination issues,
and medica insurance, al of which are likely to increase
negative emotions. In addition, the statistical test results showed
a dtatistically significant difference in the distribution of

sentiment polarity between topic categories ()(214:1083.368,
P<.001).

Table 4. Results of the sentiment polarity analysis results for the 8 topic categories.

Topic category Positive, n (%) Neutral, n (%) Negative, n (%)
Daily sharing 7170 (42.15) 4429 (26.04) 5411 (31.81)
Family 609 (27.87) 888 (40.64) 688 (31.49)
Interpersonal communication 1321 (33.30) 1660 (41.86) 985 (24.84)
Social life & security 286 (18.36) 684 (43.90) 588 (37.74)
Medical care 1327 (31.12) 1266 (29.69) 1671 (39.19)
Occupation & education 1125 (30.17) 1313 (35.21) 1291 (34.62)
Beauty 617 (34.84) 551 (31.11) 603 (34.05)
Self-care 251 (26.96) 390 (41.89) 290 (31.15)

The number of posts with negative emotions in the family,
occupation & education, and self-care categories was dlightly
higher than the number of posts with positive emotions.
Therefore, we can infer that users encounter obstaclesin family
life, employment, and education. The interpersonal
communication category had more postswith positive emotions
(1321/3966, 33.30%) than with negative emotions (983/3966,
24.84%). M eeting acquai ntancesis one of the main reasonsthat
people with abinism join OHCs. Finally, there was no
significant difference in the proportion of posts with positive
(617/1771, 34.84%) or negative (603/1563, 34.05%) emotions
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in the beauty category, indicating that the user’s mood was
relatively stable when talking about makeup or hair coloring,
for example.

Discussion

Principal Findings

This study explored the topic characteristics and sentiment
distribution for an albinism community inthe Baidu TiebaOHC
from multiple dimensions using LDA, socia network analysis,
and sentiment polarity analysis. There were 8 hot topicsin the

JMIR Med Inform 2020 | val. 8| iss. 5 |€17813 | p.90
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

communication within the community, of which the daily
sharing topic category represented the largest proportion. The
socia network structure was not stable. Theimportance of core
users was gradually emerging. Emotional differences were
demonstrated in distinct topics, implying varying user attitudes
and statuses.

Solve Practical Problems

First, our study demonstrated that usersdesireto solve practical
problems using OHCs. Asobserved, patients are used to asking
for help from people with similar experiences. The increasing
proportion of topics on medical care, occupation & education,
and beauty was obvious. Among these topic categories, medical
care, including prenatal care and diagnosis, was the category
that the most users were concerned with, and patients with
albinism did not know where to go and what to do, causing
anxiety and stress. This suggeststhat patients would appreciate
more professional support, even a cure. In addition, physical
defects and social discrimination serioudly affected the quality
of life of patientswith albinism. They continue to demand ways
to ease, as much as possible, their daily lives, protecting their
rights and interests. Furthermore, users want to relieve social
issues by using OHCs to meet people in similar situations.
Surprisingly, we found that offline gatherings were mentioned
in the original corpora, which is aso helpful for further
communication between patients. Our results also show that
there are relatively close communities of users, which are
conducive to the transmission and resolution of information,
and the role of core users is gradually increasing across
boundaries of smaller communities.

Another survey reported that 62% of respondents recognized
the diagnosis, and 69% discussed online information with their
physician[61]. Obvioudly, the use of theinternet for health care
interactions may represent a necessity for patients with rare
diseases to better manage their complex health needs [62].
Furthermore, the creation of online communities for patients
and caregivers who share information about their disease may
empower them and facilitate participation in clinical trials
[63,64]. However, abinism communitiesdo not clearly identify
doctors from whom users can seek professional help.

Improve User Participation and L oyalty

Second, measures should be taken to improve user participation
and loyalty in OHCs for abinism. Actua participation in
albinism communitiesis <2% (3977/300,000), which isfar less
than the number of identified albinism patients. Most users
belong to the diving type, indicating that the content in the
community does not attract them or they do not have the courage
to express opinionsin the current environment. Our results show
a serious loss of users that has been sustained throughout the
past few years. The average number of annual comments
continues to decline, and users expectations and interest in
participating with such communication decrease. It should be
noted that this community is likely to disappear in the future,
if nothing is done to improve participation. Credibility is a
matter of great concern. Ascommonly agreed, the accuracy and
perceived credibility of OHCs is pivotal in facilitating social
relationships [65]. A positive correlation also exists between
community communication activity and information quality

http://medinform.jmir.org/2020/5/€17813/
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[66]. Therefore, low user participation and loyalty reflect this
crisis in the abinism community. The results of the social
network analysis show that the influence of core users is
gradually expanding, which provides opportunities for
professionals to influence the public. However, due to the
decline in the overall influence, it is difficult for us to clearly
understand the albinism community within this context,
especialy in the communication environment led by medical
staff and specialists.

Express Feelings

Third, patients with albinism are inclined to express their
fedlings, especialy negative fedings, in OHCs. The combination
of topic mining and sentiment polarity analysis revealed the
concernsof usersand their attitudes towards variousissues. The
sentiment analysis of the whol e corpus showed that 68.42% of
posts were emotional; there were 5 topics for which a negative
sentiment was more prevalent than a positive sentiment.
Therefore, users are used to expressing their feelings through
the internet. OHCs provide users with an environment for
communication, which is of great importance irrespective of
whether the user is a patient or an ordinary user. This is
consistent with the research of Delise et a [67], which
summarized 7 different perceived benefits of participating in
rare disease support groups, including giving and receiving
emotional support and having aplace to speak openly about the
disease and on€e’s fedlings. Furthermore, membership in online
groups can provide those living with long-term conditionswith
readily available access to self-management and emotional
support [68]. The most important positive and negative
sentiments were encouragement and worry, indicating that users
can get support in OHCs, which will help them overcome
difficulties. Negative emotions reflect the worrying situation
of patients with albinism and their families. The main issues
include a lack of medical-related knowledge, limited amount
of national policy on rare diseases, and inferiority caused by
the disease. This requires attention from social and medical
experts.

Strengthen the Construction

Finally, the construction of OHCs for albinism should be
strengthened to better meet the needs of patients. Based on our
analysis of the albinism community, the services from OHCs
did not meet the users demand. And this contradiction has
gradually intensified. Coincidentally, the situation in other
albinism communitiesin Chinaisalso serious. Moon KidsHome
[69], arelatively professional platform, is currently the largest
OHC for abinism in China. Owing to a lack of management,
thereis alot of advertising and spam, preventing the platform
from functioning normally. The population of patientsis small
and geographically scattered [70]. It is therefore difficult to
organize effective diagnosis and treatment services. We must
be aware of the necessity and urgency of building rare disease
OHCs. OHCs facilitate patients access to health care and
increase the availability of medical resources. Relevant medical
ingtitutions, companies, and government agencies should
establish and maintain professional OHCs in the field of rare
diseases, which can be single-species or comprehensive,
providing a better community environment for patients. OHCs
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can aso effectively assist health care providers in collecting
patient information. This information assists providers,
informaticians, and online health information entrepreneursin
helping patients and caregivers make informed choices [66].
Users of OHCs acquire knowledge and advice related to health
risk evaluation, disease prevention and diagnosis, and treatment
suggestionsfrom doctors[65]. In addition, patients may provide
self-tracking measurements of vital signs and other biological
or behavioral parameters that can be transmitted through the
internet and allow for richer information for clinical decisions
[71].

In developed countries, organizations focused on rare diseases
emerged earlier and developed more rapidly. In the field of
albinism, there are already some influential organizations, such
as the National Organization for Albinism and
Hypopigmentation [72], Albinism Fellowship [73], and
Albinism Europe, with patients being able to ask for help
through the network. Offline care activitiesare also carried out,
but there is dtill insufficient space to provide free
communication. Given China'slarge population, it isgenerally
believed that the country also has the largest population of
peopl e affected by rare diseases[74]. Furthermore, government
agenciesin Chinahaveissued the ChinasFirst List, which lists
121 rare diseasesto facilitate their management [75]. However,
the development gap of relevant domestic forums is obvious.
Patients with rare diseases and their families are vulnerable in
society and deserve more attention and care.

Implications

Thefocus of this study is patients with albinism who are easily
overlooked and misunderstood by health care providers. OHCs
provide the general public with an opportunity to increasetheir
awareness and understanding of the disease. Through topic
mining and sentiment analysis, we captured the needs of patients
relating to health care, beauty, and making friends. At the same
time, we clearly observed obstacles for patients in terms of
occupation, education, and socia activities, which illustrates
the inconvenience caused by physical differences and public
discrimination. Therole of the albinism community isgradually
disintegrating. Obvioudly, society needsto devote more attention
to patients with rare diseases. Relevant health care departments
should formulate effective countermeasures based on problems
revealed by the results of this study. In addition, this study
should also remind us to improve OHCs to satisfy the various
needs of patients. We should strengthen psychological
counseling viaOHCswhileimproving the living conditionsfor
patients with albinism. Of course, protecting the rights of
patients should also beamajor priority. All of theserequirethat

Bi et a

related agencies, such as medical institutions, companies, and
government agencies, establish more professional OHCs for
rare diseases based on international experience. In addition,
multisector cooperation would allow for the establishment of
normsfor the creation of OHCsfor rare diseases. Theresearch
results can only be used as areference for other rare diseases.

Limitations

Although findings are based on the conducted analysis, there
arestill several potential limitationsthat may encourage further
research efforts. First, because there arefew OHCsfor abinism
in China, this study has a limited amount of data, which will
have a certain effect on the outcome. Due to the limitations of
Baidu Tieba, the fields in which to crawl! for data have almost
no descriptive indicators for the user. Social network analysis
only focuses on the mutual connection of users. Second,
although the RAs were trained to mark the corporato ensure
the consistency of thelabeling results, the topic labeling process
was manual, which might introduce bias to the topic evol ution.
Third, during the labeling process of supervised learning, part
of the corpus had both positive and negative emotion
expressions. We mainly used its core sentiment for labeling.
This process could cause deviations in sentiment polarity to
some extent. However, this situation has little impact on the
overall distribution, as the corpora collected were mostly short
text. Finally, the sentimental polarity for albinism would change
over time due to the change in perception or attitude of the
Chinese society towards the patients' condition. However, such
an evolution was not reflected in our study, which could aso
lead to bias in the analysis and discussion of the sentimental
polarity to some extent.

Conclusions

The combination of topic mining, social network analysis, and
sentiment polarity analysis can effectively capture the topics
and emotional characteristics of OHC users. Thisstudy provides
new perspectives for understanding the needs and situations of
patients with rare diseases. The albinism community provides
a platform for free expression and consultation for Chinese
patients with albinism and their families. They have a great
demand for medical, inspection, policy, and other related
information. Further studies are needed to detect change and
the reasons for the sentimental polarity for albinism in OHCs.
In addition, research should explore how to strengthen the
cooperation of multiple partiesto better exert sufficient influence
androlesin OHCs. Meanwhile, studies should aso be conducted
to strengthen the understanding of the social adaptability and
psychology of rare disease groupsto better learn patient needs.
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Abstract

Background: Burnout (BO), acritical syndrome particularly for nursesin health care settings, substantially affectstheir physical
and psychological status, the institute’s well-being, and indirectly, patient outcomes. However, objectively classifying BO levels
has not been defined and noticed in the literature.

Objective:  The aim of this study is to build a model using the convolutional neural network (CNN) to develop an app for
automatic detection and classification of nurse BO using the Maslach Burnout Inventory—Human Services Survey (MBI-HSS)
to help assess nurse BO at an earlier stage.

Methods: We recruited 1002 nurses working in a medical center in Taiwan to complete the Chinese version of the 20-item
MBI-HSS in August 2016. The k-mean and CNN were used as unsupervised and supervised learnings for dividing nurses into
two classes (n=531 and n=471 of suspicious BO+ and BO-, respectively) and building a BO predictive modd to estimate 38
parameters. Data were separated into training and testing sets in a proportion 70%:30%, and the former was used to predict the
latter. We calculated the sensitivity, specificity, and receiver operating characteristic curve (area under the curve) across studies
for comparison. An app predicting respondent BO was developed involving the model’s 38 estimated parameters for a website
assessment.

Results: We observed that (1) the 20-item model yields a higher accuracy rate (0.95) with an area under the curve of 0.97 (95%
Cl 0.94-0.95) based on the 1002 cases, (2) the scheme named matching personal response to adapt for the correct classification
in model drives the prior model’s predictive accuracy at 100%, (3) the 700-case training set with 0.96 accuracy predicts the
302-case testing set reaching an accuracy of 0.91, and (4) an available MBI-HSS app for nurses predicting BO was successfully
developed and demonstrated in this study.
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Conclusions: The 20-item model with the 38 parameters estimated by using CNN for improving the accuracy of nurse BO has
been particularly demonstrated in Excel (Microsoft Corp). An app developed for helping nurses to self-assessjob BO at an early

stageisrequired for application in the future.

(IMIR Med Inform 2020;8(5):€16528) doi:10.2196/16528

KEYWORDS

nurse burnout; MBI-HSS Chinese version; receiver operating characteristic curve; convolutional neural network; Lz person fit

statistic

Introduction

Burnout in the Workplace

Burnout (BO) is acritical syndrome and problem in high-tech
service-oriented societies, particularly for nursesin health care
settings[1-4]. Many studies[5-11] reported that BO influences
an employee’s physical and psychological status [5-7], the
organizational well-being [8-11], and patient quality-of-care
outcomes [6,10].

Oneof themost popular BO inventoriesisthe Maslach Burnout
Inventory—Human Services Survey (MBI-HSS) [12,13]. More
than 1898 articles were found by searching the keywords
“Madach” and “burnout” on September 23, 2019. BO isdefined
by Maslach [12,13] as a syndrome of emotional exhaustion,
reduced personal accomplishment (PA), and depersonalization
that frequently occursin individual swho work in people-related
jobs, such health care and educational.

Maslach Burnout I nventory—Human Services Survey

The MBI-HSS [13] has been widely applied to measure
individual BO in numerous workplaces [4,11,14-16]. The
origina MBI-HSS is a 22-item inventory with a 7-point scale
(from never=0 to every day=6) to measure BO for workersin
arecent week [13]. The three BO subscales comprise 9 items
for emotional exhaustion, 8itemsfor personal accomplishment,
and 5 items for depersonalization. Despite the survey being
popularly used in social science, the cutting point for
determining BO substantially differs between culturesand health
care settings [15,17-21]. Accordingly, Maslach et a [22]
suggested that BO levels (low, moderate, and high) had different
cutting points in different countries and areas. Schaufeli and
Van Dierendonck [ 23] suggested having common cutting points
to compare BO levels among countries and aress.

Maslach and Jackson [13] suggested that the cutting points be
set a 54 for emotiona exhaustion, 48 for personal
accomplishment, and 30 for depersonalization using subscale
scores for measurement. Schaufeli and Van Dierendonck [23]
were critical of the fact that the scheme for determining BO
levelswas arbitrary based on the three groups that contained an
equal number of sample sizes [24]. Although Maslach and
Jackson [13] also suggested having valid criteria that can be
used for classifying BO levels, no such reasonable and viable
scheme has been accepted by practitionersin the past.

Convolutional Neural Network

Convolutional neura network (CNN) has had the greatest impact
within the field of health informatics [25]. Its architecture can
be described as an interleaved set of feedforward layers

https://medinform.jmir.org/2020/5/€16528

implementing convolutional filters followed by reduction,
rectification, or pooling layers[26-28]. For each layer, the CNN
crestesahigh-level abstract feature. Whether the CNN, afamous
deep learning method, can improve the prediction accuracy (up
to 7.14%) [28] on nurse BO classification is worthy of study.

Online Classification Using Smartphonesis Required

Aswith al forms of web-based technology, advancesin mobile
health communication technology are rapidly increasing [29].
Until now, there has been no app for smartphones to classify
nurse BO levels. If the CNN BO model’s parameters have been
estimated by the CNN algorithm, the classification of nurse BO
by responding to the MBI-HSS can aert individual nurses more
accurately and warn them to alleviate their mental strain before
it becomes a serious BO problem.

Study Aims

Theamsof our study areto (1) estimate the model’s parameters
using CNN based on nurse responses to the MBI-HSS and (2)
design an app for smartphones based on a website assessment
of nurse BO.

Methods

Data Source

Study Sample and Demographic Data

If the confidence level and intervals were set at 0.05 and +5%
and applied to the population of 1850 registered nurses in a
hospital, 318 participants are required for the sasmple size[30].
We estimated the rate of refusal to respond will reach 40%. The
minimum number for the study sample size will be 540
(318/[1-0.4]).

We delivered 40 copies each of the MBI-HSS BO survey to 32
nursing units. A sample of 1255 registered nurses with at least
1 month experience in the Chi Mei Medical Center (Taiwan)
was randomly selected to complete the Chinese version of the
20-item MBI-HSS [3] in August 2016. A total of 1002
participants were eligible, for areturn rate of 79.9%.

Featured Variables

Featured variables consist of the 20 items (called the 20-item
mode! in which the responsein the subscal e of reduced personal
accomplishment has been reversed to be the higher score
denoting the more serious BO problem) on the classification of
nurse BO levels (ie, suspicious BO+ and BO-). The 1002
participants were split into training and testing sets in a
proportion (70%:30%), and the former was used to predict the
latter. The dataare shown in Multimedia Appendix 1. Thisstudy
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was approved and monitored by the Chi Mel Medical Center
institutional review board (10704-003). All hospital and study
participant identifiers were stripped.

Unsupervised and Supervised L earnings

Unsupervised learning indicates agnostic aggregation of
unlabeled data sets yielding groups or clusters of entities with
shared similarities that may be unknown prior to the analysis
step [31,32] (eg, clustering dimensionality reduction using
principle component analysis or k-mean clustering). The k-mean
clustering aims to partition n observations into k clusters, in
which each observation belongs to the cluster with the nearest
mean [33]. In contrast, supervised learning employs labeled
training data sets (Iabeled/supervised by subject experts or by
the objective k-mean clustering) to yield a qualitative or
guantitative output [31,34].

Figure 1. Interpretation of the convolutional neural network algorithm.

()Input

(ii)pooling

Leeetd

In this study, the k-mean was used as unsupervised learning for
clustering participants into two classes (n=531 and n=471 for
suspicious BO+ and BO-, respectively). CNN was applied as
supervised learning to build a BO prediction model for
estimating the 38 parameters.

Convolutional Neural Network Applied in This Study

CNN is a variant of the standard multilayer perceptron,
especialy used for pattern recognition compared with
conventional approaches [35] due to its capability in reducing
the dimension of data, extracting the feature sequentially, and
classifying one structure of the network [36]. The basic CNN
model wasinspired in 1962 from the visual cortex proposed by
Hubel and Wiesel [35]. For ssimplifying the CNN concept and
process, we present it in Figure 1. Detailed information on
interpretation is provided in Multimedia Appendix 2.

(iii) modeling

A Sequential order for CNN: parameters modeled by step 6,7. Residuals:
label: |1 7 13[19 25 31 D wio Pool1 pl10 _ ) _
01 |2 81420 26 32 wIlwldwi7| p11 p12 Sigmoid function
or 3 91521 27 33| Filter 1|wl2 wl5wl18| p13 p14 =1/(1+exp(-1*01)
(L0 14710 16]22 28 34 wl3wléwl9| p15 p1e | | forsl
511 17(23 29 35 W20 pl7 pl8
6 12 18(24 30 36 w21 w24 w27 jl'd
m1l Filter 2w22 w25 w28 |Pool 2 p20 umg:(':f:;)
B Input 0 01 1 00 1 w23 w26 w29 p21 p22 —->[1'0 o:r [0,1]
layer [1 0 0,0 0 O "1 p23 p24
0 001 1 0f “1p25 p26 5.
1 100 11 p27 p28 Ri=sumxmy2(L,S)/2
0 110 00O Pooling layer Total R=sum(Ri)
0 000 11 EfromC Output layer ifromlto n
Output sigmoid
C Feature |711 212|215 z16 Pl yll y12| y [O1 sl 0ifsl>s2 0.
map  |z13 714|717 z18 ~ _ |y13 y14 3 02 s2 [1lifs2>sl Min(Total, R)
Zig Zig zi? z]Z-I.(E L} y21 y22 .01=sumproduct(E,p1)+p10 .
Z21b zll|z.F 2 p2 Max|y23 y24 02=sumproduct(E,p2) +p20 F Modeling
BD ->zll=sumproduct(F1,m11)+w1l0 y11= 11,z12,z13,z14 Output
BD ->z21=sumproduct(F2,m11)+w20 §21=$:;E;21;22;23;24; layer parameters

Tasksfor Performing Convolutional Neural Network

Task 1. Comparison of Prediction Accuraciesin Two
Modes

Two sets of featured variables (ie, 20 with the traditional
accurate rate and 100% rate) on 1002 cases were mirrored to
compare the prediction accuracies (eg, sensitivity, specificity,
and receiver operating characteristic (ROC) curve [area under
the curve, AUC]) using the CNN algorithm.

In contrast to the traditionally predictive method, we use the
known responses and their corresponding labels (ie, suspicious
BO+ or BO-) tobuild amodel for predicting the unknown label
of the specific responses. The reason for reaching a 100%

https://medinform.jmir.org/2020/5/€16528

RenderX

accuracy rate on the known responses and their corresponding
labels in the training set isto avoid letting the CNN fail in the
classification of the known responses in the future. A scheme
named matching personal response scheme to adapt for the
correct classification in the model (MPRSA) is designed for
driving the model’ s accuracy toward 100%. The way we applied
the MPRSA is presented for achieving this 100% goal if the
same response string is encountered in the future: the MPRSA
isregarding the original responses (eg, the 20-item string coded
as 9223372036854775807) that are linked to the correct label
in the validation or testing set through which all cases in the
training set would reach a 100% accuracy rate if the cases are
present in the testing set.
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Task 2: Validation Compared With the Training and
Testing Sets
The 1002 cases were split into training and testing sets in a

proportion of 70%:30%, and the former was used to predict the
latter. The accuracy ratesin these two sets were compared.

Task 3: App Detecting Burnout for a Web-Based
Assessment

A 20-item self-assessment app using participant mobile phones
was designed to predict nurse BO using the CNN algorithm and
the model parameters[37]. The resulting classification appears
on smartphones. The visua representation with binary (BO—
and BO+) category probabilitiesis shown on adashboard using
Google Maps to display.

Leeetd

Statistical Tools and Data Analysis

MedCalc 9.5.0.0 for Windows (MedCalc Software) was used
to cal culate the sensitivity, specificity, and corresponding AUC
using logistic regression when the observed labels (ie, O for
BO- and 1 for BO+) and the predicted probabilities (ie, the
continuous variablein step 3 calculated by the sigmoid function
in the output layer in Figure 1) were applied. A visual
representation displaying the classification effect is plotted using
two curves (ie, one from the | eft-bottom to the right-top corner
denotesthe success[BO+] feature and another from the | eft-top
corner to the right-bottom side as the failure attribute). The
study flowchart and the CNN modeling process are shown in
Figure 2 and Multimedia Appendix 2, respectively.

Figure 2. Study flowchart. CNN: convolutional neural network; MPRSA: matching personal response scheme to adapt for the correct classificationin

the model.
Start
Scenarios  (Accuracy)
Sample —» (CNN « A.20 items(95%)
( 1002 cases) (Deep learning)
38 parameters B.-Matchihg
Y personal
response
M h ) string to adjust
obile phone (MPRSA)(100%)
Results Thehighest in nurse hierarchy isN (132/1002, 13.2%), followed

Demographic Data of Participants

The demographic data of the nurses are shown in Table 1. We
can see that females accounted for 93.1% (933/1002) of the
participants. Most participants had a bachelor’'s (university)
degree (892/1002, 89.0%). The single accounted for 59.5%
(596/1002), and the married (399/1002, 39.8%). Among the
nurses, 37.3% (37/1002) had work experience outside the study
hospital, while 62.5% (627/1002) had none.

https://medinform.jmir.org/2020/5/€16528

RenderX

by N1 (134/1002, 13.4%), N2 (272/1002, 27.1%), N3 (248/1002,
24.8%), and N4 (215/1002, 21.5%). The top two jab titles are
nurse (797/1002, 79.5%) and leader (149/1002, 14.9%).

The average age for the sample is 32.6 (SD 7.2) years, ranging
from 23 to 56. The average work experience in other hospitals
reaches 15.1 (SD 28.5) months.

The workload in terms of the number of patients cared for in a
week by each nurse averages 11 (SD 19.1). The mean for
non-care affairs in aweek reaches 4 hours (SD 5.8). The mean
of nursing care is 9 (SD 2.7) hours per week. The average
number of a patient cared for is9 (SD 12.1).
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Table 1. Demographic data of the study sample.
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Variable and type Value
Gender, n (%)

Male 69 (6.9)

Female 933 (93.1)
Education, n (%)

L ess than university 46 (4.6)

University 892 (89.0)

Graduate school 64 (6.4)
Marital status, n (%)

Single 596 (59.5)

Married 399 (39.8)

Divorced 7(0.7)
Work tenure, n (%)

Without 627 (62.6)

With 375 (37.4)
Nurse hierarchy, n (%)

N (<1 year experience) 133(13.3)

N1 (Fundamentals of Nursing) 134 (13.49)

N2 (Critical Carein Nursing) 272(27.1)

N3 (Holistic Care and Teaching) 248 (24.8)

N4 (Specialist Nursing and Research) 215(21.5)
Job title, n (%)

Nurse 798 (79.6)

L eader 147 (14.7)

Assistant head nurse 30(3.0)

Head nurse 27 (2.7)

Age, mean (SD), range

Work experience outside hospital (month), mean (SD), range
Average hours spent in non-care affairs per week, mean (SD), range
Average weekly hours spent in nursing care, mean (SD), range

Average daily patient care, mean (SD), range

32.6(7.2), 23-56
15.1 (28.5), 0-180
3.9(5.8), 0-60
9.2(2.9), 1.5-70
9.5 (12.1), 0-120

Unsupervised L earningsUsingtheK-Mean Clustering

A visual representation displaying the classification effect is
plotted using the box plot (Figure 3). We can see a smaller
number of cases with suspicious BO— having a higher total

https://medinform.jmir.org/2020/5/€16528
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score, and a smaller number of cases are misclassified as BO+
(12.1%) and BO- (9.6%). In contrast, the sensitivity and
specificity are 90.4% and 87.9%, respectively. The cutting point
is set at 43 with an AUC 0.96 (bottom, Figure 3) if the
unsupervised learning approach is applied.
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Figure 3. Two study groups divided by the k-mean algorithm (A) and receiver operating characteristic curve (B).
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The MPRSA applied to the bottom pattern in Table 2 drives the
model’s accuracy at 100%.

Comparison of Prediction Accuraciesin Two Modes Validation Compared With the Training and Testing
The 20-item mode! yields ahigher accuracy rate (0.95) withan — getg

AUC 0.98 (95% CI 0.97-1.00) higher than that of the 20-item
model with an accuracy of 0.95 and an AUC 0.97 (95% ClI
0.96-0.99) based on the 1002 cases.

Tasksto Compare the Accuracy Between Modes

The 700-case training set with 0.96 accuracies predicts the
302-case testing set reaching an accuracy of 0.91 (Table 3).

Table 2. Three scenarios applied to convolutional neural network for the prediction of nurse burnout (n=1002).

Sample True condition
BO+2 Bo_b BO+/row # BO-/row #

Scenario A (only 20 items)
Positive 507 26 0.95 0.05
Negative 24 445 0.05 0.95

Scenario B (Scenario A and MPRSA®) training
Positive 531 0 1.00 0
Negative 0 471 0 1.00

330+: suspicious for burnout.
B0 not suspicious for burnout.
°MPRSA: matching personal response scheme to adapt for the correct classification.
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Table 3. Training and testing effects.
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Sample True condition
BO+2 BO-L BO+/row # BO-/row #

Scenario A (20 items) training, n=700

Positive 362 15 0.96 0.04

Negative 10 313 0.03 0.97
Scenario B (20 items) testing, n=302

Positive 147 16 0.90 0.10

Negative 11 128 0.08 0.92

8B0+: suspicious for burnout.
bBO-: not suspicious for burnout.

App Detecting Burnout for a Web-Based Assessment

An MBI-HSS app for nurses predicting BO was developed
(Figure 4). Interested readers are invited to scan the QR code
to practice the MBI-HSS app on their own. It is worth noting
that all 38 model parameters are embedded in the 20-item CNN
model for classification of either suspicious BO+ or BO- once
all 20 items have been responded to.

Figure 4. Screenshot of the mobile phone app.

One resulting example is present in Figure 5, from which we
can see that the BO—with a high probability (0.99) is shown on
the curve of the failure from the left-top to the right-bottom
corner. The sum of both probabilities (ie, BO+ and BO-) equals
1.0. The odds can be computed by the formula
(p/[1]=0.01/0.99=0.01), i ndicating the nurse with an extremely
low probability or tendency toward BO+.

| don’t care what happens to some patients ®
Every day ®
A few times a week &}
Once a week Q
A few times a month L
Once a month or less a
A few times a year Q

https://medinform.jmir.org/2020/5/€16528

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€16528 | p.103
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Figure5. Theresult of ng nurse burnout.
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Discussion

Principal Findings

We observed that (1) the 20-item model yields ahigher accuracy
rate (0.95; AUC 0.97, 95% CI 0.94-0.95), (2) the MPRSA drives
the model’s prior accuracy at 100%, (3) the 700-case training
set with 0.96 accuracy predicts the 302-case testing set reaching
an accuracy of 0.91, and (4) the MBI-HSS app for nurses
predicting BO has been devel oped and demonstrated.

The MBI-HSS is the most widely used tool for measuring BO
intheworld[11,14-16]. More than 1898 articles were found by
searching the keywords“Maslach” and “ burnout” on September
23, 2019. However, none provided an acceptable scheme to
classify BO levels (ie, BO+ and BO- or low, moderate, and
high).

Maslach and Jackson [13] provided a cutting point scheme (ie,
54 for emotional exhaustion, 48 for persona accomplishment,
and 30 for depersonaization; around 40=132/3*20/22)
approximately equal to 43 (based on 20 items using subscale
total scores; see Figure 3) in this study. Although Schaufeli and
Van Dierendonck [23] doubted that the cutting points proposed
by Maslach and Jackson [13] were arbitrary only on the
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assumption of an equal sample size across the levels (ig, high,
moderate, and low), our cutting point at 43 is derived through
the k-mean clustering.

However, no matter which cutting point schemeis applied, that
of Maslach and Jackson [13] or this study (eg, in Figure 3),
misclassifications must exist dueto their typel (a) and 11 (1-3)
errors. In contrast, the CNN predictive model combined with
the MPRSA mentioned in Methods regarding task 1 (100%
accuracy rate isrequired) can minimize thetypel and Il errors
toward zero (eg, Table 2), which is one of the features of this
study.

Implications and Future Work

CNN can improve prediction accuracy (up to 7.14%) [28]. In
this study, sensitivity and specificity have been improved. So
far, we have not seen anyone using the CNN approach to predict
nurse BO intheliterature, which isabreakthrough, and thefirst
feature of this study.

Over 708 articles have been found using the keyword
“convolutional neural network” (Title) searched in PubMed
Central on September 23, 2019. None used Microsoft Excel to
performthe CNN. Theinterpretationsfor the CNN concept and
process or the parameter estimations are shown in Figure 1,
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Multimedia Appendix 2 and 3, and in the app [38], which isthe
second feature of this study.

Using Microsoft Excel to perform CNN is the third feature of
this study (Multimedia Appendix 1), which was rarely seen
applicablein the literature.

Because the principle for concerning more with the vital few
and less with the trivial numerous is emphasized in the quality
control process, we propose the MPRSA as the fourth feature.
Weincorporated the original responsesinto the model to let the
label be correctly classified by the CNN, through which all
caseswith afalse prediction in thetraining set would be adjusted
asatrue prediction, reaching a 100% accuracy rate if the cases
reoccur in the testing set.

Furthermore, the curves of category probabilities based on the
Rasch rating scale model [39] are shown in Figure 4. The binary
categories (eg, success and failure on an assessment in the
psychometric field) have been applied in health-related outcomes
[40-44]. However, none provided the animation-type dashboard
showing on Google Maps, aswe did in Figure 4.

Strengths

Itiseasy to set up the nurse BO online assessment if the designer
uploads relevant and appropriate audio and visual files to the
corresponding questions of the database. We applied the CNN
algorithm aong with the model’s parameters to design the
routine on an app that is used to detect BO risk for nursesin
hospitals (Figure 4), which has never been seen before for the
MBI-HSS [13] implemented on mobile phones.

Aswith all forms of web-based technology, advancesin health
communication technology are rapidly emerging [29]. Mobile
online BO assessment is promising and worth considering in
many fields of health assessment. An online BO assessment
(Figure 4) can be applied to inform examinees quickly about
when and whether they should take actions or follow up to see
apsychiatrist and how to improve their behaviors and attitudes
given that their lifestyle is not changed [4]. The online BO
assessment is promising, and it is worth using for promoting
nurses health literacy by using the animation-type assessment
on smartphones. Interested readers are recommended to scan
the QR codes on Figure 4, one for the app and another for the
M P4, and see the details about responding to questions and the
real experience on answering the 20-item MBI-HSS for a
website assessment.

The CNN module on Microsoft Excel is unique and innovative
(Multimedia Appendix 1). Users who are not familiar with the
CNN software (eg, Python) can apply our Excel Visual Basic
for Applications module to conduct CNN-related research in
thefuture. Themoduleisnot limited to the binary classification.
The multiclassification module can be done by adding the layers
on CNN. That is, two categories require two input layers and
two pooling layers. Similarly, three categories need three input
layers and three pooling layers (Figure 1 and Multimedia
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Appendix 1 and 2). Any other types of self-assessment, such
as work bullying, depression, and dengue fever, can apply the
CNN model to predict and classify the levels of harmfulness
and disease in the future.

Limitations and Suggestions

Our study has somelimitations. First, although the psychometric
properties of the 20-item MBI-HSS have been validated for
measuring nurse BO in Taiwan [3] after removing item 14 (I
feel | am working too hard on my job) and item 22 (I feel
patients blame me for some of their problems), there is no
evidence that supports that the 20-item MBI-HSS is suitable
for nurses in other regions. We recommend additional studies
using their own k-mean agorithm and the CNN model to
estimate the parameters and see the difference (eg, the cutting
point at 43 in Figure 3).

Second, we have not discussed any improvement in predictive
accuracy. For instance, whether other featured variables (eg,
themean, SD, and Lz index [44,45]) applied to the CNN model
can increase the accurate rate is worthy of further study. Future
studies are needed to look for other variables that can improve
the power of the model prediction.

Third, the study was based on previously published [3] research
using the 20-item MBI-HSS. All of the datawere sampled from
similar health care settings. If any environment or condition is
changed (eg, other professionals or workplaces), the result (eg,
the model’s parameters) must be different from this study.

Fourth, the MBI-HSSisathree-dimensional construct. Usually,
theitem difficulties should befirst calibrated by using the Rasch
ConQuest software [46]. The CNN model [47] can ignore the
issue of dimensionality and gain a favorable prediction effect
that should be verified and ensured in the future.

Finally, the study sample was taken from Taiwanese datain a
nurse survey. The moddl parameters estimated for the MBI-HSS
Chinese version are only suitable for the Chinese (particularly
for Taiwanese) society in heath care settings. Generaizing
these BO assessment findings (eg, the cutting point at around
43; see Figure 3) might be somewhat limited and constrained
because the sample merely consisted of nurses working for
inpatients. Additional studies are needed to reexamine whether
the psychometric properties of the BO assessment are similar
to that of other worksitesin (or out of) a hospital.

Conclusion

We illustrate features and contributions in this study: (1) CNN
performed in Microsoft Excel, (2) MPRSA applied to increase
the model’s prior prediction accuracy, (3) an online app
demonstrated to display results using a visual dashboard on
Google Maps, and (4) the category probability curves based on
Rasch rating scale model first observed in the CNN prediction
model. The novelty of the app with the CNN agorithm improves
the predictive accuracy of nurse BO. It isexpected to help nurses
self-assessjob BO at an early stage in the future.
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Abstract

Background: Autism spectrum disorder (ASD) is a complex neurodevelopmental disorder with an unknown etiology. Early
diagnosis and intervention are key to improving outcomes for patientswith ASD. Structural magnetic resonanceimaging (SMRI)
has been widely used in clinicsto facilitate the diagnosis of brain diseases such as brain tumors. However, SMRI isless frequently
used to investigate neurological and psychiatric disorders, such as ASD, owing to the subtle, if any, anatomical changes of the
brain.

Objective: This study aimed to investigate the possibility of identifying structural patternsin the brain of patients with ASD as
potential biomarkersin the diagnosis and evaluation of ASD in clinics.

Methods: We developed anovel 2-level histogram-based morphometry (HBM) classification framework in which an algorithm
based on a 3D version of the histogram of oriented gradients (HOG) was used to extract features from sMRI data. We applied
this framework to distinguish patients with ASD from healthy controls using 4 datasets from the second edition of the Autism
Brain Imaging Data Exchange, including the ETH Ziirich (ETH), NY U Langone Medical Center: Sample 1, Oregon Health and
Science University, and Stanford University (SU) sites. We used a stratified 10-fold cross-validation method to evaluate the
model performance, and we applied the Naive Bayes approach to identify the predictive ASD-related brain regions based on
classification contributions of each HOG feature.
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Results: On the basis of the 3D HOG feature extraction method, our proposed HBM framework achieved an area under the
curve (AUC) of >0.75 in each dataset, with the highest AUC of 0.849 in the ETH site. We compared the 3D HOG algorithm with
the original 2D HOG agorithm, which showed an accuracy improvement of >4% in each dataset, with the highest improvement
of 14% (6/42) inthe SU site. A comparison of the 3D HOG algorithm with the scale-invariant feature transform a gorithm showed
an AUC improvement of >18% in each dataset. Furthermore, we identified ASD-related brain regions based on the SMRI images.
Some of theseregions (eg, frontal gyrus, temporal gyrus, cingulate gyrus, postcentral gyrus, precuneus, caudate, and hippocampus)
are known to be implicated in ASD in prior neuroimaging literature. We also identified less well-known regions that may play
unrecognized rolesin ASD and be worth further investigation.

Conclusions: Our research suggested that it is possible to identify neuroimaging biomarkers that can distinguish patients with
ASD from healthy controls based on the more cost-effective sSMRI images of the brain. We also demonstrated the potential of
applying data-driven artificial intelligence technology in the clinical setting of neurological and psychiatric disorders, which

usually harbor subtle anatomical changes in the brain that are often invisible to the human eye.

(JMIR Med Inform 2020;8(5):€15767) doi:10.2196/15767

KEYWORDS

autism spectrum disorder; magnetic resonance imaging; neuroimaging; brain; histogram of oriented gradients; cluster anaysis,

classification; machine learning

Introduction

Background

Autism spectrum disorder (ASD) is a heterogeneous disorder
characterized by social impairments, communicative deficits,
and restricted, repetitive behaviors. According to the 2018
Centers for Disease Control and Prevention report on autism,
approximately 1% (1/59) of US children aged 8 years have been
diagnosed with ASD, which represents an increase compared
with previous reports [1]. The diagnosis and intervention costs
of ASD are growing in concert with the increasing preval ence.
A recent study predicted that treatment costs will rise to US
$461 billion in 2025 if the prevalence rate of ASD holds steady
at present rates and that costswill riseto US $1 trillion by 2025
if the prevalence rate of ASD continues to steeply rise as seen
over the last decade [1]. However, concerns have been raised
about the accuracy and validity of thereported increasein ASD
prevalence, as many other neurobehavioral conditions, as well
as variations in developmentally normal behaviors, share
common features with ASD and may be misdiagnosed as ASD
[2]. Inappropriate ASD diagnoses, and therefore potentially
inappropriate applications of ASD-related therapies, stand to
increase economic burden. Conversely, deferred or missed ASD
diagnosis in children meeting the diagnostic criteria, which
appearsto be aparticular problem for certain sociodemographic
[3] and clinical groups[4], lead to adelay in receipt of services
and place children at risk for worse outcomes. Therefore,
appropriate and early ASD diagnosis and intervention is of
crucial importance to improve prognostic outcomes and reduce
€conomic Costs.

ASD is now diagnosed mainly by clinica behavior-based
approaches, which incorporate standardized tools such as the
Autism Diagnostic Observation Scale and Autism Diagnostic
Interview-Revised scale. However, this approach is subjective
and time consuming [5]. Although it has been reported that
ASD hasastrong genetic basis, genetic markersare not currently
used in the diagnostic process as ASD etiology is complex and
the full complement of autism-associated genes is unclear. As
magnetic resonanceimaging (MRI) isawidely used noninvasive

https://medinform.jmir.org/2020/5/€15767

examination method to detect brain abnormalities in clinica
practice, there is much interest in its potentia to improve or
refine the ASD diagnostic process. In clinics, structural MRI
(sMRI) has been successfully used to facilitate the diagnosis or
treatment of space-occupying lesions such as tumors [6,7].
However, the structural changes of the brain in neurological
and psychiatric disorders are not as salient as tumors; thus, it is
difficult for cliniciansto discover the subtle anatomical changes
inthe brain. Many studies have focused on finding the functional
connectivity abnormalities in the brain using functiona MRI
(fMRI). Indeed, investigators have explored the use of fMRI to
identify ASD. For example, Guo et al [8] developed a deep
neural network model using the functional connectivities
between brain regions based on the resting-state fMRI. Price et
al [9] combined dynamic functional connectivity featuresin a
multinetwork algorithm to classify childhood autism. Huang et
al [10] fused multiplefunctional connectivity networksfor ASD
diagnosis. However, athough fMRI can image cerebral
hemodynamics with high spatial resolution, the high cost may
limititspotential asawidely used ASD diagnostic tool in clinics
[11]. More importantly, it is difficult to interpret the functional
connectivity-based results owing to theimpact of the underlying
brain structure, cognitive state, and subject motion during data
acquisition [12]. Furthermore, arecent study suggested that the
statistical software used to analyze the raw data from fMRIs
might be significantly flawed [13].

Compared withfMRI, sSMRI haslessdatarequirements, ismore
commonly used in clinical settings, and is more amenable to
populations for whom compliance is a challenge as it can be
performed under sedation. Many ASD sMRI studies have used
morphometric features, such as brain surface area, volume, and
thickness, to distinguish ASD from control images[14,15]. For
example, arecent study of infants at high risk for ASD found
hyperexpansion of the cortical surface areaand expanded brain
volumes in those later diagnosed with ASD [16]. In addition,
some studies have made strides toward elucidating ASD brain
morphology. Specifically, Bigler et al [17] observed differences
in the frontal lobe, parietal 1obe, temporal lobe, limbic system,
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and cerebellum structuresfor patientswith ASD versus healthy
controls.

Related Work

Although sMRI images can provide brain anatomical change
information, errorsin interpretation can occur owing to difficulty
in verifying these subtle changes solely by visual examination.
In addition, asthereis abundant genetic, phenotypic, and clinical
heterogeneity among individual swith ASD, these morphometric
features alone are insufficient for diagnosing ASD in clinical
settings given that each individual feature is unlikely to be
present in thefull range of individuals meeting the ASD criteria.
To address such barriers, in recent years, machine learning
algorithms have been developed to identify underlying brain
change patternsin other neurobehavioral conditions marked by
similar degrees of heterogeneity. When applying machine
learning algorithms to SMRI data, image features representing
the sMRI image need to be extracted first. Some of these
features are adapted from traditional morphology approaches,
while others are developed specifically for machine learning
approaches. The traditional morphometric features can be
classified into region of interest (ROI), voxel-based
morphometry (VBM) [18], surface-based morphometry (SBM)
[19], deformation-based morphometry (DBM) [20], and
tensor-based morphometry (TBM) [21,22]. Unfortunately, the
ROI, VBM, SBM, DBM, and TBM approaches all have
significant limitations. Owing to requiring manua or
semimanual delineation of brain regions, the ROl process may
be labor intensive and time consuming [23]. The performance
of VBM, DBM, and TBM methods is highly sensitive to
registration accuracy, which is difficult to achieve [24], and is
reliant on deformation registration, which may cause
over-alignment problems [25]. The SBM method is unable to
admit subcortical structures, such as the amygdala and basal
ganglia, which may play crucia rolesin ASD [26]. To address
the limitation of traditional image features discussed earlier,
local image features developed specifically for machinelearning
approaches, such as scale-invariant feature transform (SIFT)
[27], do not depend on precise deformation registration. SIFT
is assumed to be invariant to image trandation, scaling, and
rotation and robust to local geometric distortion, which has
already been applied to analyze brain images [25,28-31].
However, SIFT itself has several shortcomings. Although SIFT
can improve classification accuracy compared with traditional
morphometry features, it uses an expert-designed approach to
identify visually salient changes that may not relate to the
disease. Moreover, SIFT can only describe the characteristics
of alimited number of key points and the regions around the
key points. However, given that abnormal brain regions in
neurodevelopmental disorders/diseases may occur in any
position and may be very small, they may be overlooked by the
SIFT modality.

Given the above limitationsin traditional image featuresaswell
as SIFT, another prominent local imagefeature called histogram
of oriented gradients (HOG) [32] has been widely used in
computer vision applications (eg, human detection [33,34],
vehicle classification [35,36], traffic sign detection [37], pose
estimation [38], and general image classification [39]). ASHOG
can describe the distribution of intensity gradients or edge
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directions well, it is useful for characterizing local object
appearance and shape [32]. In addition, as HOG features can
filter most of the nonessentia information (eg, a constant
colored background) while providing an output of multiple
bidimensional histograms for a brain region to reflect the
changes within a brain region, HOG features are good at
reflecting small or subtle anomalies that may be ignored by
SIFT. In prior studies, HOG has generally been used to describe
2D images. Although 2D HOG can be applied to a 3D image,
the 3D image needsto be dliced into aseries of 2D imagesalong
a certain orientation, which can be problematic as changes
induced by the disease may be evident only at specific
orientations. Fortunately, a recently developed modality called
3D HOG can be analyzed directly inside the 3D volumetric
image, which alows image gradient information for the
abnormal region to be kept in a more discriminative 3D form
and therefore improves classification performance.

Objectives

To address the unique challengesinherent in the neuroimaging
studies of ASD, we therefore proposed a novel 2-level
classification framework called histogram-based morphometry
(HBM), which is based on the 3D HOG feature extraction
method. Instead of processing the whole brainimage, wedivided
theentire braininto afew local regionswith agiven size, which
is the foundation of our 2-level hierarchical framework. The
first-level classifier is designed for the local regions related to
diseased or healthy status, while the second-level classifier or
final classifier isfor the entire brain that is represented with the
concatenation of each region’sstatus. The 3D HOG iscomputed
not for the entire brain but for each local brain region. By using
the HBM classification framework, we can classify individuals
as patients with ASD or hedlthy controls. Moreover, the
classification contribution of each local HOG feature can be
calculated and those features contributing most to the disease
classification result can be used to distinguish the predictive
brain regions associated with ASD.

This paper has presented the development of the 3D HOG and
HBM methods, aswell astheir application to ASD datasets. In
the Methods section, we have described the data source, data
preprocessing, 3D HOG featuredesign, 2-level HBM framework
development, and the experimental design. In the Results
section, we have discussed the experiment results derived from
theanalysisof datafrom the second edition of the Autism Brain
Imaging Data Exchange (ABIDE Il) [40]. We have concluded
by contextualizing our results and discussing the outlook for
future ASD neuroimaging research.

Methods

Data Acquisition and Preprocessing

In thisstudy, weused SMRI datafrom ABIDE I, which includes
19 datasets collected at 18 sites (2 datasets were collected at the
same site) and 1114 subjects (521 patients with ASD and 593
healthy controls). For each subject, the ABIDE |l datasets
consist of resting-statefMRI images, T1-weighted SMRI images,
and phenotypic information. Some sites also include diffusion
tensor imaging datathat may be used to investigate the structural
abnormalities of white matter. As an enhancement to the first
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edition of the Autism Brain Imaging Data Exchange (ABIDE
) datasets, ABIDE Il provides greater phenotypic
characterization than ABIDE | datato better address the 2 key
sources of heterogeneity: psychiatric co-occurring illness and
female sample percentage [40]. The inclusion and diagnostic
criteriafor patientswith ASD and healthy controls are different
between each site, and details of the criteria are described in
the study by Martino et al [40]. From the 17 datasets, we chose
4 datasets collected from 4 sites, including ETH Zirich (ETH),
NY U Langone Medical Center: Sample1 (NY U), Oregon Health
and Science University (OHSU), and Stanford University (SU).
Data from a total of 119 patients with ASD and 131 healthy
controls from across these 4 sites were used for these analyses.
Table 1 lists the sample overview for each site. Age is an
important factor that may affect different characteristics, for
example, cortical thickness, of the brain in ASD. To evaluate
the applicability of our proposed HBM method to different age

Table 1. Overview of participantsin the 4 training datasets.

Chenet a

ranges, we chose the 4 datasets that represent distinct age
distributions among all the datasets. Specifically, to reduce the
impact of multisite data heterogeneity, we first used single-site
datafor model classification performance evaluation. Then, we
combined all the data from the 4 datasets to evaluate model
capability to deal with data heterogeneity.

As the ABIDE Il data are origina Digital Imaging and
Communicationsin Medicine (DICOM) images, in thefirst step
of data preprocessing, we used the MRIcron tool to convert
DICOM images to NifTl images. Then, data processing was
performed using SPM12 (UCL Queen Square Institute of
Neurology, United Kingdom), which is a third-party package
for MATLAB (MathWorks, Natick, Massachusetts, United
States). All converted structural images were segmented and
normalized to an Montreal Neurological Institute (MNI) standard
space.

Index Dataset ASD?2 n (male/female) Healthy controls, n (male/female) Age (years), mean (SD) Age range (years)
1 ETHP 13 (13/0) 24 (24/0) 22.7 (4.4) 14-31

2 NYUC 48 (43/5) 30(28/2) 9.8(4.9) 5.2-34.8

3 onHsud  37(307) 56 (27/29) 10.9 (2.0) 7-15

4 sue 21 (19/2) 21 (19/2) 11.1(1.2) 813

5 Mixed’ 119 (105/14) 131 (98/33) 12.4 (5.6) 5.2-34.8

8ASD: autism spectrum disorder.

PETH: ETH Zirich.

°NYU: NYU Langone Medical Center: Sample 1.
dOHSU: Oregon Health and Science University.

€3U: Stanford University.

"Mixed: dataset combini ng data from all the 4 datasets.

Developing the 3D Histogram of Oriented Gradients
Feature

Inthe process of extending the concept of HOG from a2D space
to 3D space, we needed to define the methods for calculating
the image gradient (including direction and magnitude) and
partitioning the gradient directions into a few orientation bins
(or channels) in a 3D space. The gradient directions in the 3D
space were represented by using 2 angles, theta and phi, as
shown in Figure 1. Then, the gradient of each image voxel is
calculated based on these 2 angles (see Multimedia Appendix
1 for more details).

Similar to 2D HOG, the gradient direction in 3D HOG aso
needed to be partitioned into severa orientation bins. The
differenceliesin that the partitionsin 2D HOG are spread over
360° in just one 2D plane, while the partitionsin 3D HOG are
spread over the entire volumetric space. There are many partition
schemes to divide the orientation space. We have introduced
the 2 partition schemes as follows.

Thefirst schemeisto allocate the orientation binsin horizontal
and vertical directions with egqual-space angle ranges, such as
the 2D HOG, and each bounded area between the 2 directions

https://medinform.jmir.org/2020/5/€15767

isconsidered asone 3D partition. The partition results are shown
in Figure 2.

When every partition areais projected onto the sphere surface,
they correspond to the surface area between the latitude and
longitude lines. For this partition scheme, the number of
orientation bins, which isequal to the dimension number of the
3D HOG features, is calculated using the following equation

@

where Np,rs is the number of directionsin 3D space and Np,r,
is the number of directionsin 2D space.

In Figure 2, part (a), for the partitions near the poles, a slight
change in the angles will result in a different orientation bin
assignment. This causes the features to be overly sensitive to
the angle differences in some but not all directions. To avoid
potential performance loss because of this phenomenon, we
proposed an additional partition scheme, in which the partitions
adjacent to the pole points are combined into 1 partition as
shown in Figure 2, part (b).
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The number of orientation binsfor this second partition scheme,
which merges the direction areas near the poleinto 1 direction,
is calculated using the equation in:

@

Figure 1. Two angles related to gradient direction calculation in 3D space.

Z

(a) Partitions near the poles are separated

Overall Classification Framework

In this paper, we proposed a 2-level HBM classification
framework based on 3D HOG featuresto differentiate between
patients with ASD and healthy controls. Each brain image was
firstly divided into adensely overlapping grid of regional cells,
and the 3D HOG feature of each cell was computed. On the
basis of the brain division, we developed a first-level
classification algorithm to predict whether agiven cell provides
strong evidence to support afinal disease/health classification.
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For the convenience of calculation, the value of Npg, iS
constrained to be an even number. For example, if Ny, IS Set
to 8, Nprs Will be 32 as calculated in the first scheme whilein
the second scheme Nprs Will be 26.

(b) Partitions near the poles are combined

As there is no label for each cell, a clustering algorithm was
used to first find the labels for each cell (the details have been
discussed in the following sections). Then, a second-level
classification was used to make a final classification based on
al the evidence from each cell. Figure 3 shows the 2-level
classification framework using a 2D image example for
convenient illustration. The bottom-right part of the figure
represents the testing process, while the remaining part shows
the training process.
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Figure 3. Overview of the proposed histogram-based morphometry (HBM) classification framework.
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Algorithm Steps

Brain Image Division and Local Feature Extraction

Before the feature extraction step, we first divided the entire
3D MRI brain image into regional cellsin step 1. This brain
division method can be applied not only to 3D MRI volumetric
images, in which a regional cell equates to a cube, but to 2D
MRI slices, in which aregional cell equates to a square. In our
algorithm, we computed the HOG feature for each cell but did
not collect it into a combined feature vector used to represent
the entireimage. In the standard HOG usage, all thelocal HOG
features were combined into a high-dimensional feature vector
used as input to the classifier [32]. In our hierarchical
classification framework, theselocal featureswere transformed
into high-level formsthat can reduce the dimensionality of the
features input to the fina classifier, which has the benefit of
reducing overfitting in the relatively small-sized datasets that
are often available in medical studies. Furthermore, using local
featuresishelpful to identify the ASD-related brain regionsthat
have large feature contributions to the disease classification
result. In image division, cell size and cell overlapping
percentage are 2 important parameters that will affect the
classification accuracy. Therefore, different brainimagedivision
schemes should be evaluated to determine which has the best
classification performance.

In step 2, we extracted local HOG features using 2 different
gradient direction partition schemes. HOG-32 and HOG-26, as
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shown in parts (8) and (b) in Figure 2, respectively. A
comparison between these 2 schemes is aso necessary to
determine which has superior performance. Of note, better
classification performance using the 3D HOG algorithm usually
results from MRI scans with high spatial resolution, while the
performance of the 3D HOG algorithm may degradeif the MRI
scan has alow spatial resolution. In this case, an aternative 2D
HOG algorithm may be used.

Local Feature Clustering and Regional Classifier
Training

In step 3, we worked on each cell independently. For each cell,
the goal wasto find a binary representation to indicate whether
it is related to the diseased status or healthy status. However,
we did not have a class label for each cell. Although the class
label of the whole brain is known in training samples, it does
not mean that each cell should have the same class label asthe
whole brain. Even in a diseased subject, there may be alot of
cells in the brain that look perfectly normal. Owing to the
unknown class label for each cell, we applied a clustering
algorithm to the training samples to get the class labels of
individual cells. Asthe distribution of clustersis unknown, we
tried 2 different clustering algorithms, such as K-means and
hierarchical clustering, that are suitable for different cluster
distributions. Although the clustering algorithm works well
during the training stage, we proposed to use a classification
algorithm to generate the binary representation during thetesting
stage. The reason we used classification instead of clustering
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during the testing stage was because we did not need to keep
all the training features while using the approach to make a
prediction, which makes the method more scalable and practical.
Thus, based on the clustering labels of cellsin training samples,
we built regiona classifiers in step 4 for predicting the cell
status of test samples. When the K-means algorithm is used for
clustering, the resulting clusters usually have a spherical shape
in feature space and the centroids are good exemplars for the
corresponding clusters. Therefore, the nearest centroid
classification method was used in this case. If the hierarchical
algorithm is used for clustering, the centroids of the clusters
may not be representative of the cluster, and therefore, the
nearest centroid classifier is not appropriate. In this case, the
support vector machine (SVM) can be used to build regional
classifiers for testing samples.

Compact Feature Representation and Final Classifier
Training

Thelabeled local features only reflect the status of brain regions
and not the whole picture of the characteristics of the brain.
Therefore, in step 5, we concatenated each local feature status
of 1 brain image into a new high-level compact feature
representation of that image. For model training, we constructed
the high-level feature by directly concatenating the clustering
results obtained in step 4. Of note, the clustering result of each
feature was concatenated according to a certain sequence, for
example, from top-left to bottom-right on the grid. Such a
sequenceis actually determined by the HOG feature extraction
algorithm, and the same sequence is aso used when
concatenating the binary status of HOG features, thus ensuring
the unified meaning of feature representation for all samples.
On the basis of the new feature representation and diagnosis
labels of the training data, we trained the final classifier using
the SVM classification method in step 6. SVM is one of the
most widely used classifiers that can perform not only linear
classification but also nonlinear classification [41]. It hasalready
been applied to various diseases and neurodevel opmental
disorders, for example, Parkinson disease [42], Alzheimer
disease [43,44], ASD [45,46], attention-deficit/hyperactivity
disorder [47], and schizophrenia [48].

Processfor the Test Sample Classification

The abovementioned steps describe the whole training process
of obtaining the 2-level classification models including the
regional classifier and the final classifier. We could then apply
these classifiers to unknown test samples. First, 3D local HOG
features of the cellsin atest brain image are extracted with the
same method as the training process. Then the regional
classifiers, such asthe nearest centroid, are used to classify each
local HOG featureinto disease-related or healthy-related |abels.
These labels are then concatenated to generate the compact
representation of that test image. Finally, the final classifier is
applied to predict whether thetest sampleisapatient with ASD
using the compact feature vector astheinput to the classification
model.

Feature Contribution Calculation

Besides using the HBM framework to make a classification of
the test sample, we could also investigate each cell’s feature
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contribution to the algorithm’s prediction that each participant
isapatient with ASD versus a healthy control. A higher value
of the feature contribution indicates more likelihood of a cell
being disease-related. Aswe used the SVM method in the final
classification level, the feature contribution could be cal culated
based on the coefficients of thelinear SYM classifier. However,
this method can cause problems as we do not know which
clustered label represents the diseased status. Thus, we chose
the Naive Bayes approach instead to calculate the feature
contribution for both clustered labels. In the strictest sense, the
feature contribution calculated by the Naive Bayes method
should be called feature importance, which only reflects the
feature contribution given that the final classifier is a Naive
Bayes classifier. We will explore more interpretable mapping
from thelocal featuresto thefinal classification resultsin future
research.

First, we will introduce the Naive Bayes approach, which is
based on Bayes' theorem. This approach has been widely used
for classification in many domains owing to its simplicity and
strong performance. It is assumed that predictive features X,
X1, ..., X, are independent of each other given the state of a
classvariable Y. Although it is difficult to reduce the dependence
for a neuroimage analysis because different brain regions are
correlated in many ways by nature, empirical observations have
suggested that the Naive Bayes works quite well even when
there is dependence between features [49]. Therefore, we used
Bayes' theorem to derive the posterior probability P (Y| Xg, X4,

..., X)) asfollows:
E

@

where X; {0, 1} representstheith cell clustering result, and Y
0 {D, H} represents the training sample label. In addition, Py
and Py, refer to the probability of being classified as a patient
with ASD versus a healthy control, respectively, conditioned
on the state of each cell. If Py > Py, we predicted that the test
sample is more likely to be a patient with ASD than a healthy
control. To avoid underflow in the Bayesian computation, we
used the log ratio as follows:

@

wherewe defined thelog sumitem E asthefeature contribution
at the ith cell. A higher value of this item indicates a more
predictive feature. It is worth noting that because we did not
know exactly which cell state (0 or 1) indicates adisease-rel ated
feature and these 2 feature states can both contribute to the
disease, we calculated both of their feature contributions.

Then, according to the first-level classification results of each
cell in atest patient sample, the most predictive features whose
contribution values are above a preset threshold can be
identified. We set athreshold on the feature contribution to just
show the top features to the patients (in a hypothetic clinical
use case). The threshold is usually set to different values when
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using heterogeneous sSMRI data from different sites or when
the parameter values (eg, cell size and cell overlapping
percentage) are changed. The cells that contribute most to the
classification result of ASD are considered to be the candidate
regions related to the disease.

Experimental Design

In the 2-level HBM framework, we evaluated the 2 different
3D gradient direction partition schemes using the algorithm
combinationsfor feature clustering, regional classifier training,
and final classifier training listed in Table 2. The performance
of the 4 instanceslisted in the table will be compared later. The
instance name in the table (eg, KNS32) is the abbreviation
created using the first letter from the local feature clustering
algorithm name (K-means), the regional classification algorithm
name (nearest centroid), thefinal classification algorithm name
(SVM), and 32 orientation hins.

After the final classification model is trained, its performance
is evaluated, typically via the cross-validation (CV) method.
The widely used CV methods in brain image analysis include
leave-1-out CV [25,48,50], leave-2-out CV [45,51,52], k-fold
CV [53,54], and stratified k-fold CV [55,56]. Although there
are conflicting reports in the literature, most papers, including
a review of brain image classification methods, suggest that
10-fold CV isthe most appropriate method [57]. In this study,
we trained our model using the stratified 10-fold CV method.
The stratified CV method provides the following advantages.

Chenet a

First, the stratified method can keep theratio of 2 sample classes
in each fold as closeto that of al samplesas possible, retaining
the origina data distribution pattern of the entire dataset.
Second, the variance of model performance estimations will
decrease by performing several random runs, in each of which
all ssmplesarefirst shuffled and then split into apair of training
and test sets. The stratified CV method proposed in this paper
isimplemented as the pseudo-code shown in Figure 4.

Inthe 3D HOG partition scheme, thereisaparameter Ny, that
representsthe number of orientation binsin either the horizontal
or vertical direction of the 3D space. If Npr, IS set too high,
the computation speed of the agorithm will be slowed.
However, more importantly, the feature will be more sensitive
to noise and other noninformative signals in the images.
Furthermore, the dimension of the feature will be high, which
usualy requires more samples to avoid the curse of
dimensionality. Otherwise, if Np,g, iS set too low, details of the
image will belost. In this paper, we set the number of Np g, to
the frequently used value 8, and the total number of directions
in 3D space was 32 and 26 for the two 3D HOG partition
schemes. The other parametersfor the HOG features, including
cell size and overlapping percentage, were evaluated using the
CV method. The performance measures we used to evaluate
our agorithm included classification accuracy, sensitivity,
specificity, positive predictive value, negative predictive value,
F1 score, and the area under the curve (AUC).

Table 2. The 4 instances of the proposed histogram-based morphometry framework used for performance evaluation.

Instance name Image feature Image feature processing for each cell Final classification
Clustering Classification

KNS32 HOG232 K-means Nearest centroid svymed

KNS26 HOG-26° K-means Nearest centroid sSVM©®

HSS32 HOG-32° Hierarchical Linear kernel SVYM SVM©

HSS26 HOG-268 Hierarchical Linear kernel SVYM SVM©

3HOG: histogram of oriented gradients.

PHOG-32 is the hi stogram of oriented gradients feature with 8 directionsin a 2D plane and 32 directionsin 3D space.
“Three different kernels have been tested, for example, the linear kernel, the polynomial kernel, and radial base function kernel.

dsvm: support vector machine.

®HOG-26 is the HOG feature with 8 directionsin a 2D plane, and the 2 poles are considered as 2 directionsin 3D space; therefore, the total number of

directionsis 26.
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Figure 4. Algorithm of the stratified cross-validation with multiple random runs.

Input: number of folds N, number of cross-validations Ncv.
Output: mean ¢ and standard deviation ¢ of the classification accuracies.

Steps:
Calculate the ratio of the two classes Rc;
for cur cv=11to Ncvdo

Partition the samples into Ng folds, with the ratio of two classes in each fold as close to Rc as

possible;
for £ =1 to Nrdo

Train the classifier on the samples that are not in fold £;
Test the classifier on the samples in fold £;

end for

Calculate the classification accuracy in current cross-validation Ry, v

end for

Calculate the mean and standard deviation of the classification accuracies for all cross-validation

Nev

Nev

1 1 N
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Results

ComparingtheClassification Performanceof Different
Histogram-Based M orphometry I nstances

To compare the performance of the 4 HBM instances listed in
Table 2, we used the stratified 10-fold CV evaluation method
to obtain each performance measure. Asthe size of cell and the
overlapping between 2 cells may influence the model’s
performance, we performed a parameter scan for the best values
of these 2 parameters. The cell size ranged from 10 voxels to
20 voxels and cell overlapping percentage ranged from 20% to
50%. In thefinal classification step, wetested 3 different SVM
kernels, including the linear kernel, the polynomial kernel, and
radial base function kernel. We then chose the linear kernel for
use owing to its superior performance.

Figure 5 shows the stratified 10-fold CV average accuracies
based on the datafromthe NY U sitewhen using different HBM
instances and different parameter values. The expanded form
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of the abbreviations of the HBM instances in Figure 5 can be
found in Table 2. From the figure, it can be seen that although
the classification accuracies fluctuate as the parameter values
change, KNS26 and KNS32 performed significantly better than
HSS26 and HSS32, which means that the combination of
K-means and centroid algorithms is more suitable for our
proposed HBM framework. Meanwhile, Figure 5 shows that
KNS26 outperformed KNS32 and HSS26 outperformed HSS32,
which supportstherationality and effectiveness of the HOG-26
partition scheme. In addition, among the different parameter
va ues, KNS26 obtained the best average classification accuracy,
74% (58/78), when the cell size was set to 14 voxels and the
cell overlapping percentage was set to 50%. For the other 3
sites, ETH, OHSU, and SU, KNS26 al so outperformed KNS32,
although the best parameter values may be different (see
Multimedia Appendix 2 for the results of these additional
analyses). Of note, our method was not overly sensitive to the
parameters, so model performance was generally good for a
wide range of parameters.
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Figure5. Classification accuracies for the NYU Langone Medical Center: Sample 1 dataset using 4 histogram-based morphometry (HBM) instances

including KNS26 (a), KNS32 (b), HSS26 (c), and HSS32 (d).

® 20% Overlapping ®30% ©40% m50%
08
0.7
>
>
£ 06
8
< 05
0.4
10 11 12 13 14 15 16 17 18 19 20
Cell size
(a) KNS26
®20% Overlapping ®30% =40% m50%
0.8
0.7
=
(3]
2 06
=
3
< 05
04
10 11 12 13 14 15 16 17 18 19 20
Cell size
(c) HSS26

ComparingtheClassification Performanceof Different
Local Feature Extraction Algorithms

In this paper, we used the HOG a gorithm for local image feature
extraction in the HBM framework. This algorithm helps to
generate high-quality representations that depict image edge
and texture. To evaluate the effects of different local feature
extraction algorithms on classification performance, we aso
used SIFT, another widely used local feature detection
algorithm, to extract features from brain images and devel oped
an SVM approach to analyze the extracted SIFT features. This
approach has been applied to neurological diseases such as
Alzheimer disease [25,31], Parkinson disease [31], and bipolar
disease [31]. As shown in Figure 5, KNS26 was the best
performing HBM instance, so we compared it (rather than
KNS32) with the SIFT-based SVM approach.
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We trained both classifiers using the stratified 10-fold CV, and
thetraining datawere the samefor themin each fold. Theresults
show that aHOG-based KNS26 HBM approach achieves much
better performance than the SIFT-based SVM approach (Tables
3 and 4). Overall, comparison results depicted in Tables 3 and
4 demonstrate that HOG features are more suitable for
delinesation of the underlying structural change patternsin sMRI
imagesthan SIFT features. By transforming thelow-level HOG
features into high-level features, our proposed 2-level HBM
classification framework can effectively employ the high-level
featuresto differentiate individual s as either patientswith ASD
or healthy controls. In the last row of Table 3, we can see that
the performance degraded when building the model on data
from the 4 datasets. We have discussed the reason in the
Discussion section.
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Table 3. Classification performance using histogram-based morphometry on the second edition of the Autism Brain Imaging Data Exchange datasets.

Dataset  Best parameter Histogram-based morphometry (KNS26)

Cell  Overlapping  acc? SENP SPEC ppvd NPV© Fif  Auc?

size (%)

N n (%) N n (%) N n (%) N n (%) N n (%)

ETHD 10 20 37 32(86) 13 10(77) 24 22(92) 12 10(83) 25 22(88) 0.790 0.849
NYU! 14 50 78 58(74) 48 40(83) 30 18(60) 52 40(77) 26 18(69) 0.805 0.787
OHsUl 19 40 93 70(75) 37 23(62) 56 46(82) 33 23(70) 60 46(77) 0662 0.794
Suk 17 20 42 30(71) 21 17(81) 21 13(62) 25 17 (68) 17 13(77) 0751 0.763
Mixed 12 30 250 162(65) 119 87(73) 131 76(58) 142 87(61) 108 76(70) 0.662 0.650

8ACC: accuracy istheratio of correctly classified subjects over all subjects.

BSEN: sensitivity is the ratio of correctly classified subjects with autism spectrum disorder (ASD) over all subjects with ASD.
CSPE: specificity isthe ratio of correctly classified subjects without ASD over all subjects without ASD.

dppy: positive predictive valueis the ratio of correctly classified subjects with ASD over all predicted subjects with ASD.
ENPV: negative predictive value is the ratio of correctly classified subjects without ASD over all predicted subjects without ASD.
fF1: F1 score.

9AUC: areaunder the curve.

NETH: ETH Zirich.

INYU: NYU Langone Medical Center: Sample 1.

JoHsu: Oregon Health and Science University.

Ksu: stanford University.

'Mixed: dataset combining data from all the 4 datasets.

Table 4. Classification performance using scale-invariant feature transform and support vector machine on the second edition of the Autism Brain
Imaging Data Exchange datasets.

Dataset Performance using scale-invariant feature transform and support vector machine
ACC? SENP SPEC ppvd NPVe F1f  Auc?
N n (%) N n (%) N n (%) N n (%) N n (%)
ETHD 37 24 (65) 13 8(62%) 24 16 (67) 16 8(500 21 16 0533 0.709
(76)
NYU' 78 44 (56) 48 29 (60) 30 15(50) 44 29(66) 34 15 0624 0.595
(44)
OHsU! 93 52 (56) 37 19 (51) 56 33(59) 42 19(45) 51 33 0482 0.605
(65)
suk 42 18 (43) 21 10 (48) 21 8(38) 23 10(44) 19 8(42) 0449 0.367

8ACC: accuracy istheratio of correctly classified subjects over all subjects.

BSEN: sensitivity is the ratio of correctly classified subjects with autism spectrum disorder (ASD) over all subjects with ASD.
CSPE: specificity isthe ratio of correctly classified subjects without ASD over all subjects without ASD.

dppy; positive predictive valueis the ratio of correctly classified subjects with ASD over all predicted subjects with ASD.
ENPV: negative predictive value is the ratio of correctly classified subjects without ASD over all predicted subjects without ASD.
"F1: F1 score.

9AUC: area under the curve.

PETH: ETH Ziirich.

INYU: NYU Langone Medical Center: Sample 1.

IoHsu: Oregon Health and Science University.

Ksu: stanford University.
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Comparing 3D Histogram of Oriented Gradients and
2D Histogram of Oriented Gradients

HOG features represent image edge and texture, and the feature
quality is affected by MRI acquisition parameters, especialy
spatial resolution that is decided by dlice thickness, matrix size,
and field of view. Low spatial resolution will decrease image
sharpness and cause fuzzy edges, which may degrade the
classification performance. By contrast, high spatial resolution
helpsto retain morefine-grained and high-contrast information
of the brain tissues, which enable us to extract HOG features
directly in its inherent 3D form. From the anatomical scan
parameters, we can see that the T1-weighted SMRI images are
all high-resolution images in these 4 datasets. In our proposed
3D HOG agorithm, the features were extracted directly inside
the 3D volumetricimage. Inthe 2D HOG agorithm, thefeatures
were extracted from the 2D MRI dlices. The hypothesisis that
the 3D HOG algorithm will generate highly discriminative
representations with higher quality than those generated by the
2D HOG algorithm.

Figure 6. Classification accuracies for the NYU Langone Medical Center
2D HOG (b).
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I dentifying Predictive Autism Spectrum
Disorder—Related Brain Regions

Those predictive features contributing most to the classification
prediction of being apatient with ASD versus ahealthy control
were identified by calculating each cell’s feature contribution.
Then, the abnormal regions identified as agorithm high
contribution features were annotated automatically on the MRI

https://medinform.jmir.org/2020/5/€15767
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To validate the hypothesis, we tested al the HBM instances
listed in Table 2 for the 4 datasets. Here, data from the NY U
site and KNS26 instance are used as examples to compare 3D
HOG with 2D HOG. The eval uation scheme for both algorithms
was the 10-fold CV, and the same parameter scan scope was
used as discussed in the Comparing the Classification
Performance of Different Histogram-Based Morphometry
Instances section. Figure 6 presents the classification accuracy
obtained from 3D HOG and 2D HOG. We can see from the
figures that 3D HOG outperforms 2D HOG for some scan
parameters and obtains the highest accuracy when the cell size
isset at 14 voxelsand cell overlapping percentageis set at 50%.
The other 3 sites show a comparison result similar to NY U (see
Multimedia Appendix 2 for the results of these additional
analyses). Thus, the comparison between these 2 HOG
algorithms supports the hypothesis that 3D HOG can generate
more competitive representations for the ASD diagnosis task.

: Sample 1 dataset using a 3D histogram of oriented gradients (HOG; a) and

m20% Overlapping ®30% ©40% m50%
0.8
0.7
e
2
£ 06
3
3
2 05
0.4
10 11 12 13 14 15 16 17 18 19 20
Cell size
(b) 2D HOG

image according to the cell’s voxel-based coordinates. Figure
7 shows the annotation of the abnormal regions of 1 specific
patient with ASD from the ETH dataset. For the convenience
of illustration, we annotated these regions in the form of 2D
slices. In Figure 7, the number suffix of the legend on top of
each dice is the slice number, and each rectangle with the red
border indicates an ASD-related region.
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Figure 7. Annotation of the autism spectrum disorder—related brain regions for a sample in the ETH dataset. SMRI: structural magnetic resonance

imaging.
sMRI_23

sMRI_14

SMRI_20

- A
SMRI 31

To give a sound biological interpretation of our results, we
located the standard brain regions defined in the anatomical
automatic labeling (AAL) brain atlas, which is one of the most
widely used cortical parcellation maps. Asthe AAL brain atlas
is constructed on an MNI-based coordinate system, we
transformed the coordinates from the voxel spaceinto the MNI
space using an affine transformation. Table 5 lists the union of
ASD-related regions for all patients in the ETH dataset. The
table columns X, Y, and Z represent the central coordinates of
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the disease-related cells in a 3D MNI-based space. The brain
region names in the table are located based on the central
coordinates. Owing to the unique set of sulcal folds for each
individual, we assigned the closest region to the cell if thecell’s
center did not fall in any AAL atlas region. The same method
can be applied to the other 3 datasetsto identify the ASD-related
brain regions relevant to each dataset, and the findings show
the consistency between these datasets.
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Table 5. Autism spectrum disorder—related anatomical automatic labeling brain regions identified by a histogram-based morphometry framework on

the ETH dataset.
Index Region name Central Montreal Neurological Insti- Studies
tute-based coordinates®
X Y z Guo et a [8] Huang et a [10]

1 Frontal_Inf_Tri_R 50 22 4 Y N
2 Tempora_Sup_R 38 -38 4 N N
3 Calcarine R 32 -68 4 N Y
4 Postcentral_R 28 -38 34 N Y
5 Frontal_Mid_R 26 22 34 Y Y
6 Caudate R 20 -8 34 N N
7 Precuneus R 16 -38 4 N Y
8 Caudate R 16 22 4 N N
9 Precuneus L -2 -68 34 N Y
10 Cingulum_Mid_R -6 22 34 \% N
11 Precuneus L -8 -38 4 N Y
12 Cingulum_Mid_L -8 22 34 \% N
13 Cingulum_Mid_L -14 -38 34 Y N
14 Precuneus_L -18 -68 34 N Y
15 Frontal_Sup_L -20 52 4 Y Y
16 Postcentral_L -42 -8 34 N Y
17 Tempora_Mid_L -48 -38 4 N N
18 Postcentral _L -50 -8 34 N Y
19 Lingual R 18 -68 4 N N
20 Insula_R 46 -8 4 Y Y
21 Cingulum_Ant_L -2 52 4 Y Y
22 Pdlidum_R 26 -8 4 N N
23 Frontal_Sup_Media R 8 52 4 Y Y
24 Occipita_Mid_R -32 -68 34 N %
25 Parietal_Inf_L -36 -38 34 N N
26 Tempora_Sup_L -50 -8 4 N N
27 Lingual_L -12 -68 4 N N
28 Hippocampus_L =24 -38 4 N N
29 Tempora_Mid R -46 -38 4 N N
30 Hippocampus R 28 -38 4 N N
31 Cingulum_Ant_R 16 22 34 Y Y

X, Y, and Z represent the central Montreal Neurological | nstitute—based coordinates of each disease-related cell that islocated in the closest anatomical
automatic labeling region. Thelast 2 columns represent the overlapping brain regions between our study and 2 functional magnetic resonance imaging
(fMRI)—based studies (Y means a brain region overlaps with the M RI-based study, whereas N means the opposite).

Discussion

utilized in our algorithm to indicate ASD—such asfrontal gyrus,
temporal gyrus, cingulate gyrus, postcentral gyrus, precuneus,

Principal Findings

caudate, and hippocampus—have been implicated in autismin
prior neuroimaging literature [8,58-63]. Currently, ASD is a

In this study, we developed an innovative 2-level HBM o inrally defined disorder, diagnosed through careful dlinical

classification framework for distinguishing patients with ASD
from healthy controls based on sMRI data and the 3D HOG
feature extraction method. Of note, many of the brain regions
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assessment. Our intention is not to replace the diagnostic criteria
but to begin developing more objective tools which may
someday augment the current ASD diagnostic process. At this
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juncture, we provide aproof of principlethat it may be possible
to devel op an ASD computer-aided tool based on SMRI images
alone by utilizing machine learning techniques. Of note, these
techniques offer novel ways to examine neuroimaging data to
probe additional clues regarding the neural underpinnings of
the disorder.

Although machine learning techniques have been used in prior
ASD neuroimaging studies, it is striking that most of these
previous studies used fMRI rather than SMRI approaches. Our
SMRI approach may represent a significant advancement given
that the high cost and lower availability of fMRI likely limits
its clinical applicability, while developing clinical approaches
to ASD diagnosisthat incorporate SMRI may be more practical
given sMRI'ssmaller datarequirements, lower cost, and higher
clinical availability. Furthermore, given that fMRI evaluates
brain activation by measuring cerebral blood flow, typically
during the completion of informative tasks, it is often not
amenable to use for individuals with ASD. Patients being
evaluated for ASD are particularly likely to have difficulty
adhering to directionsto complete tasks and remain still during
fMRI given that they are usually children and have cognitive
and/or behavioral impairmentsthat have prompted the diagnostic
evaluation. On the contrary, these concerns are well-addressed
by the well-developed sedation protocols available for SMRI.
In this project, using the more cost-effective SMRI approach,
our ASD classification results (32/37, 86% accuracy for the
ETH site) were comparabl e to more expensive and cumbersome
fMRI approaches. For example, 2 fMRI studies based on the
ABIDE | datasets have been conducted: Huang et a [10]
achieved an ASD classification accuracy of 79%, while the
fMRI study from Guo et a [8] obtained a classification accuracy
of 86%. It should be noted that these 2 studies also used 1 site.

Of note, using our SMRI approach, we identified ASD-related
brain regions that overlap with brain regions pinpointed in the
above 2 fMRI studies. For example, Guo et a [8] detected
ASD-associated brain function connectivities in regions, such
as the inferior and superior frontal cortex, tempora cortex,
cingulate cortex, and insula, which were also found to be
associated with ASD in our study. Similar to Huang et a [10],
we also implicated the middle frontal gyrus, middle occipital
gyrus, superior frontal gyrus, calcarine cortex, and insula in
ASD. Thelast 2 columns of Table 5 show the overlapping brain
regions between our method and the above 2 fMRI-based
studies. In the table cell, Y means abrain areaidentified by our
method that is a so reported in the studies by Guo et a [8] and
Huang et al [10] and N meansthe opposite. These brain regions
found to be associated with ASD by our study have striking
functional correlates with the autism spectrum phenotype.
Specifically, regions such as the superior temporal cortex,
inferior frontal cortex, several regions of the cingulum, and the
insula have been linked to socia cognition and language [64].
Variations in the superior temporal gyrus have been linked to
ASD-related deficits in the theory of mind (the ability to
attribute mental states, such as desires and beliefs, to the self
and others [65]) and face processing [66]. The inferior frontal
gyrus has been associated with social functioning (including
processing of facial expressions[67]) and language processing
[68]. The anterior cingulate cortex has been implicated in
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ASD-related social impairment and repetitive behaviors [68],
whiletheinsulaisinvolved in affective and empathic processes
[69].

Strengthsand Limitations

In addition, our work represents advances over previous
sMRI-based ASD neurcimaging studies, as those approaches
have typically been limited by the extracted morphometry
measures, such as cortical surface area and cortical thickness
[16]. Importantly, these SMRI approaches are often unable to
probe subcortical features, such as the amygdala and basal
ganglia, which have demonstrated importancein ASD and other
brain-based disorders such as Parkinson disease and depression.
Our approach isamenableto the full breadth of brain structures
implicated in ASD and can be easily adapted for use in other
brain-based disorders. Indeed, the sM RI-based machinelearning
algorithm methods described herein can be adapted to study
any brain disease provided that enough training data are
available.

To our knowledge, this study was the first to apply a 2-level
classification framework based on the 3D HOG feature
extraction method to distinguish patientswith ASD from healthy
controls. We did not rely on 2D HOG as the layer-by-layer
slicing method needed can dramatically increase training time
and can lead to reduced classification accuracy owing to the
separation of the image gradient information from adjacent
slices. Of note, in this study we compared 3D to 2D HOG and
found that 3D HOG had higher classification accuracy, as
demonstrated in Figure 6. Other papers have discussed using
the 3D HOG in the medical image domain [70,71]: although
the 3D HOG approach may be similar to our approach, we did
not concatenate the loca HOG features to form a vector
representing the entire image. In our framework, we extracted
the 3D HOG featuresfor local brain regions and analyzed them
individually. Inthefirst-level classification stage, we converted
these loca features into high-level features with the
classification of diseased versus healthy, and then combined
these high-level features into a vector. This means the feature
dimension input to the fina classifier can be considerably
reduced, which helps to prevent overfitting. On the contrary,
the individual local HOG features can be analyzed further to
obtain their respective feature contributions to the ASD
classification. These feature contributions actually depict the
possibility distribution of the ASD-related brain regions based
on the training data. When classifying nove individuals, the
feature contributions can be used to discern the most predictive
ASD-related brain regions. Importantly, our findings (Tables 3
and 4) also demonstrate that the HOG features outperform SIFT,
another widely used local feature, in ASD classification. This
is likely due to the ability of the HOG features to cover the
entire SMRI image, ensuring that no subtle morphological
abnormalities occurring in the brain are overlooked.

In addition to the strengths discussed earlier, our study has
several limitations. Specifically, our HOG feature extraction
method is based on the artificial division of the brain image
with a fixed cell size. The abnormal regions may be located
across adjacent cells, and our proposed method considers that
such features have the same contribution to the classification
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result, which may not entirely reflect the actual grouping
complexity. Inthefuture, the HBM framework can beimproved
by replacing binary classification resultslike O or 1 with fuzzy
numbers between 0 and 1 that represent the degree to which the
image feature should be classified as a disease-rel ated feature.

Our use of data from 4 ABIDE Il sites also presents some
challenges. Compared with some other available datasets such
as ABIDE |, the ABIDE Il datasets and sites are more
heterogeneous, which may introduce classification challenges
and lead to decreased case versus control classification accuracy.
We noted that both Tables 3 and 4 display obvious performance
variations between different sites owing to data heterogeneity
(eg, differences in scanner types, data collection protocol,
demographic information, and disease evaluation). When we
applied the HBM method to all the data from the 4 datasetsin
the 10-fold CV, the resulting classification accuracy reduced to
65% (162/250). This is a common challenge when analyzing
multisite data based on neuroimaging techniques. The multisite
data heterogeneity makes the classifiers learn site-specific
variabilitiesinstead of important information in datathemselves.
If the data heterogeneous factors are not eliminated, the model
performance would not improve even if trained on more data.
Thisisevident in 4 previous studies; the accuracy ranged from

Chenet a

64% to 70% when datafrom all sitesin ABIDE | wereintegrated
[72-75]. In addition, the 2 studies that we compared also used
fewer than 4 sites. In our future studies, we will endeavor to
reduce the impact of sample site heterogeneity by including
scanner parameters and demographic characteristics such as
age, sex, and clinical measurements in the analytic models.
Another method to address this limitation is through multitask
learning, which considers each site as 1 task, and learning of
task-shared and task-specific features simultaneously [76,77].

Conclusions

Although ABIDE |l study site heterogeneity may have limited
case classification accuracy in this study, thus weakening the
predictive value of our model, this study nonethel ess represents
thefirst stepsin developing a classification framework that can
distinguish patients with ASD from healthy controls based on
the sSMRI images that probe the full range of brain regions
(subcortical as well as cortical) implicated in ASD. Further
development of such sMRI methods—which are more affordable
and clinically availablethan fMRI approaches—to augment the
subjective clinical information currently used in the ASD
diagnostic process holds much promise, asit could in thefuture
lead to the creation of more accurate and expeditious diagnostic
methods.
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Abstract

Background: Peoplewith low back pain (LBP) in the community often do not receive evidence-based advice and management.
Community pharmacists can play an important rolein supporting people with LBP as pharmacists are easily accessibleto provide
first-line care. However, previous research suggests that pharmacists may not consistently deliver advice that is concordant with
guideline recommendations and may demonstrate difficulty determining which patients require prompt medical review. A clinical
decision support system (CDSS) may enhance first-line care of LBP, but none exists to support the community pharmaci st—client
consultation.

Objective: This study aimed to develop a CDSS to guide first-line care of LBP in the community pharmacy setting and to
evaluate the pharmacist-reported usability and acceptance of the prototype system.

Methods: A cross-platform Web app for the Apple iPad was developed in conjunction with academic and clinical experts using
an iterative user-centered design process during interface design, clinical reasoning, program development, and evaluation. The
CDSS was evaluated via one-to-one user-testing with 5 community pharmacists (5 case vignettes each). Data were collected via
video recording, screen capture, survey instrument (system usability scale), and direct observation.

Results:  Pharmacists agreement with CDSS-generated self-care recommendations was 90% (18/20), with medicines
recommendations was 100% (25/25), and with referral advice was 88% (22/25; total 70 recommendations). Pharmaci sts expressed
uncertainty when screening for serious pathology in 40% (10/25) of cases. Pharmacists requested more direction from the CDSS
in relation to automated prompts for user input and page navigation. Overall system usability was rated as excellent (mean score
92/100, SD 6.5; 90th percentile compared with similar systems), with acceptance rated as good to excellent.

Conclusions: A novel CDSS (high-fidelity prototype) to enhance pharmacist care of LBP was developed, underpinned by
clinical practice guidelines and informed by a multidisciplinary team of experts. User-testing revealed a high level of usability
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and acceptance of the prototype system, with suggestions to improve interface prompts and information delivery. The small study
sample limits the generalizability of the findings but offers important insights to inform the next stage of system development.

(IMIR Med Inform 2020;8(5):€17203) doi:10.2196/17203
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Introduction

Background

Low back pain (LBP) isamajor cause of disability worldwide
[1], with @most 1 in 5 people reporting LBP at any one time
[2]. People with LBP typically consult general practice, alied
health, or community pharmacy for advice and management
[3,4]. The role of community pharmacists has evolved from
dispensing medication and providing medication advice, to
include screening and management for a range of health
conditions such asminor ailmentsand chronic health conditions
[5-10]. In dignment with this expanding service model, there
isinterest for community pharmacy to play agreater rolein the
early management of back pain[11-13]. There are also potential
economic benefits for using community pharmacy as an access
point for a range of services, with lower patient and health
system costs compared with other primary care models[13-15].

Evidence-Practice Gapsin Management of L ow Back
Pain

Current clinical practice guidelinesfor the management of LBP
recommend first-line care that includes reassurance, advice to
stay active and avoid bed rest, and discouraging diagnostic
imaging such as plain radiographs unless serious pathology is
suspected [3,16]. Despite these guideline recommendations, a
substantial gap between evidence and practice till exists [17].
For example, Abdel Shaheed et al [18] reported that community
pharmacists and their staff were ableto deliver adequate advice
on medication use for LBP, but their ability to provide advice
on nonpharmacological management such as staying active,
avoiding bed rest, and discouraging imaging wasinconsi stently
delivered. The ability to identify presentations that required
prompt medical review was aso limited for some community
pharmacists.

Support for the Community Pharmacist

Clinical decision support systems (CDSSs) are targeted
electronic systems that link evidence-based recommendations
with the clinical presentation of the individual to improve
clinical decision making and support patient engagement with
health decisions [19-24]. Recently, CDSSs have been
implemented for management of noncancer pain inthe primary
care setting [25-29], but these do not transfer to the pharmacy

https://medinform.jmir.org/2020/5/€17203

setting because of differences in professional training and
consultation environment. Pharmacists already have access to
CDSSs (eg, management of infection and deprescribing) [30,31],
but none exist to support the community pharmacist—client
consultation for LBP. Therefore, a CDSS for the early
management of L BPin community pharmacy iswarranted [32].

The main objective of this study was to develop a CDSS for
pharmacists to guide first-line care of LBP in the community
pharmacy setting using amobile data collection system (Apple
iPad, Apple Inc). We aso sought to evaluate the
pharmaci st-reported usability and acceptance of the high-fidelity
prototype to inform the next stage of CDSS devel opment.

Methods

Overview

This study describes the iterative development of a CDSS for
the management of pharmacy clients with LBP in community
pharmacy. The CDSS was developed by a multidisciplinary
team that included two pharmacy academics, ahuman-computer
interaction expert, and four content expertsin LBP[33]. Team
members were consulted during each stage of development.
The CDSS (high-fidelity prototype) was evaluated via a
small-scale usability study [34]. The study was approved by
University of Sydney Human Research Ethics Committee
(2017/027).

User-Centered Design Framewor k

Development of the CDSS was underpinned by the framework
for user-centered design and eval uation of prototypesfor clinical
information systems (Figure 1) [35]. The framework describes
the evolution of aCDSS based around |ow-cost usability testing
methods before future evaluation with real clientsin aclinical
practice setting. During initial design of the CDSS, input was
sought from a range of people involved with community
pharmacy, including two pharmacy academic/educators, a
community pharmacist, and an industry representative. This
approach sought to uncover pharmacist training and procedural
constraints that may impact pharmacist decision making for
LBP [36], given that a pathway for the contemporary
management of L BP specific to the community pharmacy setting
does not exist.
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Figure 1. Clinical decision support system development based on prototyping and iterative testing (modified from Kushniruk et a). This study is
represented by shading. CDSS: clinical decision support system.

Design, analysis, and refinement
Knowledge base assembly
Reasoning engine

Interface design

Evaluation
Pharmacist-reported usability
Acceptance of decision support

[ Identified need ]

Y

Y
A

Architectural
user-centered design
lterative development cycle

with multidisciplinary team
Prototype

analysis, design, and
internal testing

. J
Y
Usability testing . ™
Participant recruitment . PFDtOtYF"'{
) . implementation
Interviews (think-aloud) L )
Data collection 4 )

Usability testing using
case-vignette interviews in
community pharmacy

Y

Evaluation of high-fidelity
prototype includes analysis of
suggestions for improvement

Y,
|

Future work (T T T T T T T T -\l
| CDSS refinement |

\__ q——— _

———— ¥ N

| Usability testing using |

| clients in I

| community pharmacy I

N J

Multimedia Appendix 1 for further explanation of design

Architectural Design, Analysis, and Refinement

Design goals were informed by Bates et a [37], Khorasani et
al [38], and Zikos et al [39] who described features of adecision
support system necessary to facilitate integration into clinical
practice. The design goals of this CDSS were to (1) support
pharmacists to offer simple, clear evidence-based advice to the
pharmacy client who presents with LBP; (2) integrate with the
pharmacist workflow (eg, consideration of medicines during
decision making); (3) maximizetime efficiency; and (4) provide
a personalized report of recommendations for the pharmacy
client.

The CDSS was designed in three components [22]: (1)
knowledge base, (2) reasoning engine, and (3) interface (see

https://medinform.jmir.org/2020/5/€17203
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process). Briefly, the knowledge baseincluded high level advice
for the screening of serious pathology and early management
of LBP [3,40-49]. The reasoning engine was coded from the
knowledge base then refined using experts in LBP and
community pharmacy to consider age, sex, results of screening
guestions, pain history, and up to three current medicines for
LBP (Multimedia Appendix 2). Recommendations for the
pharmacist are separated into key messaging for the pharmacy
client, suggested medicine use, and referral options. The
pharmacist progresses from alanding page (Figure 2), through
to history, screening, and advice pages (Multimedia Appendix
3). Datainput is viaatouch interface (checkboxes, drop-down
menus, and free-text input). The pharmacist can accept, modify,
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or reject advice generated by the CDSS. Finally, acustom letter
for the pharmacy client is generated based on the pharmacist’s
final recommendation (Multimedia Appendix 4).

The multidisciplinary team of experts were engaged at each
stage of design, development, and internal testing. Decision
treeswereiteratively modified before coding decision logic and

Downieet d

programming of the interface (Ionic Framework), then refined
through multiple (>10) test cycles. Oncethelogic and interface
were complete, each of the 408 unique decision combinations
were checked for accuracy using the Web interface. Similarly,
each of the clinical case vignettes (and CDSS-generated client
handouts) were tested by the research team for language and
accuracy before the interview phase.

Figure 2. Clinical decision support system landing page showing clinical flow and scope of key messages. Tapping anywhere on this screen moves to

the “clinical history” page.
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Usability Testing

After the completion of the internal testing, the next phase of
usability was based on the recommendations of Yen and Bakken
[34], where the community pharmacist interacted with the CDSS
through a series of 5 case vignettes (system-user-task).

Participants

Inall, 5 practising community pharmacists (with 5-27 years of
clinical experience), not involved in the initial development
phase, from 5 different community pharmacies in the Sydney
metropolitan area were each presented with 5 case vignettes
during a one-to-one interview. Inclusion criteria required
pharmacists to have experience with computer use within
pharmacy (eg, computer-based dispensing systems) and be
comfortable with tablet computer use (eg, internet browsing).
Previous studies suggest that with 5 participants, up to 80% of
usability issues can beidentified (including up to 100% of major
usability issues) when a system is designed for a specific group
of users[50,51].

https://medinform.jmir.org/2020/5/€17203

RenderX

I nterview Procedure and Training

Each pharmacist was presented with the same 5 case vignettes
role-played by the lead researcher (AD). Clinical scenarios
included presentations of both nonserious and serious causes
of LBPinadult and el derly populations. Cases 1 and 2 involved
nonserious LBP, case 3 involved suspicion of an osteoporotic
compression fracture, case 4 presented with nonserious low
back and leg pain below the knee, and case 5 presented with
LBP and arecent history of cancer (Multimedia Appendix 5).

The interviews were held in a location convenient to the
pharmacist, usually in the designated clinical consultation space
within the pharmacy. The pharmacist was required to interact
with both the “client” (researcher) and the CDSS on an iPad
Air (1I0S12.4, Apple Inc). Before beginning the case vignettes,
the pharmacist was trained in the operation of the CDSS via
interface “walk through.” Training aso included a brief
summary of the evidence underpinning the CDSS, explanation
of the pharmacist-client interview process, and how to accept
or reject the decision support offered by the CDSS.
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Theinterview was conducted using a think-aloud protocol and
employed an active intervention approach [52]. That is, the
pharmacist was alowed to ask questions of the researcher during
interaction with the “client” Active intervention by the
researcher was triggered when the pharmacist was unable to
progress through the CDSS, sought clarification when
interacting with the interface, or had questions at completion
of the case (eg, reflecting upon management decisions generated
by the CDSS). All instances of active intervention were logged
and evaluated.

Data Collection

Four modes of data collection were used during the interview:
(1) think-aloud protocols [53,54] with active intervention
approach [52], (2) video/audio recording and screen capture
during interaction with the iPad [55,56], (3) direct interview
guestions at the completion of interaction with the CDSS
[26,57], and (4) completion of a survey instrument (system
usability scale) [58,59]. The survey instrument was completed
by the pharmacist at the end of the interview and without the
researcher present (Multimedia Appendix 5).

Evaluation

Evaluation of Usability Testing

Interviews were transcribed verbatim, then independently
analyzed by two researchers with assistance by athird (AD, CS
and AK) using adirected content analysis methodol ogy, where
key concepts from existing usability studies of health
information technology methodol ogy were used to informinitial
coding categories[34]. Operationa definitionsfor each category
were determined based on the specific goals of the CDSS. Any
redundant coding categories were collapsed. The analysis of
pharmacist sentiment was categorized as “ negative,” “neutral,”
or “positive” in consultation with the research team [60].
Frequency of responses were tabulated first by category, then
by sentiment (NVivo 12.5, QSR International). Interaction with
the iPad was time-stamped to calculate duration spent on each
page of the iPad, periods of pharmacist hesitation, and page
navigation decisions. Responses to survey instruments were
described, and a system usability scale was scored [61].

https://medinform.jmir.org/2020/5/€17203
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Level of Acceptance of Clinical Reasoning and Decision
Support

At the completion of all case vignettes, each pharmacist was
shown an overview of the clinical reasoning engine and then
asked to reflect on the logic that informed the recommendation
for each case. To quantify the level of acceptance for the core
set of recommendations generated by the CDSS (self-care
advice, medicines advice, and referral advice), the pharmacist’s
acceptance (accept/not accept) was logged. Additional advice
offered by the pharmacist relating to clinical management was
entered in free-text fields on the iPead.

Results

Pharmacist Interview

All pharmacists completed 5 case vignettes on the AppleiPad.
Pharmacists were exposed to cases in the same order. Thetotal
timetakentorole-play all 5 case vignettes (excluding discussion
on decision logic or system improvements) ranged from 14 min
35 seconds (Pharmacist #1) to 28 min 4 seconds (Pharmacist
#2). Case vignettes that included nonserious LBP required less
time (Cases 1 and 2: mean 3 min 40 seconds per case, SD 1 min
8 seconds) than cases that raised suspicion of serious causes of
LBP (Cases 3-5: mean 4 min 46 seconds per case, SD 1 min 23
seconds).

Evaluation of Usability Testing

Coding Categories

A total of 162 statements during the 25 interactions between
pharmacists and “ clients’ werelogged. Nine coding categories
were identified using directed content analysis (Ease-of-use,
Consistency, Msihility, Navigation, Workflow, Content,
Understandability, Clarity, and Acceptance). For final coding,
the categories Navigation and Workflow were merged, and
Understandability was defined under Clarity, which resulted
in seven final categories. Statements were also coded by
sentiment (negative, neutral, or positive). Table 1 describeseach
category, with statement frequency and representative examples.
A total of 71 statements related to the CDSS interface, and 91
statementsrelated to clinical information (content) provided by
the CDSS.
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Table 1. Coding categories with statement frequency and representative examples.
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Coding category with subcategory Sentiment frequency Representative coded statements with sentiment
Neutral®  Positive®  Total
Interface
Ease-of-use: commentary on the sim- 3 7 26 Negative: (SCREENING page) “It would be a
plicity of operation of the CDSS® loteasierifitsad,’ I'vej_ust got some questions
| want to ask you, and | just go through them
regardless of what you told me.” (Pharmacist
#5)
Positive: “The App has simple language, it's
not complicated, not medical, so that it can be
used by everyone. So that’'s agood thing.”
(Pharmacist #1)
Consistency: commentary on the con- 7 4 13 Negative: “I’'m pretty sure | did tick *history of
sistency of visual language or interac- malignancy’. | was surprised that when | ticked
tion model that it didn’t do what it did do with Betty.”
(Pharmacist #5)
Positive: (Readsletter) “OK, soit'svery similar
to the others”” (Pharmacist #3)
Visibility: commentary on thevisibility 6 3 16 Negative: (ADVICE page) “| didn’t notice this
of system capabilities and system status one. (points to medicine advice)” (Pharmacist
and navigational cueswithinthe CDSS #4)
Positive: “The prompts are there, so it'sjust
something to get used to maneuvering... which
isn't very difficult because its laid out quite
easily/quite nicely.” (Pharmacist #2)
Navigation/workflow: observation and 12 2 16 Negative: “If we miss one of these pieces of
commentary on progressi on/sequence information, does the App ask usto go back?’
through the CDSS (Pharmacist #1)
Positive: (HISTORY page) “I redly liked this
page. | think it's easy to go through.” (Pharma-
cist #3)
Clinical information
Content: commentary on what informa- 9 12 27 Negative: (HISTORY page) “Maybe we could
tion is/is not provided by the CDSS add another icon: ‘ Pregnant or Breastfeeding”
(Pharmacist #4)
Positive: (ADVICE page) “OK, so it actually
knowsit's sub-therapeutic when | put sub-ther-
apeutic input. That's very good. That's very
good.” (Pharmacist #2)
Clarity: commentary on the clarity of 9 5 15 Negative: (SCREENING page) “I know that

theinformation provided by the CDSS

it's not an infection because they say, ‘I fell,
and now I'vegot pain’, so it seemslikel proba-
bly of shouldn't have asked the questions, but |
still did because it was till there.” (Pharmacist
#5)

Positive: (MEDICINES page) “...to recommend
Ibuprofen or Aspirin or whatever, then the dose
that'srequired. That'sreally good. That'sreally
good.” (Pharmacist #1)
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Coding category with subcategory Sentiment frequency Representative coded statements with sentiment
Negative® Neutra®  Positive®  Total®
Acceptance: commentary on theclini- 6 9 34 49 « Negative: (ADVICE page) “I’m not sure about

cal value of the CDSS recommenda-
tions

‘stay active’. I’'mnot sureit’sOK.” (Pharmacist
#1)

« Negative: (ADVICE page) “..and she needs to
see someone — like a specialist in thisareato
find out what is the reason — it is good to have
an X-Ray.” (Pharmacist #4)

« Positive: (Reads |etter) “OK. So, stay active.
That'sreally good.” (Pharmacist #2)

» Positive: (regarding usein practice) “I'd love
it... | like the clinical part of my job. | was
thinking of having something on pain manage-
ment plans” (Pharmacist #1)

3N egative: negative sentiment.

PNeutral: neutral sentiment.

CPositive: positive sentiment.

Total: total sentiment count for subcategory.
€CDSS: clinical decision support system.

Pharmacists Statements Related to | nteraction With the
I nterface

The categories Ease-of-use and Misibility together accounted
for 59% (42/71) of statements about theinterface with apositive
to negative comment ratio of 0.4 (7:16) and 0.4 (3:7),
respectively. The majority of statementswith negative sentiment
involved interaction with the screening page (10/27 statements,
Figure 3). The remainder scored with negative sentiment
included comments on layout (eg, button position inconsi stent)
or visibility issues (eg, text size too small).

For exampl e, statements with negative sentiment reported during
interaction with the screening page included:

| find thispart a bit long. I’ malways reading through
it (risk of spinal inflammation) ... maybeit’sjust me.
Maybe| should just read it properly. [Pharmacist #2]
[reads fromiPad] Leg pain with altered sensation or
weakness. S0, | guess| didn’t see that part... isthere
a reason that that's here (points to the 2nd column)
— Oh, because it's not a clinical history, yep.
[Pharmacist #3]

https://medinform.jmir.org/2020/5/€17203

It'sjust like you are trying to focus on the patient, so
you are trying to do two things at once. If the patient
was happy for me to pause, ‘cause you feel a bit
awkward, just processing this whilst the patient isin
front of you. [Pharmacist #4]

| think that with this (SCREENING PAGE) is probably
the hardest screen here because, like some of the
questions | knew, like all of the cases so far, | know
that it's not an infection because they say | fell and
now I've got pain, so it seems like | probably of
shouldn’t have asked the questions. [ Pharmacist #5]

Statements with positive sentiment for the interface referenced
the simplicity of layout, navigation, and language used (5/16
statements). In addition, statements with positive sentiment
were made regarding integration with the pharmacist’ sworkflow
(5/16 statements). Pharmacists statements relating to the
operation of the CDSS (eg, “so | just press here,” and “then it
comes out of the printer?’) comprised the majority scored with
neutral sentiment (17/28 statements). Queries related to the
operation of the CDSS decreased in frequency aseach interview
progressed.
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Figure 3. Clinical decision support system screening page for raising suspicion of a serious cause of low back pain. The “No” responseis the default

state.
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Pharmacists’ Statements Related to Clinical | nformation

The categories Content and Acceptance together accounted for
84% (76/91) of statements related to clinical information
provided by the CDSS, with a positive to negative comment
ratio of 2.0 (12:6) and 5.7 (34:6), respectively. The remainder
of statements related to Clarity of the clinical information
provided by the CDSS. Statements with negative sentiment for
Content (6/27 statements) included request for items absent
from history (eg, pharmacists wanted to record current level of
pain, whether pregnant or breastfeeding, and history of ulcer).
Statements with negative sentiment for Acceptance (6/49
statements) included disagreement with, or questioning of,
CDSS-generated advice in the categories self-care, medicines,
and referral advice. For example:

Yes, but we always need to do further investigations
to find out... and she needs to see someone — like a
specialist in this area to find out what is the reason
—itis good to have an X-Ray. [Pharmacist #4; case
1: nonserious cause of LBP)

In my practice, a typical customer that you have just
described will usually be on some kind of blood
pressure medication — usually — which is why we
always tend to recommend paracetamol first.
[Pharmacist #5; case 2: recommendation to begin
NSAID therapy]
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But, from the other point of view, would that narrow
the amount of medicine that we recommend? So, from
the business-Pharm point of view, would that exclude
alot of products? [Pharmacist #1; general comment
at end of interview]

Statements with positive sentiment for Content (12/27
statements) included what pharmacists considered to be the
right information displayed at the right time. For example:

Thisis what's really interesting, is what really gives

this one the meaning — | like the logic behind it.
[Pharmacist #1; reacting to decision for suspicion of
fracture]

Yes, we do need to know this. [Pharmacist #4; points
to increased risk of cancer]

OK, so it actually knows it’s sub-therapeutic when |
put sub-therapeutic input. That's very good. That's
very good. [Pharmacist #5]

Statements with positive sentiment for Acceptance (34/49
statements) included commentary on the clinica value of
information generated by the CDSS in areas of self-care,
medicines advice, and referra advice. These statements broadly
reflected agreement with advice generated by the CDSS. For
example:

Most of the time it was very logical, it was very
rational and logical ... It leadsusto theright decision.
[Pharmacist #1]
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Definitely! Its prompting you to ask questions. | must
admit some of those questions we probably don’t
always ask, but we need to be asking... [Pharmacist
#2]

OK, s0 just add on (stay active) Yep. OK. Instead of
just seeing the GP straight away. OK. Cool!
[Pharmacist #3; during the selection of self-care
advice]

We excluded some diseases which is good. | found
out that she is not taking enough medicine.
[Pharmacist #4]

Yes, so | would say: using a heat wrap will also help,

and | would say take the Voltaren 2-3 times per day

with food — yes, it says this already! [Pharmacist #5]
Similar to pharmacists questions relating to the interface,
comments/questionsrel ated to clarification of CDSS-generated
advice were scored with neutral sentiment. Thistype of question
also decreased in frequency as each pharmacist moved through
the 5 cases.
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System Usability Scale

The system usability scale [59,61] was administered to each
participant at the completion of the interview without the
researcher present. Individual usability scoresranged from 82.5
out of 100 to 100 out of 100, which were interpreted as good
to excellent usability, respectively [59]. The overall usability
score was rated as excellent (mean score 92 out of 100, SD 6.5;
90th percentile compared with similar systems).

L evel of Acceptanceof Clinical Reasoningand Decision
Support

Acrossthe5 case vignettes, 70 recommendationswere generated
by the CDSS related to self-care advice, medicine advice, and
referral advice. Pharmacists accepted 90% (18/20) of self-care
recommendations, 100% (25/25) of medicines recommendations,
and 88% (22/25) of referral recommendations. Of those
accepted, pharmacists added to the advice for 8% (5/65) of the
recommendations generated by the CDSS (eg, Figure 4).

Figure4. Advice page showing the pharmacist #1 acceptance of self-care advice, the augmentation of medicine advice by the pharmacist (“Also, ADD
PHY SIO CREAM asrequired”), and the acceptance of referral advice (green arrows and green text box).
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Discussion

Principal Findings

A CDSS was developed to enhance pharmacist care of LBP,
underpinned by clinical practice guidelines and informed by a
multidisciplinary team of experts that included consultation
with community pharmacy. Community pharmacists rated the
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overall usability of the high-fidelity protype as good to excellent
[59], despite expression of some negative sentiment in relation
to guidancein screening for serious causes of LBP and interface
inconsistency. There was a high level of acceptance for the
advice generated by the CDSS for self-care, medicines, and
referral, with pharmacists augmenting advice for a minority
(5/65) of recommendations.
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Usability

Pharmacists reported a high level of usability based around
simple use of language, logical workflow, brief consultation
time, ability to customize advice, and convenience of a
customized handout for the client. A number of usability issues
were raised with regard to interface including page layout, text
size, and button placement, which will be considered in the next
phase of the CDSS refinement. The screening page (Figure 3)
received the mgjority of negative comments and may reflect
nonintuitive interaction with the layout of the screening page
and/or lack of familiarity with the screening questions used to
raise suspicion of serious causes of LBP. Although education
for pharmacists in Australia contains topics on symptom
recognition for differential diagnosis[62] and interprofessional
referral [63], pharmacists expressed interest for more training
on this topic, which is consistent with recommendations of
Abdel Shaheed et al [64].

Acceptance of the Clinical Support Provided by the
Clinical Decision Support System

All pharmacists agreed that the information provided by the
CDSS was applicable to the clinical scenarios presented and
could potentially improve client-pharmacist encounters. One
pharmacist disagreed with the messaging to avoid imaging and
preferred to refer to medical care asafirst option for nonserious
LBPR, but given the small sample, may not be representative of
their peers. Pharmacists al so commented that the CDSS hel ped
them to ask more questions of the client with LBP and increased
management options for LBP beyond their usual advice.
However, it is unclear if the advice delivered by the CDSS in
this setting would be superior to usual pharmacy care for LBP.

Guidance for Pain Management in Community
Phar macy

Pharmaci sts commented that they appreciated guidance provided
by the CDSSin relation to management, particularly for options
beyond medicines advice. This aligns with recommendations
of Abdel Shaheed et a [65] and others [11] on the potential
benefit of tools/guidelines to support pharmacists when
managing clients with LBP. Pharmacists also reflected on the
current general lack of guidance to manage pain within
pharmacy compared with the promotion and availability of
management tools for other health conditions [5,7,8,14,66].
Thisview isconsistent with resultsfrom arecent study by Abdel
Shaheed et a [65] who found that pharmacists were receptive
to implementing a disease state management program for LBP.
Oneareahighlighted by pharmacistswasthe lack of operational
knowledge in relation to screening clients for serious causes of
LBP, which has been highlighted previously [18]. Abdel
Shaheed et a aso found that pharmacists had both the
willingness and capacity to increase knowledge in this area
[32,64]. One god of atraining module integrated into the next
version of the CDSS would be to empower the pharmacist with
the skillset to raise suspicion of potentially serious underlying
pathology, then inform clients of options for prompt medical
review [43,45].
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Limitations

The small sample size may not be adequate to capture the full
range of pharmacists’ viewsor usability issuesthuslimiting the
generalizability of the results [67], particularly with regard to
the level of acceptance. However, the sample size was
appropriate for this stage of CDSS development [34,51]. That
is, it was sufficient to identify major usability issues (eg, when
screening for risk of serious disease), that the CDSS interface
could be navigated with minimal training, and that decisions
generated were logical and easy for the pharmacist to apply (in
asimulated scenario). The method used to assess usahility (think
aloud with active intervention) may have enhanced task
performance through researcher-induced bias [68] but allowed
greater insight into the sections of the CDSS that required further
development [52]. Ancther source of bias that may have
enhanced task performance was the nonrandomized order of
cases (case complexity was greater later in interview). This
stage of CDSS development was to finalize design elementsin
the community pharmacy setting beforetesting with real clients
[34]. In its current design, the CDSS does not integrate with
existing electronic record systems in pharmacy, which would
be necessary before advanced testing and would increase the
chance of adoption by pharmacists [69]. One approach would
be integration with existing disease state management systems
[70], which was al so suggested by pharmacists during testing.

Comparison With Prior Work

ThisCDSSisthefirst tool that the authors are aware of to assist
community pharmacists in first-line care for people with LBP.
Other electronic decision support systems have been targeted
at the primary care setting for the management of LBP[25] and
chronic pain [26,27]. This CDSS differs from existing systems
in that it ams to empower the pharmacist to offer
evidence-based first-line care beyond medicines advice, and
stepped referral optionsto allied health, primary, or emergency
care based on presentation or symptom progression. The
opportunity to enhance the pharmacist-client interaction,
identified as lacking in other systems [27,71], has been built
into this CDSS by allowing the pharmacist to modify
management advice then provide a customized handout for the
client.

Future Direction

The next phase is to modify the CDSS with lessons learned
from this usability study, then reevaluate during the next level
of system development (integration with clients into the
pharmacy setting) [34]. The CDSS will also be evaluated with
respect to the credibility of advice and satisfaction with care
from the perspective of clientswith LBP. An education module
on the evidence-based management of LBP could be delivered
to pharmacistsin conjunction with training for the CDSS, which
would assist with knowledge of screening for pathology and
give context to the guideline-based care options suggested by
the CDSS. Future studies may establish if pharmacist training
during the use of aCDSSwithin the clinical encounter improves
both pharmacist and pharmacy client satisfaction with care.
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Conclusions community pharmaciststo provide simple evidence-based advice
for clientswho present with LBP. Importantly the CDSS offers
key messages of reassurance, to remain active, to use medicines
appropriately, and to avoid inappropriate imaging.

Despite many years of clinical guidelines for the management
of LBR significant evidence-to-practice gaps remain. This
CDSS has been designed to provide a unique opportunity for
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Abstract

Background: The electronic health record sharing system (eHRSS) was implemented as a new health care delivery platform
to facilitate two-way communication between the public and private sectors in Hong Kong.

Objective: Thisstudy aimed to investigate the perceptions of and factors associated with the adoption of eHRSS among patients,
the general public, and private physicians.

Methods: Telephone interviews were conducted in 2018 by using a simple random sampling strategy from alist of patients
who had enrolled in the eHRSS and a territory-wide telephone directory for nonenrolled residents. We completed 2000 surveys
(1000 each for enrolled and nonenrolled individuals). Private physicians completed self-administered questionnaires, including
762 valid questionnaires from 454 enrolled physicians and 308 nonenrolled physicians.

Results: Most participants (707/1000, 70.70%) were satisfied with the overall performance of the eHRSS. Regarding registration
status, most nonenrolled patients (647/1000, 64.70%) reported that “ no recommendation from their physiciansand family members”
was the major barrier, whereas more than half of the physicians (536/1000, 53.60%) expressed concerns on “additional workload
due to use of eHRSS.” A multivariate regression analysis showed that patients were more likely to register when they reported
“other service providerscould view the medical records’ (adjusted oddsratio [aOR] 6.09, 95% Cl 4.87-7.63; P<.001) and “friends
or family’s recommendation or assistance in registration” (aOR 3.51, 95% CI 2.04-6.03; P=.001). Physicians were more likely
to register when they believed that the eHRSS could improve the quality of health care service (aOR 4.70, 95% CI 1.77-12.51;
P=.002) and were aware that the eHRSS could reduce duplicated tests and treatments (aOR 4.16, 95% Cl 1.73-9.97; P=.001).

Conclusions; Increasing the possibility of viewing patients personal medical record, expanding the sharable data scope for
patients, and highlighting the benefits of the system for physicians could be effective to enhance the adoption of the eHRSS.

(JMIR Med Inform 2020;8(5):€17452) doi:10.2196/17452
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Introduction

Background

Health information technol ogies, such as el ectronic health record
systems (eHRs), are considered to be critical in transforming
health care delivery in terms of improving quality and efficiency
[1,2]. In the past decade, eHRs have been launched and
implemented in Western countries [3,4]. It was recognized that
more extensive adoption of eHRs is effective in reducing
medical errorsand health care costs, enhancing medical efficacy,
and improving health care délivery [5,6]. Nevertheless, the
factors associated with the adoption of eHRs remained unknown,
especially in Asian regions [7,8].

In Hong Kong, the Public Private Interface-electronic Peatient
Record (PPI-ePR) program was introduced by the hospital
authority (HA) in 2006 as anew electronic platform to enhance
dataexchange between the public and private sectors[9]. It was
the first step toward the vision to develop a territory-wide
electronic health record sharing system (eHRSS) that provides
a backbone to devel op atwo-way eHRSS and facilitates better
communication between public and private health care services
[10]. The eHRSS is a territory-wide health record platform
funded by the Food and Health Bureau. The Information and
Technology and Health Informatics Department of the HA
assisted the government to develop and operate the system as
atechnical agency. Unlike the mandatory or opt-out enrollment
models in similar health record sharing systems in other
countries, for example, Denmark, the United Kingdom, or
Canada, participationinthe eHRSSis opt-in and on avoluntary
basis for both patients and health care providers (HCPs).

The eHRSS was launched in March 2016. As of March 2019,
over 1,000,000 patients, 47,000 HCPs, dl private hospitals (12),
and over 1400 HCPs from private sectors, including various
typesof clinics, elderly homes, and welfare organizations, have
enrolled in the eHRSS [11]. With the satisfactory enrollment
ratesin general, it is an appropriate time to review the current
state of the system and areas of enhancement after 3 years of
its implementation.

Objectives

This study aimed to investigate the factors associated with
registration and adoption of the system among patients and
physicians and to examine the awareness, acceptance, perceived

benefits, and possible improvements of the eHRSS within the
dual health care system of Hong Kong.

Methods

Recruitment

Telephone-based interviews were conducted among enrolled
patients and nonenrolled residents. The survey on users was
based on alist of enrolled patients provided by the HA, whereas
nonusers were selected from the Hong Kong Telephone
Directory, which consists of approximately 99% of land-based
telephone lines. A simple random sampling methodology was
adopted, and computer-generated numberswere used for subject
recruitment. We assumed 65.0% as the proportion in all the
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outcomes. A sample size of approximately 972 enrolled
participants will achieve a precision level of 0.03 from the

following formula: |E, where p=proportion of outcomes.
Therefore, we aimed to achieve at least 1000 successful,
complete patient surveys each for enrolled and nonenrolled
individuals. Assuming a refusal rate of 30%, we made more
than 1500 attempts of telephone calls to complete 2000
successful surveys. The response rate was 66.67% (1000/1500)
and 60.90% (1000/1642) for enrolled and nonenrolled
participants, respectively.

For physician surveys, self-administered questionnaires were
conducted among private physicians. Postal addresses of public
institutions, nongovernment organizations, or universitieswere
excluded. A list of al enrolled physicians in Hong Kong was
provided by the electronic health record office. The response
rate of physicians in previous surveys was as low as 5% [12].
To enhancethe response rate, one continuous medical education
(CME) point was awarded through the Hong Kong Medical
Council to each completed physician response. A total of 4340
invitations were sent to private physicians through various
channels, including postage, fax lines, email addresses, phone
cals, lunchtime seminar programs, and high-concentration
buildings where private physicians practices are located. In
total, 762 valid questionnaires were received, consisting of 454
enrolled and 308 nonenrolled physicians. The overall response
rate was 17.56% (762/4340).

Survey Instruments

Survey items included enablers and barriers of registration in
the eHRSS; the awareness, acceptance, and perceived benefits;
reasonsfor not using the eHRSS after enrollment; and areasfor
service improvement. The patient and physician surveys were
designed by an academic physician with relevant experiencein
studiesrelated to the eHRSS and extensive expertisein clinical
and public health research. The questionnaires drafted were
validated by an expert panel of epidemiologists, physicians,
nursing professionals, public heath practitioners, and
academicians. Both surveys were pilot-tested on 20 physicians
and 20 patients, respectively, for feasibility and item
comprehensiveness. The surveyswere availablein both Chinese
and English versions. All surveys were anonymous. Consent
was sought verbally through telephone surveysfor patients and
by participants signature through fax or postal surveys for
private physicians.

Statistical Analysis

All surveys were checked for completeness and the presence
of participant consent. Data entry and analysis were performed
using SPSS version 21.0 (IBM Corporation). A random check
was conducted to examine the validity, quality, and accuracy
of data. A descriptive analysiswas performed, and the outcome
variables were expressed as proportions. Two binary logistic
regression modelswere constructed for physiciansand patients.
The first was to examine the predictors of registration (vs no
registration), and the second was to evaluate active use (vs
inactive use) of the eHRSS after registration. The predictors
included (1) sociodemographic factors, (2) perceived usefulness
and perceived ease of use based on the technology acceptance
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model [13], and (3) cuesto action based on variables pertinent
tothe health belief model [14]. All P values<.05 wereregarded
as datistically significant. Variance inflation factors were
calculated before the regression analysis. In patients’ analysis,
4 variables related to “perceived usefulness’ were excluded
because of multicollinearity, including “Keep my medical
records up-to-date,” “ Not necessary to bring my medical report,”
“Reduce my repeated checking and information provision,” and
“Physicians can get accurate and comprehensive information.”
Besides, 2 interactions were found to be significant, that is,
“souvenirsasanincentive” interacted with “friends’ or family’s
recommendation or assistance in registration” and “the
physician’s advice or assistance in registration” interacted with
“friends or family’s recommendation or assistance in
registration.” Finally, structural equation modeling (SEM) was
adopted to study predictors of patients’ registration.

Results

Patient Surveys

Sociodemographic Characteristics

There were more females than males in the enrolled group
(426/1000, 42.60% vs 574/1000, 57.40%) and nonenrolled
group (332/1000, 33.20% vs 668/1000, 66.80%). Among the
enrollees, the mgjority were aged between 61 and 70 years
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(291/1000, 29.10%), followed by 71 years or older (282/1000,
28.20%), and between 51 and 60 years (185/1000, 18.50%).
Age distributions were similar in nonenrollees, with most aged
between 61 and 70 years (234/1000, 23.40%), 71 yearsor older
(229/1000, 22.90%), and between 51 and 60 years (214/1000,
21.40%; Table 1).

Channels of Awareness

Approximately half of the enrolled patients learned about the
system from others (487/1000, 48.70%), including hospitals,
clinics, health centers, district council members, and socid
workers. Among them, 31.80% (318/1000) |learned about the
system from posters or | eaflets. Most nonenrolleeslearned about
the eHRSS from television or magazine advertisements
(782/1000, 78.20%) and friends and family members (165/1000,
16.50%; Multimedia Appendix 1).

Reasonsfor No Registration

Themajority of nonenrollees (strongly agree or agree: 647/1000,
64.70%) agreed that no recommendations given from their
physicians was the major barrier. In addition, approximately
half of them (strongly agree or agree: 517/1000, 51.70%)
expressed that they only visited one medical professional, and
hence, registration was not required. More than one-third of
them expressed concerns about the security of personal data
and privacy (strongly agree or agree: 480/1000, 48.00%).

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€17452 | p.147
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Table 1. Sociodemographic characteristics of patients (N=2000).
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Variables Enrollee (n=1000), n (%) Nonenrollee (n=1000), n (%) Total, n (%) P value?
Gender <.001
Male 426 (42.6) 332(33.2) 758 (37.9)
Female 574 (57.4) 668 (66.8) 1242 (62.1)
Age (years) <.001
18-30 27 (2.7) 60 (6.0) 87 (4.4)
31-40 70 (7.0) 107 (10.7) 177 (8.9)
41-50 101 (10.1) 150 (15.0) 251 (12.6)
51-60 185 (18.5) 214 (21.4) 399 (20.0)
61-70 291 (29.1) 234 (23.4) 525 (26.3)
271 282 (28.2) 229 (22.9) 511 (25.6)
Refused to answer 44 (4.4) 6 (1.0) 50 (2.5)
Education .001
No schooling or preschool education 92(9.2) 80 (8) 172 (8.6)
Primary education 270 (27.0) 235 (23.5) 505 (25.3)
Junior high school 164 (16.4) 135 (13.5) 299 (15.0)
High school 269 (26.9) 316 (31.6) 585 (29.3)
Nondegree tertiary education 38(3.9) 53(5.3) 91 (4.6)
Tertiary education 120 (12.0) 155 (15.5) 275 (13.8)
Others 4(0) 6 (1.0) 10 (0.5)
Refused to answer 43 (4.3) 20 (2.0) 63(3.2)
Occupation .002
Full time or part time 292 (29.2) 350 (35.0) 642 (32.1)
Job-waiting 7(1.0) 10 (1.0) 17 (0.9)
Retirement 443 (44.3) 362 (36.2) 805 (40.3)
Houseworker 206 (20.6) 238 (23.8) 444 (22.2)
Student 13(1.3) 17 (1.7) 30 (1.5)
Others 2(0) 22(2.2) 24(1.2)
Refused to answer 37(3.7) 1(0) 38(1.9)
Household income <.001
<2000 104 (10.4) 94 (9.4) 198 (9.9)
2000-3999 145 (14.5) 65 (6.5) 210 (10.5)
4000-5999 67(6.7) 38(3.8) 105 (5.3)
6000-7999 21(2.1) 23(2.3) 44(2.2)
8000-9999 11(1.2) 28(2.8) 39(2.0)
10,000-14,999 71(7.2) 60 (6.0) 131(7)
15,000-19,999 50 (5.0) 63 (6.0) 113(5.7)
20,000-24,999 73(7.3) 82(8.2) 155 (7.8)
25,000-29,999 35(3.5) 57 (5.7) 92 (4.6)
30,000-39,999 54 (5.4) 81(8.1) 135 (6.8)
40,000-59,999 43 (4.3) 40 (4.0) 83(4.2)
>60,000 48 (4.8) 25 (2.5) 73(3.7)
Refused to answer 278 (27.8) 344 (34.4) 622 (31.1)
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Variables Enrollee (n=1000), n (%) Nonenrollee (n=1000), n (%) Total, n (%) P value®
Joined the public private interface electronic patient record program <.001

Yes 20 (2.0) 9(L0) 29 (1.5)
No 952 (95.2) 985 (98.5) 1937 (96.9)
Refused to answer 28(2.8) 6 (1.0) 34(1.7)
Required regular follow-up consultation <.001
Yes 602 (60.2) 274 (27.4) 876 (43.8)
No 390 (39.0) 719 (71.9) 1109 (55.5)
Refused to answer 8(1.0) 7(1.0) 15(0.8)

3proportions were compared by using chi-square tests.

Reasonsfor Not Using the System After Registration

For the enrolleeswho did not use the system (498 out of 1000),
thereasonsthey did not do so after registration were“they were
not sick after participation” (strongly agree or agree: 221/498,
45.5%), “they only went to one place to see a physician”
(strongly agree or agree: 240/498, 49.4%), and “they did not
tell the physician that they had registered (strongly agree or
agree: 115/498, 23.8%).

Level of Satisfaction Among the Patients

Most enrollees were satisfied with the eHRSS, with 70.70%
(707/1000) of the enrollees reporting that they were satisfied
or strongly satisfied. Regarding the registration process, 91.20%
(912/1000) of the enrollees reported that they were satisfied or
strongly satisfied with the registration procedures and
registration methods.

Perceived Areas for Future | mprovement

Most of the enrollees suggested that they should be able to
accesstheir medical recordsthrough the system (30/124, 24.2%)
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and more sharable information (32/124, 25.8%). Others
recommended that the system should be designed in a more
comprehensive and user-friendly manner (23/124, 18.6%),
involve the participation of more physicians (16/124, 12.9%),
and increase publicity (10/124, 8.1%; Multimedia Appendix 2).

Factors Associated With Registration and Usage

Regarding the status of registration (Table 2), patients were
more likely to register when they (1) were in the highest
household income group (HK $60,000 [US $7696] or above;
reference: income <14,999 [US $1924]; aOR 2.28, 95% CI
1.17-4.46; P=.02), (2) needed regular clinic follow-up (aOR
3.49, 95% CIl 2.70-4.50; P<.001), (3) reported “other service
providers could view the medical records’ (aOR 6.09, 95% ClI
4.87-7.63; P<.001) as perceived usefulness of the eHRSS, and
(4) reported “friends’ or family’s recommendation or assistance
in registration” (aOR 3.51, 95% CI 2.04-6.03; P=.001) as one
of the cuesto action.
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Table 2. Factors associated with the status of registration and usage of the system among patients.
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Variables Status of registration Usage of the system
Adjusted oddsratio (aOR; 95% CI) P vaue aOR (95% Cl) P vaue
Gender
Male 1 (Ref®) N/ADP 1 (Ref) N/A
Female 0.71 (0.55-0.91) .008 1.18(0.87-1.59) 29
Age (years)
18-40 1 (Ref) N/A 1 (Ref) N/A
41-60 1.00 (0.66-1.51) 99 1.20 (0.82-3.27) 16
261 1.28 (0.79-2.06) 32 1.73(0.93-3.19) .08
Education
Primary or below 1 (Ref) N/A 1 (Ref) N/A
Secondary 0.96 (0.72-1.29) 79 0.98 (0.69-1.37) .89
Tertiary or above 0.94 (0.62-1.43) 79 1.22(0.73-2.02) 45
Occupation
Working (full time or part time) 1 (Ref) N/A 1 (Ref) N/A
Not working (searching for ajob,  0.72 (0.52-1.01) .06 1.05 (0.70-1.56) .81
retired, houseworker, or student)
Household income (HK $)
<14,999 (US $1924) 1 (Ref) N/A 1 (Ref) N/A
15,000-24,999 (US $3207) 0.67 (0.47-0.97) .03 0.70 (0.45-1.08) 11
25,000-59,999 (US $7696) 0.61 (0.38-0.97) 04 0.68 (0.39-1.19) 17
260,000 (US $7696) 2.28 (1.17-4.46) .02 0.46 (0.21-0.97) .04
Refused to answer 0.81 (0.59-1.10) 18 0.84 (0.57-1.22) 36
Joined the public private interface electronic patient record program
No 1 (Ref) N/A 1 (Ref) N/A
Yes 2.01(0.72-5.57) 18 1.46 (0.56-3.81) 44
Required regular follow-up
No 1 (Ref) N/A 1 (Ref) N/A
Yes 3.49 (2.70-4.50) <.001 1.65 (1.20-2.26) .002
Perceived usefulness
Other medical serviceproviderscan 6.09 (4.87-7.63) <.001 1.71 (1.31-2.23) <.001
view the medical records
Cuesto action
Souvenir 1.66 (0.97-2.84) .07 4.80 (2.72-8.48) <.001
Friends' or family’srecommenda-  3.51 (2.04-6.03) .001 2.07 (1.43-2.98) <.001
tion or assistance in registration
Doctor’s advice or assistance in 1.25(0.85-1.84) 27 152 (1.14-2.02) .004
registration
Interaction effects
Interaction 1° 0.77 (0.66-0.89) <.001 0.64 (0.54-0.77) <.001
Interaction 29 0.72 (0.63-0.81) <.001 0.91 (0.84-1.00) 04

8Ref: reference group in the regression analysis.

BN/A: not applicable.

CSouvenirs and friends’ or family’s recommendation or assistance in registration.
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dDoctor's advice or assistancein registration and friends' or family’s recommendation or assistance in registration.

Regarding the usage of the system (Table 2), enrollees were
more likely to use the system when they (1) needed regular
follow-up (aOR 1.65, 95% CI 1.20-2.26; P=.002), (2) reported
that other service providers could view the medical records
(aOR 1.71, 95% CI 1.31-2.23; P<.001), (3) reported physicians
advice or assistancein registration (aOR 1.52, 95% Cl 1.14-2.02;
P=.004), (4) reported friends' or family’s recommendation or
assistancein registration (aOR 2.07, 95% CI 1.43-2.98; P<.001),
and (5) were provided with souvenirs (aOR 4.80, 95% ClI
2.72-8.48; P<.001). The effect size of the souvenir is among
the largest, followed by friends' or family’s recommendation
and the needs of regular follow-up.

SEM was adopted to study the predictors of patients' registration
(Multimedia Appendix 3). In this model, associations of
observed variables to the latent variables were strong. The 2
observed variables, “friends or family’s recommendation or
assistance” and “the physician’sadvice or assistance,” had factor
loadings of 0.79 and 0.66, respectively, with cues to action

http://medinform.jmir.org/2020/5/€17452/

(latent variable). The other 4 observed variables, “reduce my
repeated checking and information provision,” “keep my
medical records up-to-date” “doctors can get accurate and
comprehensive information,” and “other HCPs can read my
medical records,” had factor loadings between 0.93 and 0.99
with perceived benefits (latent variable). Cues to actions
influenced perceived benefits with a magnitude of 0.35, and
perceived benefits determined the status of registration with a
magnitude of 0.38.

Physician Surveys

Sociodemographic Characteristics

There were more male than female participants among the
enrollees (314/454, 69.2% vs 105/454, 23.1%) and nonenrollees
(216/308, 70.1% vs 64/308, 20.8%). In general, the enrollees
(271/454, 59.7%; aged between 41 and 60 years) were younger
than the nonenrollees (127/308, 41.2%; aged 61 years or older;
Table 3).
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Table 3. Sociodemographic characteristics of physicians (N=762).
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Variables Enrollee (n=454), n (%) Nonenrollee (n=308), n (%) Total, n (%) P value?

Gender 51
Male 314 (69.2) 216 (70.1) 530 (69.6)

Femae 105 (23.1) 64 (20.8) 169 (22.2)
Missing 35(7.7) 28(9.1) 63 (8.3)

Age (years) <.001

<30 3(0.7) 0(0) 3(0.4)
31-40 47 (10.4) 14 (4.5) 61 (8.0)
41-50 122 (26.9) 61 (19.8) 183 (24.0)
51-60 149 (32.8) 86 (27.9) 235 (30.8)
261 102 (22.5) 127 (41.2) 229 (30.1)

Missing 31(6.8) 20 (6.5) 51 (6.7)

Years of practice <.001

<4 4(09) 0(0) 4(05)
5-9 12 (2.6) 3(L0) 15 (2.0)
10-19 107 (23.6) 50 (16.2) 157 (20.6)
20-29 120 (26.4) 62 (20.1) 182 (23.9)
230 178 (39.2) 170 (55.2) 348 (45.7)

Missing 33(7.3) 23(7.5) 56 (7.3)

Type of institution <.001

Solo practice 223 (49.1) 180 (58.4) 403 (52.9)
With partners or group practice 150 (33.0) 70 (22.7) 220 (28.9)
Private hospital 31(6.8) 13 (4.2) 44.(5.8)
Others 19 (4.2) 14 (4.5) 33(4.3)

Missing 31(6.8) 31(10.1) 62 (8.1)

Specialty .006
Nil 108 (23.8) 95 (30.8) 203 (26.6)
Anesthesiology 1(0.2) 2(0.6) 3(0.4)

Community medicine 3(0.7) 2(0.6) 5(0.7)
Emergency medicine 3(0.7) 1(0.3) 4(0.5)
Family medicine 79 (17.4) 29 (9.4) 108 (14.2)
Internal medicine 61 (13.4) 18 (5.8) 79 (10.4)
Obstetrics and gynecology 24 (5.3) 23(7.5) 47 (6.2)
Ophthalmology 13(2.9) 7(2.3) 20(2.6)
Orthopedics and traumatol ogy 20 (4.4) 9(2.9) 29 (3.8)
Otorhinolaryngology 8(1.8) 6(1.9) 14 (1.8)
Pediatrics 24.(5.3) 21(6.8) 45 (5.9)
Pathology 1(0.2) 2(0.6) 3(0.4)
Psychiatry 8(L8) 24(7.8) 32(4.2)
Radiology 4(0.9) 7(2.3) 11 (1.4)
Surgery 48 (10.6) 16 (5.2) 64 (8.4)
Others 35(7.7) 27 (8.8) 62 (8.1)
Missing 35(7.7) 25(8.1) 60 (7.9)
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Variables Enrollee (n=454), n (%) Nonenrollee (n=308), n (%) Total, n (%) P value®
Joined the public private interface electronic patient record program <.001

Yes 355 (78.2) 50 (16.2) 405 (53.1)
No 85 (18.7) 251 (81.5) 336 (44.1)
Missing 14(3.1) 7(2.3) 21(2.8)

3proportions were compared by using chi-square tests.

Channels of Awareness

Approximately 39.4% (179/454) of the enrollees were aware
of the system from peers in the health care sector, followed by
practice clinics (174/454, 38.3%) and government-subsidized
programs (119/454, 26.2%). For the 284 nonenrolled physicians
who were aware of the system, the modes of receiving the
information were as follows: mainly from peers in the health
care sector (136/284, 47.9%), television or magazine
advertisements (92/284, 32.4%), and posters or website (87/284,
30.6%; Multimedia Appendix 4).

Reasonsfor No Registration

Morethan half of the participants expressed concerns about the
additional workload (strongly agree or agree: 166/308, 53.6%),
whereas 45.5% (140/308) perceived the enrollment procedures
to be complicated.

Reasonsfor Not Using the System After Registration

In addition, 6.8% (31/454) of enrollees did not access any
patients medical record after the registration. Among them,
42% (13/31) stated that there was no clinical indication for
accessing the data, followed by technical issues such as
forgetting the log-in password (6/31, 19%) and “patients not
using the system” or “patients did not inform their registration
status’ (6/31, 19%).

Level of Satisfaction Among the Physicians

Most enrollees were satisfied with the system, with 50.2%
(228/454) and 7.7% (35/454) of the enrollees reporting being
“satisfied” and “strongly satisfied,” respectively. A similar level
of satisfaction was observed for “Instructionsfor use” (satisfied:
200/454, 44.1%; strongly satisfied: 35/454, 7.7%) and
“compatibility of Web browser” (satisfied: 196/454, 43.2%;
strongly satisfied: 34/454, 7.5%).

http://medinform.jmir.org/2020/5/€17452/

Perceived Areas for Future | mprovement

Simplification of the enrollment process (enrollees: 190/454,
41.9%; nonenrollees: 166/308, 53.9%), provision of technical
support (enrollees: 157/454, 34.6%; nonenrollees. 161/308,
52.3%), and improvement of interface friendliness (enrollees:
197/454, 43.4%; nonenrollees: 136/308, 44.2%) were the most
commonly chosen options among physicians. Notably, over
half of the enrollees (268/454, 59.0%) suggested to expand the
sharable data scope (M ultimedia Appendix 5), and the radiology
image was the most commonly chosen option (enrollees:
335/454, 73.8%; nonenrollees: 231/308, 75%; Multimedia
Appendix 6).

Perceived Strategies to | ncrease the Awareness

Traditional channels such as “television or newspaper or
magazine advertisement” (enrollees: 259/454, 57.1%;
nonenrollees: 112/308, 57.1%), academic publications such as
medical newsletters and journals (enrollees: 168/454, 37%,;
nonenrollees: 161/308, 52.3%), and new media including
website or social media (enrollees. 194/454, 42.7%;
nonenrollees: 112/308, 36.4%) were perceived as effective
strategies among the physician participants (Multimedia
Appendix 7).

Factors Associated With Registration and Usage

Physicians were more likely to register for the eHRSS when
they (1) had previously joined PPI-ePR (aOR 69.20, 95% CI
31.41-152.45; P<.001), (2) believed that it could improve the
quality of health care service (aOR 4.70, 95% CI 1.77-12.51;
P=.002), or (3) were awarethat it could reduce duplicated tests
and treatments (aOR 4.16, 95% CI 1.73-9.97; P=.001; Table
4).
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Table 4. Factors associated with the status of registration among physicians.
Variables Crude odds ratio (95% CI) P vaue Adjusted odds ratio (95% CI) P value
Gender
Mae 1 (Ref®) N/AD 1 (Ref) N/A
Female 1.13(0.79-1.61) .51 1.15(0.54-2.42) 12
Age (years)
<40 1 (Ref) N/A 1 (Ref) N/A
41-60 0.52 (0.28-0.97) 04 0.41 (0.12-1.37) 15
>61 0.22 (0.12-0.43) <.001 0.25 (0.06-1.09) .06
Types of medical practice
Solo 1 (Ref) N/A 1 (Ref) N/A
With partner or group 1.73(1.22-2.44) .002 1.13(0.57-2.25) .73
Private hospital 1.92 (0.98-3.79) .06 2.54 (0.60-10.81) 21
Others 1.10 (0.53-2.25) .80 2.18 (0.52-9.20) 29
Years of practice
<9 1 (Ref) N/A 1 (Ref) N/A
10-29 0.38(0.11-1.33) A3 1.03 (0.09-11.28) .98
230 0.20 (0.06-0.69) 01 0.69 (0.06-8.28) 77
Joined the public private interface electronic patient record program
No 1 (Ref) N/A 1 (Ref) N/A
Yes 20.97 (14.27-30.81) <.001 69.20 (31.41-152.45) <.001
Perceived ease of use
Timely access
Disagree or strongly disagree 1 (Ref) N/A 1 (Ref) N/A
Neutral 1.51 (0.80-2.84) .20 2.03 (0.64-6.46) .23
Agree or strongly agree 3.48 (2.00-6.05) <.001 2.67 (0.97-7.34) .06
Not applicable 0.27 (0.08-0.90) .03 0.03 (0.01-0.24) .001
Cuesto action
Asrequired by subsidized program
Disagree or strongly disagree 1 (Ref) N/A 1 (Ref) N/A
Neutral 0.53(0.32-0.89) .02 0.31 (0.12-0.86) .02
Agree or strongly agree 0.50 (0.31-0.82) .006 0.49 (0.20-1.20) 12
Not applicable 1.69 (0.95-2.99) .07 1.72 (0.56-5.25) 34
Perceived benefits
Quality improvement
No 1 (Ref) N/A 1 (Ref) N/A
Maybe 0.79 (0.42-1.50) 48 1.36 (0.52-3.60) 53
Yes 5.10 (2.75-9.44) <.001 4.70 (1.77-12.51) .002
Comprehensiveness
No 1 (Ref) N/A 1 (Ref) N/A
Yes 2.19 (1.59-3.01) <.001 0.70 (0.32-1.53) 37
Reduction of errors
No 1 (Ref) N/A 1 (Ref) N/A
Yes 1.97 (1.44-2.70) <.001 0.57 (0.25-1.30) 18
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Variables Crude odds ratio (95% Cl) P vaue Adjusted odds ratio (95% CI) P value
Reduction of duplicates
No 1 (Ref) N/A 1 (Ref) N/A
Yes 3.87 (2.72-5.51) <.001 4.16 (1.73-9.97) .001
Accuracy and timely access
No 1 (Ref) N/A 1 (Ref) N/A
Yes 2.52 (1.85-3.44) <.001 1.77 (0.79-3.94) .16
Disease surveillance and monitoring
No 1 (Ref) N/A 1 (Ref) N/A
Yes 1.48 (1.06-2.08) .02 1.17 (0.52-2.63) 71

8Ref: reference group in the regression analysis.
BN/A: not applicable.

Regarding the usage of the system (Table 5), insignificant results
were observed for all variables in the multivariate logistic
regression model. Therefore, a univariate analysis was
performed to study their likelihood to use the system. Variables
were reported when their P values were <.20. From Table 5,
we can observethat physiciansare morelikely to usethe system
when they (1) have previoudly joined PPI-ePR (crude oddsratio

http://medinform.jmir.org/2020/5/€17452/

RenderX

[COR] 6.58, 95% CI 3.05-14.17; P<.001), (2) agreed that
meeting patients request was a reason for enrolling in the
eHRSS (COR 3.21, 95% CI 1.05-9.84; P=.04), (3) believed that
the system could improve the quality of health care service
(COR 5.34, 95% CI 1.35-21.04; P=.02), or (4) were aware that
the system could reduce duplicated tests and treatments (COR
3.11, 95% Cl 1.38-7.04; P<.006).
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Table5. Factors associated with the usage of system among physicians.
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Variables Crude odds ratio (95% CI) P value
Gender
Male 1 (Refd) N/AP
Female 0.52 (0.24-1.14) 10
Joined the public private inter face electronic patient record program
No 1 (Ref) N/A
Yes 6.58 (3.05-14.17) <.001
Perceived ease of use
Timely access
Disagree or strongly disagree 1 (Ref) N/A
Neutral 1.25 (0.29-5.44) 77
Agree or strongly agree 3.57(0.95-13.45) .06
Instruction of use
Disagree or strongly disagree 1 (Ref) N/A
Neutral 0.44 (0.12-1.59) 21
Agree or strongly agree 2.75 (0.60-12.61) A9
Compatibility of web browser
Disagree or strongly disagree 1 (Ref) N/A
Neutral 0.65 (0.22-1.94) 44
Agree or strongly agree 2.88 (0.81-10.23) .10
Cuesto action
Patients’' request 1 (Ref) N/A
Disagree or strongly disagree 1.50 (0.45-4.98) 51
Neutral 3.21 (1.05-9.84) 04
Agree or strongly agree 0.31 (0.06-1.56) 16
Perceived benefits
Quality improvement
No 1 (Ref) N/A
Yes 5.34 (1.35-21.04) .02
Reduction of duplicates
No 1 (Ref) N/A
Yes 3.11(1.38-7.04) .006
Disease surveillance and monitoring
No 1 (Ref) N/A
Yes 0.58 (0.27-1.24) 16

8Ref: reference group in the regression analysis.
BN/A: not applicable.

patients learned about it via hospitals or clinics, community
centers, district council members, and social workers. Physicians
learned about the eHRSS from their peers in the health care
sector. The most important factor hindering system enrollment
of nonenrolled patients was the absence of recommendations
fromtheir physicians. In addition, they only visited one medical
physician, and hence, registration in the system was not needed.

Discussion

Principal Findings

Overall, both patients and physicians were satisfied with the
eHRSS. Nonenrolled patients were aware of the system mainly
from traditional communication channels (television or
magazine advertisements), whereas nearly half of the enrolled
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Nonenrolled physicians were concerned about the potential
increase of workload after registration and perceived the
enrollment procedure as complicated. Patients did not use the
system after registration mostly because they had no such need
or opportunity, whereas enrolled physicians did not utilize the
system asthey did not perceive any clinical indication for data
access.

Explanation of Findings and Comparison With Prior
Work

The survey findingsreported the factorsthat hindered enrollment
among patients. The most significant factor was the absence of
recommendationsfrom their physicians. Previousliterature has
demonstrated that people who appear to have authority can help
aperson make aparticular decision[15]. Other factorsincluded
concerns about personal data and privacy issues, and the
uncertainty about benefits of the system. The main reasons for
not registering among physiciansincluded perceived additional
workload and complicated enrollment procedures. Evidence
showed perceived workload and ease of use for a system was
positively associated with itsadoption[16,17]. Physicianswere
morelikely to register when they thought that the system would
improve health care quality and reduce the duplication of work,
which was consistent with our findings [18]. Two reasons for
not using the system among the enrolled patients were that there
was no registration among physicians and that they did not
inform the physicians that they had registered. As for those
enrolled physicians who did not access the medical recordsvia
the system after registration, technical issues such asforgetting
the log-in password were among the major reasons, and this
observation is consistent with previous results [17].

Some studies have been performed on eHRs in Western
countries, including the United Kingdom, the United States,
and Canada[19,20]. For instance, in England, amultilevel case
study with 216 participants consisting of patients, clinical staff,
and project managers was conducted to investigate the use of
personal electronic health records in 2010 [21]. The results
showed that most of the participants perceived it neither useful
nor easy to use. Nevertheless, the researchersin this case study
also acknowledged that these findings should be interpreted
with caution given the small sample size. As for the United
States, there were 54% of physicians who adopted the eHRs in
2011[22]. Most of the physicianswho adopted an eHRsreported
being satisfied with their system. Approximately half of the
users agreed that the system could improve patient care.
Perceived management support, provider involvement, and
adequate training were the main facilitators, whereas perceived
lack of usefulness and provider autonomy were the major
barriers in its adoption [16]. A cross-sectional study among
Canadian medical practitioners, involving 102 users and 83
nonusers, found that perceived ease of use was the strongest
facilitator for eHRs use, whereas usefulness and ease of use
were the main factors influencing system adoption among
nonusers [23]. Although Asian countries or regions such as
Japan, Taiwan, and Singapore have initiated the devel opment
of eHRs, therewas alack of studies on perceptions, awareness,
and factors of adoption of the system [24].

http://medinform.jmir.org/2020/5/€17452/
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Strengthsand Limitations

This study has comprehensively evaluated the perceptions,
acceptance, and factors of eHRSS adoption, which has been
implemented in Hong Kong since 2016. Although the benefits,
facilitators, and barriers of eHRs have been widely discussed
in Western countries, including the United Kingdom [21],
Canada [23], and the United States [22], in the past decade,
much effort isneeded in Asian citieswhere eHRswere generaly
established in the past few years[24,25]. Meanwhile, previous
studies mainly focused on either patients or physicians
perspectives [26,27]. Our study included perceptions among
enrolled patients, nonenrolled patients, enrolled physicians, and
nonenrolled physicians. In addition, an updated patient list that
contained enrolled patients and a territory-wide telephone
directory for nonenrolled patients were used with a smple
random sampling strategy, which enhanced the generalizability
of our findings.

There are several limitations of this study. First, the survey was
across-sectiona study and could not establish acause-and-effect
relationship because of the possibility of reverse causdlity.
Prospective longitudinal studies are required to confirm the
facilitators and barriers. In addition, the survey questions were
designed through face validity rather than construct validity.
The consistency reliability of the survey measurements wasyet
to be evaluated. In addition, the overall response rate among
physician participants was low (17.6%), and it might have
caused nonresponse bias. However, the study adopted different
strategies to enhance the response rate, including CME point,
postage, fax lines, email addresses, phone cals, lunchtime
seminar programs, and visits to high-concentration buildings
where private physicians' practices are located. Hence, the
response rate was much higher than that in the previous local
study (5%). Finally, there may be other variables that could
affect the registration and adoption of eHRSS, and hence, some
residual confounders may remain uncontrolled.

L essons L earned

Findings of this study can inform future clinical practice and
public health policy on the promotion of eHRSS adoption. To
enhance the enrollment rate of eHRSS among patientswho have
not yet registered, recommendations by primary care physicians
during their daily clinical practice is considered to be the most
influential factor. It is also important to deliver a sense of
adequate and appropriate security protection to the public
because it is another key concern for the adoption of eHRSS
among patients [28,29]. Multilevel measurements are needed
to protect personal data in the eHRSS, such as consent-based
record sharing, role-based access control, full data encryption,
as well as network and application security defense and
protection. In addition, the awareness of the benefits of the
eHRSS should be enhanced in the community. To achieve this,
future promotional campaigns and educational seminarson the
benefits of eHRSS can be effective based on findings from
previous evaluations [16]. As for the primary care physicians,
communication among the physician users may influence the
use of eHRSS. The study found that physician users learned
about the system most commonly from their peersin the health
care sectors. Therefore, more interviews of the enrolled
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physicians in electronic health (eHealth) news and booths in
physicians' conferences could be organized to promote the
adoption of eHRSS among them [30]. To enhance the actual
use of the eHRSS after enrollment among patients, efforts to
improve the enrollment among physicians can be effective as
it was found to be the most significant factor associated with
itsuse. For physicianswho have aready enrolled in the eHRSS,
it is suggested to provide easier channels for them to retrieve
passwords in case they were forgotten. In addition, more
technical support on the system could be provided and the
user-friendliness of the system interface could be enhanced to
maintain long-term adoption of the eHRSS by reducing thetime
spent on dealing with technical issues.
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Conclusions

Participants were satisfied with the overall performance of the
system. For patients, the possibility of viewing their personal
medical records and expanding the sharable data scope in the
system could be afuture direction of development. In addition,
messages about the stringent measures in protecting privacy
and benefits of the system should be clearly conveyed to the
public. For physicians, major barriers of registration and usage,
such as perceived additional workload, complicated procedures,
and lack of technical assistance, will require additional practical
and logistic support. It is recommended to enlist enrolled
physicians to promote the system among their peer colleagues,
such as more interviews in eHealth news and booths in
physicians’ conferences.
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Abstract

Background: Third-party electronic health record (EHR) apps allow health care organizations to extend the capabilities and
features of their EHR system. Given the widespread utilization of EHRs and the emergence of third-party appsin EHR marketplaces,
it has become necessary to conduct a systematic review and analysis of appsin EHR app marketplaces.

Objective: The goal of this review is to organize, categorize, and characterize the availability of third-party apps in EHR
marketplaces.

Methods: Two informaticists (authors JR and BW) used grounded theory principles to review and categorize EHR apps listed
in top EHR vendors' public-facing marketplaces.

Results: We categorized atotal of 471 EHR apps into a taxonomy consisting of 3 primary categories, 15 secondary categories,
and 55 tertiary categories. The three primary categories were administrative (n=203, 43.1%), provider support (n=159, 33.8%),
and patient care (=109, 23.1%). Within administrative apps, we split the appsinto four secondary categories: front office (n=77,
37.9%), financial (n=53, 26.1%), office administration (n=49, 24.1%), and office device integration (n=17, 8.4%). Within the
provider support primary classification, we split the appsinto eight secondary categories. documentation (n=34, 21.3%), records
management (n=27, 17.0%), care coordination (n=23, 14.4%), population health (n=18, 11.3%), EHR efficiency (n=16, 10.1%),
ordering and prescribing (n=15, 9.4%), medical device integration (n=13, 8.2%), and specialty EHR (n=12, 7.5%). Within the
patient care primary classification, we split the apps into three secondary categories: patient engagement (n=50, 45.9%), clinical
decision support (n=40, 36.7%), and remote care (=18, 16.5%). Total app counts varied substantially across EHR vendors.
Overall, the distribution of apps across primary categories were relatively similar, with afew exceptions.

Conclusions: We characterized and organized a diverse and rich set of third-party EHR apps. Thiswork provides an important
reference for developers, researchers, and EHR customers to more easily search, review, and compare apps in EHR app
marketplaces.

(JMIR Med Inform 2020;8(5):€16980) doi:10.2196/16980

KEYWORDS
electronic health records; medical informatics; software; interoperability; apps; app marketplace

adoption of EHRs in health care worldwide [2]. Health care
providers rely on EHRs to perform essential functions such as
The electronic hedth record (EHR) stores patient health documenting par[i(?nt enqount(_ars, p.roviding clinical decision
information, automates clinical workflows, and supports other ~ SUPPort, and engaging patientsin their own care[3,4]. However,

care-related functions such as dlinical decision support [1]. EHR implementation hurdles, usability flaws, and poor
Clinical and governmental drivers have facilitated widespread  Ntéroperability, among other issues, keep EHRs from delivering
their full potential benefit to health care organizations[5]. The
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variation in EHR implementation across health organizations
contributes to these problems as each organization may rely on
different methods to integrate additional value into their EHR
systems. Some organizations may leverage custom integration
with third-party applications whereas others may resort to
in-house devel opment or other integration strategies to support
their needs [6,7]. In any case these integrations tend to be
time-consuming, expensive, and limited for use only within
their respective organizations [8]. Ideally, a successful
information technology (1T) application that integrates with an
EHR at one organization would be available for the same
integration with an EHR at another organization, regardless of
EHR vendor [9].

The EHR app model, inspired by smartphone app marketplaces,
has been proposed to increase flexibility and availability of
EHR integrations while also fostering innovation in health IT
[9-11]. This approach is made possible by increased EHR
interoperability and standardized access to EHR data through
application programming interfaces (APIs) and standards such
asFHIR (Fast Healthcare I nteroperability Resources) [12]. One
early implementation, the SMART (Substitutable Medical
Applications, Reusable Technologies) App Gallery [13] is an
example of an EHR app platform that heavily leverages the
FHIR standard to enable a plug-and-play style of integration
with participating EHRs [14]. SMART app development
depends heavily on two major concepts—apps must be both
substitutable and reusable. A substitutable app accesses EHR
data and can be easily added, replaced, or deleted within an
EHR. This alows health care organizations to choose the app
that best fitstheir needs[15]. A reusable app is devel oped once
but can be installed by many clients potentially across multiple
EHRs [15]. The FHIR standard serves as the common data
specification that both EHR vendor APIs and SMART APIs
adhere to in order to interoperate. An EHR app platform built
on these concepts increases access to health IT solutions for
health care organizations and allows third-party app developers
to compete in a market driven by the value and price of their
app [9]. Motivated by these benefits [16], major EHRs have
started to create their own app marketplaces to encourage
development of apps on their own platforms [15]. There are
now hundreds of apps available on EHR app marketplaces.

Given the widespread utilization of EHRs and the emergence
of EHR app marketplaces, it has become necessary to conduct
a systematic search and analysis of apps in EHR app
marketplaces in an effort to help organize, categorize, and
characterize available EHR apps. This study will help health
professionals, researchers, and developers understand the
currently available technologies; make it easier to review,
search, and compare available EHR apps; provide a common
vocabulary to facilitate communication; identify where gaps
and opportunitiesexist for research and devel opment; and justify
investment into the research and devel opment of new EHR apps.

Methods

App Extraction

We identified and reviewed all known apps in public-facing
marketplaces of the top 10 EHR vendors in the United States,

http://medinform.jmir.org/2020/5/€16980/

Ritchie & Welch

which include (in order of market share) Epic Systems
Corporation; Allscripts; eClinicalWorks, LLC; NextGen
Hedlthcare; GE Headlthcare; athenahealth, Inc; Cerner
Corporation; Greenway Health LL C; Practice Fusion; and eMDs
[17]. GE Healthcare did not have a public facing app
marketplace at the time of thiswriting and Practice Fusion was
recently acquired by Allscripts[18]. Theleading vendorsin the
US market were chosen for analysis because they had publicly
avallable app marketplaces (with the exception of GE
Healthcare), and they represented a cluster of vendors serving
the majority of acommon set of customers.

We wused custom web scrapers and public ReST
(Representational State Transfer) endpoints from these EHR
marketplacesto gather EHR app data such as name, description,
links, website, EHR-defined app categories, ratings, reviews,
EHR versions, and other availableinformation. Thisinformation
wasrecorded in our EHR app database wherein we consolidated
duplicate EHR apps that were listed in multiple EHR
marketplaces. The last data extraction occurred in February
2019. Clear indication of FHIR compatibility was not
consistently present in the extracted data within or across EHR
marketplaces. Marketplace offerings that offered professional
serviceswithout clear evidence of EHR integration (eg, website
builders or marketing services), teams of professionals granted
access to EHR interfaces (eg, offsite medical coders), and
medical devices without EHR integration (eg, stand-alone
weight scale) were not considered apps and were excluded.

App Review

Two informaticists (authors JR and BW) used grounded theory
principles to create categories that emerged from the EHR app
information [19]. EHR app classifications were created
inductively by each reviewer independently based upon available
information about each EHR app. Importantly, not al datafields
were available across al EHRs. For example, not all
marketplaces included information indicating whether the app
was open source or a commercial offering. Even though some
marketplaces included this information, apps were generally
classified based on the information avail able that was common
across apps from all marketplaces. When the EHR app
information was either inadequate or missing, making it difficult
to accurately classify the app, we referenced the app developer’'s
website. As common EHR app features, functions, or purposes
emerged, we created categories to group similar apps. Where
similarity between categories existed, they wererelated to form
larger, moreinclusive categories. Conversely, if sufficient EHR
app divergence existed within a category, we subclassified the
appsinto more unified categories[20]. We drew category names
from app descriptions, EHR-designated classifications, and
common industry concepts. A minimum of three apps were
required to form a category.

Following thereview and initial classification by each reviewer
independently, ajoint review process commenced between the
two reviewers. The reviewers worked together to come to a
consensus on category names, the organization of the taxonomic
class hierarchy, and the correct classification of each EHR app.
To facilitate the joint review process, a database with all EHR
app information as well as notes from each reviewer and their
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initial classificationswere utilized. Each EHR app wasreviewed
and discussed together. As consensus categories emerged, formal
definitions for each category were created and refined. A final
classification was used to denote the consensus classification.
Consensus was reached when both reviewers agreed with the
classification. In cases where the reviewers failed to reach
consensus, a third-party arbitrator was available. Through
multiple rounds of discussion and debate, aconsensus EHR app
taxonomy emerged.

Results

App Extraction

Of the eight EHRs with public-facing marketplaces, we
identified atotal of 749 offerings. Thetotal number of offerings
for marketplacesranged from 21 (eMD) to 227 (Athenaheal th).
In total, 153 offerings were listed on at least two EHR
marketplaces, resulting in atotal of 596 unique offerings; 125

Ritchie & Welch

were excluded from consideration for not meeting our inclusion
criteria, which resulted in 471 unique apps being incorporated
into our taxonomy. We categorized the EHR app into a
taxonomy consisting of 3 primary categories, 15 secondary
categories, and 55 tertiary categories. The three primary
categories were administrative (n=203 apps, 43.1%), provider
support (n=159, 33.8%), and patient care (n=109, 23.1%).

For each EHR, the distribution of apps across the primary
categories followed a similar trend. In general, administrative
apps make up the greatest portion of EHR apps, followed by
provider support apps and then primary care apps. Interestingly,
Cerner’s marketplace has a higher ratio of patient care apps,
followed by provider support and then administrative. There
was also a large variability in the number of listings excluded
for not meeting criteria for being an app between EHR
marketplaces, with eClinicalWorks accounting for 65 of 125
(52%) excluded offerings (Table 1). Each primary category is
described in further detail below.

Table 1. Distribution of app marketplace offerings across primary categories by electronic health record (EHR) vendors.

EHR vendor Primary category

Administrative, n (%)

Provider support, n (%)

Patient care, n (%)  Not an app, n (%)

Athenahealth (n=222) 90 (40.5) 63 (28.4) 45 (20.3) 24.(10.8)
eClinicalWorks (n=116) 23(19.8) 14 (12.1) 14 (12.1) 65 (56.0)
Epic (n=113) 46 (40.7) 33(29.2) 30 (26.6) 4(3.5)

Allscripts (n=110) 33(30.0) 47 (42.7) 28 (25.5) 2(18)

Greenway (n=87) 48 (55.2) 19 (21.8) 4 (4.6) 16 (18.4)
Nextgen (n=37) 10 (27.0) 14 (37.8) 4(10.8) 9(24.3)

Cerner (n=28) 1(3.6) 10(35.7) 17 (60.7) 0(0.0)

eMD (n=21) 9(42.9) 3(14.3) 0(0.0) 9(42.9)

App Review split the appsinto four secondary categories: front office (n=77,

Administrative

The 203 administrative apps facilitate the administrative
functions of a hospital or clinic. Within this classification, we

http://medinform.jmir.org/2020/5/€16980/

37.9%), financial (n=53, 26.1%), office administration (n=49,
24.1%), and office device integration (n=17, 8.4%). The
administrative app categories, descriptions, and counts are listed
in Table 2.
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Table 2. Category definitions and counts for administrative apps (n=203).

Ritchie & Welch

Categories Category descriptions Count, n (%)
Administrative Facilitatesthe conduct of administrative functionsof ahospital or clinicsetting 203 (100.0)
Front office Helps support front office staff interaction with patients 77(37.9)
Scheduling Helps schedule and manage patient appointments 32 (15.7)
Patient check-in Helps manage the patient check-in process 12 (5.9)
Patient communication Facilitates communication with patient for administrative purposes 12 (5.9)
Document management Helps capture and manage documents 10 (4.9)
Answering service Captures information related to after-hours patient calls 4(2.0)
Phone triage Facilitates triage according to industry standard protocols 3(1.5)
Financial Helps manage the financial needs of the clinic 53 (26.1)
Patient hilling Captures and processes payment information from patients 20(9.9)
Insurance Facilitates claims and authorization 13(6.4)
Collections Manages patient collections 8(3.9)
Medical coding Improves accuracy and efficiency of medical coding 734
Patient pay estimation Estimates cost of care 3(15)
Office administration Supportsthe administrative needs of the clinic 49 (24.1)
Analytics and reporting Helpstrack, analyze, and report on clinical operations 17 (8.4)
Patient experience Measures the clinical experience of the patient 13(6.4)
Inventory management Tracks inventory of medical products 7(3.4)
IT? systems management Supportsthe I T system needs of a health care organization 7(34)
Compliance Helps maintain, track, and/or report compliance 4(2.0)
Office device integration Device used by office staff for administrative purposes 17 (8.4)
Scanner integration Integrates scanners with the EH R® 7(34)
Printer integration Integrates printers with the EHR 3(15)
Signature pad integration Integrates a signature pad with the EHR 3(15)

& T: information technology.
PEHR: electronic health record.

. management (n=27, 17.0%), care coordination (n=23, 14.4%),
Provider Support population health (=18, 11.3%), EHR efficiency (n=16, 10.1%),
We identified 159 provider support apps, which we defined as  ordering and prescribing (n=15, 9.4%), medical device
apps that primarily support the functions of care providersin  integration (n=13, 8.2%) and specialty EHR (n=12, 7.5%). The
their delivery of health care to patients. Within the provider provider support app categories, descriptions, and counts arein
support primary classification, we split the apps into eight Table 3.

secondary categories: documentation (n=34, 21.3%), records
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Table 3. Category definitions and counts for provider support apps (n=159).
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Categories

Category descriptions

Count, n (%)

Provider support
Documentation
Dictation and transcription
Structured documentation
Image capture
Natural language processing
Recor ds management

Image management

Legacy/migration

Access

Backup
Care coordination

Clinic scheduling

Service directory

Provider communication
Population health

Chronic care management

Annual wellness visit

Population risk assessment
EHRP efficiency

Information display
Ordering and prescribing

Prescription drug monitoring
program

Pharmacy

Medical equipment

Image ordering
Medical deviceintegration

Cardiac devices

Digital scales
Specialty EHR

Obstetrics

Anesthesia

Supportsthe functions of care providersin their delivery of health care
Facilitates the collection and management of patient information
Transcribes dictated clinical narrativesinto clinical notes

Facilitates efficient and accurate documentation

Capturesimages for documentation (usually a mobile device)

Uses natural language processing to process unstructured data

Supports accessto or management of records

Allows access to or management of images, including RIS/PACS? systems

Provides access to legacy medical records or facilitates the conversion of paper
records to electronic records

Consolidates patient recordsin one view or alows access via mobile device
Saves datain an alternate form that can be accessed in the event of an outage
Helps care team member s coordinate their carefor a patient

Manages the scheduling and workflow of providersin aclinic

Provides alist of services or providersto refer or access

Facilitates the communication between care team members about a patient
Helps manage that health of a population or group of patients

Helps providers manage chronic conditionsin patients

Facilitates annual wellness visit scheduling and reporting

Helpsidentify and manage at-risk patients

Makesthe EHR easier or more efficient for the provider to use

Consolidates patient record into easily consumed dashboards, reports, and infographics

Facilitatesthe ordering or prescribing of a device, substance, or service

Provide access to state Prescription Drug Monitoring Program databases

Manages el ectronic prescription renewal and ordering

Manages electronic ordering of DME®

Facilitates image ordering or hel ps manage image ordering workflow
Device used by health care provider for clinical purposes
Collects data from cardiac devices

Collects data from digital scales

Extendsthefunctionsof an EHR to support a specific clinical domain or specialty

Extendsthe EHR to provide functionality for prenatal and perinatal datamanagement

Extends the EHR to provide functionality for Anesthesia data management

159 (100.0)
34(21.3)
12 (7.5)
7(4.4)
6(3.8)
6(3.8)

27 (17.0)
11(6.9)

8 (5.0)

5(3.1)
3(1.9)
23 (14.4)
7 (4.4)

7 (4.4)
6(3.8)
18 (11.3)
10 (6.3)
4(2.5)
4(2.5)
16 (10.1)
9(5.7)
15 (9.4)
5(3.1)

4(2.5)
3(1.9)
3(1.9)
13(8.2)
5(3.1)
3(1.9)
12 (7.5)
3(1.9)
3(1.9)

8RIS/PACS: Radiology Information System/Picture Archiving and Communication System.

PEHR: dlectronic health record.
°DME: durable medical equipment.

Patient Care

The 109 patient care apps we identified facilitate the provision
of clinical care between a health care provider and a patient.

into three secondary categories. patient engagement (n=50,
45.9%), clinical decision support (n=40, 36.7%), and remote

Within the patient care primary classification, we split the apps
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care (n=18, 16.5%). The patient care app categories,
descriptions, and counts are listed in Table 4.
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Table 4. Category definitions and counts for patient care apps (n=109).

Ritchie & Welch

Categories Category descriptions Count, n (%)
Patient care Facilitatesthe provision of clinical carebetween ahealth careprovider and apatient 109 (100.0)
Patient engagement Engages patientsin their own health care 50 (45.9)
Patient assessment Collects patient-reported information for a clinical purposes 15 (13.8)
Care plan management Helps patient follow a provider's rehab instructions, medication schedule, and/or care 10 (9.2)
plan regimen
Petient education Provides education and instruction resources to patients specific to their care 9(8.3)
Heslth record access Allows patients to access, download, and share their medical records, or alowsproviders 6 (5.5)
to fulfill medical record requests
Patient wearables Records information from patient wearabl es (passive involvement) 6 (5.5)
Clinical decision support Provides or deliversdecision support to providersbased on patient data 40 (36.7)
Ordering CDS? Supports the appropriateness of medication, imaging, and lab test orders 10(9.2)
Medication CDS Provides decision support for medication dosing and monitoring 9(8.3)
Patient risk assessment Assess a patient's health risk 5(4.6)
Knowledge management Provides access to and manages medical knowledge for providers 5(4.6)
Patient monitoring Monitors health of patient and alerts provider of notable changes 4(3.7)
Remotecare Supportsthe provision of careto patient remotely 18 (16.5)
Telehealth platform Gives aprovider technical capabilities to meet with a patient remotely 12 (11.0)
Remote consult Provides access to care providers or specialists who are remote 5(4.6)

8CDS: clinical decision support.

Discussion

Principal Results

We conducted a systematic search and analysis of appsin EHR
app marketplacesto help organize, categorize, and characterize
available EHR apps. This study brings value to the health IT
industry because it creates a common vocabulary that can be
used to communicate about EHR apps, helps heath care
organizations identify EHR app solutions, and justifies
investment into the research and devel opment of new EHR apps.
With this study, we can identify common patterns of EHR
integrati on approaches and create atemplate to streamlinefuture
EHR app development and integration. This helps researchers
identify gaps in integration capabilities, standards, or
functionalities that need to be addressed by governing bodies,
standards organi zations, EHR vendors, or EHR app devel opers.

Our EHR app review organized and characterized 471 unique
EHR apps into 3 primary categories, 15 secondary categories,
and 55 tertiary categories. Several categories were larger or
more well-defined than others. Administrative apps represented
the largest share of EHR apps with 203 apps. Provider support
and patient care apps were the other primary categories with
159 and 109 EHR apps, respectively. EHR marketplaces tended
to reflect this overall trend with the majority of apps falling
under the administrative category, followed by provider support
and patient care. Cerner followed a distinctly different trend
with patient care representing the magjority of their apps and
only asingle administrative app. Thismay in part be attributed
to how Cerner validates apps that are submitted by third-party
developers. While al app galleries reviewed here have a

http://medinform.jmir.org/2020/5/€16980/

submission process, and several list disclaimers that not all
submissions may be listed upon submission, Cerner has an
additional validation step. Apps that don't meet a certain
standard set by Cerner may be rejected or asked to resubmit
after outstanding issues are resolved. This adds extra rigor in
the Cerner app submission process that may account for the
lower total app count in their gallery as well as the different
ratio of primary categoriesobserved. Thefact that zero offerings
in Cerner’sgallery were considered “Not an app” and excluded
from consideration in our search and analysis may be attributed
to their unique validation approach and, generally speaking,
Cerner’s apps required less attention when assigning apps to
categories. However, Cerner also had fewer total offeringslisted
in their gallery (n=28) than all other vendors except for eMD
(n=21). App quality is an important issue and while the right
amount of validation is difficult to quantify [8], it isimportant
to notethat if validation istoo strict, it could suppressinnovation
and defeat a key purpose of the app model, which alows
competition among developers based on app value and price
[9]. This alows clients to validate app offerings and reward
innovation and the value the apps provide [15].

Interestingly, provider support apps had the greatest variability
and ambiguity among the three primary categories of apps.
Provider support had more secondary categories than the other
two primary categories combined, accounting for 8 of the 15
(53%) total secondary categories. Many apps offered multiple
functionalities or had feature setsthat madeit difficult to assign
secondary and tertiary categories. The valuethese apps provided
and how they were intended to be used by the provider was
often unclear. Provider support accounted for 63% (14/22) of
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apps that were not specific enough to place in a secondary
category. Additionally, provider support accounted for 46%
(25/54) of apps that were not specific enough to place in a
tertiary category. The secondary categories under provider
support with the most apps without tertiary categories were
specialty EHR (6/12, 50%), EHR efficiency (7/16, 44%), and
medical device integration (7/13, 39%). Among all other
secondary categories, office device integration had the highest
percentage of appsthat did not fall into atertiary category (4/17,
24%), followed by clinical decision support (7/40, 18%). This
suggeststhat the provider support category hasthe greatest need
for further refinement and innovation out of the three primary
categories.

The app model is aremedy to the one-size-fits-all strategy that
is failing to meet the needs of patients, providers, and
administratorsin arapidly evolving landscape [8]. For the app
model to be effective, the apps listed need to solve a clearly
defined problem instead of offering diverse sets of features and
functionalities  that begin to  approximate a
one-size-fits-all-solution. In other words, it needsto be obvious
what category the app belongs in. The taxonomy of apps we
have curated will help health IT companies and app developers
match app development to a well-defined purpose and assist
health professionalsin identifying gapsin the current set of app
categories. As app functionality and feature sets become more
cohesive and achieve alignment with specific EHR app
categories, the value and impact the app model will have on
health care will increase as patients, providers, and
administrators can more easily search, install, and ultimately
be the market force that will driveinnovation and value of EHR

apps.
Limitations

We acknowledge several shortcomings of the current review.
First, our review is limited only to apps currently available on
thetop 10 EHR app marketplaces by market sharein the United
States. We acknowl edge there are other EHR vendorsworldwide
developing app marketplaces as well that were not reviewed
here. During our review and research of EHR apps, we came
across several other apps that claimed EHR integration that
would have been included if they had been listed in an EHR
marketplace. It would be unfeasible to know al apps that
integrate with EHRS; nevertheless, we hope that as EHR
marketplaces mature, these appswill become listed inthe EHR
marketplacesand organized in our review. Second, several apps
had characteristics or features that could justify their

Ritchie & Welch

classification under more than one category. In these cases, we
endeavored to classify appsto the lowest level in the taxonomy
as possible while still accurately reflecting the apps’ primary
purpose, which sometimes resulted in higher level
classifications. In a few instances, when the information was
insufficient to determine whether an offering was an app, we
erred on the side of inclusion. As a result, a few apps in our
taxonomy may have been inappropriately included. As further
information becomes available, their inclusion and classification
will be re-evaluated. Third, the review was conducted by two
informaticists. We recognize that shortcomings, inaccuracies,
and/or bias may exist in the interpretation and characterization
of the apps. Independent input from a panel of expert
stakeholderswould increase robustness and validity of the EHR
app review. Finally, the EHR app review represents a single
point in time (February 2019). However, as new EHR apps get
added to marketplaces and new app information becomes
available, the results will become outdated. We anticipate
conducting this review again in afew yearsto understand how
EHR app marketplaces have evolved over time.

Comparison With Prior Work

The SMART app model was proposed in 2009 by Mandl et a
[9]. Since then, EHR vendors have followed suit by building
their own app marketplaces. We identified hundreds of appsin
these marketplaces that allow integration with their respective
EHR vendor. Current EHR marketplaces do not fully reflect
the original proposal made by Mandl et al [9], which called for
total substitutability of apps across any EHR by conforming to
a single standard. Without conforming to a single standard as
proposed by Mandl et al [9], each app would need to integrate
with each EHR marketplace individualy, as is the case today.
For instance, we observed that 153 apps integrate with two or
more EHRs. This does not quite meet the proposal made by
Mandl et a [9] where an app lives on asingle platform and can
beintegrated with any health system regardless of EHR vendor.

Conclusions

We characterized and organized a diverse and rich set of
third-party EHR apps. This work provides an important
reference for developers, researchers, and EHR customers to
more easily search, review, and compare apps in EHR app
marketplaces. While future research and validation among
independent informaticists and stakeholders will increase the
validity and value of this review, this work provides a strong
foundation upon which future EHR app research will be
established.
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Abstract

Background: There are approximately 1,000,000 pregnant women at high risk for obstetric complications per year, more than
half of whom require hospitalization.

Objective: Theam of this study was to determine the relation between online health information seeking and anxiety levelsin
asample of hospitalized woman with pregnancy-related complications.

Methods: A sample of 105 pregnant women hospitalized in northern Italy, all with an obstetric complication diagnosis, completed
different questionnaires: Use of Internet Health-information (UIH) questionnaire about use of theinternet, EuroQOL 5 dimensions
(EQ-5D) questionnaire on quality of life, State-Trait Anxiety Inventory (STAI) questionnaire measuring general anxiety levels,
and a questionnaire about critical events occurring during hospitalization.

Results: Overall, 98/105 (93.3%) of the women used the internet at home to obtain nonspecific information about health in
general and 95/105 (90.5%) of the women used theinternet to specifically search for information related to their obstetric disease.
Online health information-seeking behavior substantially decreased the self-reported anxiety levels (P=.008).

Conclusions: Web browsing for health information was associated with anxiety reduction, suggesting that the internet can be
a useful instrument in supporting professional intervention to control and possibly reduce discomfort and anxiety for women
during complicated pregnancies.

(JMIR Med Inform 2020;8(5):€16793) doi:10.2196/16793

KEYWORDS
anxiety; pregnant women; web health information; internet use

are some of the most common conditions during pregnancy that
require medical attention [1,2].

Approximately 1,000,000 pregnant women are at high risk for  Moreover, mental disorders can affect the pregnancy course,
obstetric Complica[ions glOba”y per year, about 700,000 of espec|a“y in h|gh-r|§( pregnancieS, which can exacerbate
whom will require hospitalization. Preterm labor, placenta  depressionand anxiety, and hospitalization can further increase
previa, pregnancy-induced hypertension, and gestational diabetes  stresslevels[3,4]. According to the World Health Organization,
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mental health disorders are the leading cause of disease burden
in women aged between 15 and 44 years [5], corresponding to
the main fertile window. In this regard, depression or anxiety
during pregnancy has been associated with poor maternal health
behaviors (eg, tobacco use) and with adverse birth outcomes
(eg, preterm labor). Moreover, anxiety or depression during
pregnancy may also adversely affect the development of the
infant/child [6-8].

Antenatal depression and anxiety occur in approximately 13%
and 21.7% of women, respectively [9]. The former affects 19%
of women hospitalized for obstetric risk [3], whereas about 1
out of 3 pregnant women suffers from anxiety. In particular,
the prevalence of depression and anxiety is higher in the first
and third trimester (36.3% and 35.8%, respectively) and is
dlightly lower during the second trimester (32.3%) [3,10].

Degpite the relevance for pregnancy outcome, mental health of
the mother, and development of the child, few studies have
directly explored depression, anxiety, quality of life, and
possibilities of mental health treatment in women hospitalized
for high-risk pregnancies. The coexistence of anxiety and
depression in this vulnerable group reaches up to 40%, which
is 3 times greater than the rate reported in community-based
samples of pregnant women [10].

Online health information-seeking behavior has become
increasingly popular among pregnant women owing to the
several uncertainties that can arise during pregnancy [11-14].
Moreover, health care professionals often provide pregnant
women with informational support, especially underlining where
and how to obtain the resources they need [15,16]. Although
many studies have investigated the psychological and
environmental factors predisposing subjects to online health
information-seeking behaviors, only few have examined the
effect of this behavior and its relationship with anxiety [16].

Therefore, the aim of thisstudy wasto determinethe relationship
between online health information-seeking behaviors and
anxiety levels among a sample of women hospitalized for a
pregnancy-related issue. Moreover, we aimed to understand
how anxiety level s change during hospitalization by comparing
anxiety levels and access to online health information between
women having accessto theinternet during hospitalization and
those who did not.

Methods

Study Design and Setting

We performed atwo-center cohort study at the Departments of
Obstetrics of Santa MariadellaMisericordia Hospital in Udine
and Santa Maria degli Angeli Hospital in Pordenone, Italy
between August 2015 and March 2016. Women enrolled in the
study were >18 years old and 1-40 weeks pregnant who were
hospitalized for obstetrics-related complications, including
gestational  diabetes, preeclampsia, pregnancy-induced
hypertension, rena colic, and severe hyperemesis. Women
without pathological pregnancy, with cognitive or major
psychiatric diseases, and nonnative speakers of Italian were
excluded from the study. To minimize bias, both nursing and

https://medinform.jmir.org/2020/5/€16793
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midwifery staff were instructed not to interfere with patients
spontaneous usage of internet resources.

Data collection was based on electronic case report forms
maintained on the Research Electronic Data Capture[17] system
of the Servicefor Clinical Trials and Biometrics of the Unit of
Biostatistics, Epidemiology and Public Health (Department of
Cardiac, Thoracic, Vascular Sciences and Public Health,
University of Padova, Italy). The study received authorization
by the Region Ethical Committee (CERU; protocol 17002,
Opinion no. 37/2015, 7/7/2015). Informed consent was obtained
from al individual participants included in the study.

Data Collection

The pregnant women enrolled in the study were asked to fill
out various questionnaires during hospitalization: Use of Internet
Health-information (UIH) questionnaire about use of the
internet, EuroQOL 5 dimensions (EQ-5D) questionnaire on
quality of life, State-Trait Anxiety Inventory (STAI)
guestionnaire for measuring two distinct anxiety concepts, and
a questionnaire about critical events occurring during
hospitalization. Additional demographic and clinical
information, including gender, age, education level, obstetric
history (childbirth, miscarriage, ectopic pregnancy, and type of
pregnancy problem), and use of alcohol and tobacco, were
collected by the study researchers based on medical histories.
Critical events such as medica complications, hospital
dissatisfaction, and family problems occurring during the
hospitalization period were a so recorded.

Internet Health I nfor mation Questionnaire

The UIH questionnaire on online information-seeking behaviors
[18-20] was adapted for thisstudy population. Thisquestionnaire
isdivided into 3 parts. Thefirst part investigatesinternet usage
at home, patients attitude with respect to searching health
information, the type of information most frequently searched
for, the general frequency of web use, and the tendency to share
thisinformation with health care providers, usually a midwife.
This part of the questionnaire was administered only at the
beginning of hospitalization. The second part, which was
administered every day until discharge, investigated internet
usage during the hospital stay, the tool used (eg, smartphone,
tablet, notebook), and the time spent searching for information
about their health condition. The third part was composed of a
visual analog scale (UIH-VAS) regarding the amount of time
spent on theinternet in the last unit of time (usually the day) in
searching for information about a specific disease or regarding
genera health-related information.

EuroQOL 5 Dimensions Health-Related Quality of
Life Questionnaire

The EQ-5D questionnaire [21] was adopted to measure
health-related quality of life, which consists of a questionnaire
and a visual analogue scale (EQ-VAS). The EQ-VAS records
subjects’ perceptions of their own current health status and can
be used to monitor changes over time. The questionnaire is a
self-reported description of subjects’ current health in five
dimensions: mohility, self-care, usua activities, pain/discomfort,
and anxiety/depression. Subjects are asked to grade their own
current level of function in each dimension choosing between
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three degrees (severe, moderate, or none). Combining the
different information, 245 distinct health states can be described.

State-Trait Anxiety I nventory

The STAI [22], which was adapted for the Italian population
[23], is a questionnaire frequently used in pregnant women
affected by obstetric diseases to evaluate nonpathological
anxiety levels. The STAI is composed of two self-reported
scalesfor measuring two distinct anxiety concepts:. state anxiety
and trait anxiety. Both scales contain 20 statementsthat ask the
respondents to describe how they fed at a given time (state
anxiety) and how they generally feel (trait anxiety). Inthisway,
state anxiety is conceptualized as a transitory emotional state,
whereas trait anxiety refers to relatively stable individual
differences in their propensity for anxiety. The state anxiety
guestionnaire was administered every day until discharge,
whereasthetrait anxiety questionnaire wasfilled out only once
at the beginning of hospitalization.

Sample Size Calculation

This research was powered to detect potentia differences on
the average STAI score (range 20-80) of 6 points between
women with internet access (with aminimum of 10 minutes/day
of web browsing, excluding emails) and those without internet
access. Based on previous estimates using the same instrument
[24], assuming an SD of 8 points in the differences of STAI
scores and assuming aratio of 0.42 between the rate of women
with and without internet access (for a=.03 and 1 — 3=.85), a
total of 105 pregnant women were planned to be recruited (using
atwo-samplet test with unknown variance).

Statistical Analysis

Descriptive data are presented as the median (IQR) for
continuous variables and as absol ute numbers (percentages) for
categorical variables as appropriate. Unadjusted differences
were tested using Wilcoxon or Chi square tests without
continuity corrections as appropriate depending on the variable
analyzed.

Effects of relevant confounders on STAI scores and internet
usage were considered by estimates in a multivariate
longitudinal linear model. The marginal effects of relevant
covariates were estimated using the Huber-White sandwich
estimator and an autoregressive correlation structure [25].
Variables were selected from a pool of significant variables
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based on univariate analyses according to an Akaikeinformation
criterion value at least 0.25 [26] in a forward fashion with a
significance threshold of P=.10. Age and quality of life,
measured by the EQ-VAS, were forced to stay in the model
regardless of their significance. Nonlinear effects of covariates
were estimated using restricted cubic splines and their
significance was estimated using a log-likelihood ratio test. A
specific term for the interaction between UIH and time was
added to the final model to evaluate its statistical significance
and was eventually removed if the corresponding P value fell
below .05. Goodness of fit was evaluated using the R? value on
a set of bootstrapped (B=10,000) resamples. The analysis was
performed using the RM Slibraries[27] and R software packages
[28].

Results

A total of 105 hospitalized pregnant women were recruited for
the study. The main characteristics of the study sample are
provided in Table 1, stratified by internet usage group. Overall,
the preferred tool for internet use was a personal computer.

With respect to internet usage, 98 out of 105 women (93.3%)
reported using the internet at home not only for emails but also
to seek health-related information. The majority of women were
looking for health or medical information for themselves
(95/105, 90.5%) or for someone €l se (70/105, 66.7%); to request
personal health information such as test results or medical
appointments (72/105, 68.6%); to communicate with physicians
(55/105, 52.4%); or to consult informational websites about
weight, diet, or physical activity during pregnancy (36/105,
34.3%). Moreover, 95 of the 105 subjects (90.5%) used internet
specifically to obtain information on their obstetric disease: 85
of 95 women (89%) found theinformation useful, whereas only
44 of 93 participants (47%) shared the information they found
with their health care providers. Only 7 of thetotal 105 women
(6.7%) had not been using the internet at home.

Internet use was virtually absent after the first two days of
hospitalization (Figure 1). Therefore, behaviors of internet use
and the outcome variables are presented in Table 2 only for the
first two days of hospitalization and at discharge. Statistically
significant differences within the two subgroups (with and
without internet use) were observed on the UIH-VAS scale.
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Table 1. Sample characteristics stratified by internet usage for seeking health-related information at home.

N Did not usetheinternet be-  Used the internet before  All subjects P value
fore hospitalization (n=7) hospitalization (n=98)
Age (years), median (IQR) 105 35(34-38) 33(29-36) 33(29-36) 12
Education level, n (%) 105 A1
University degree 3(43) 50 (51) 53 (50.5)
Primary school 2(29) 4(4) 6 (5.7)
High school 2(29) 44 (45) 46 (43.8)
No alcohoal, n (%) 105  7(100) 92 (94) 99 (94.3) 50
No smoking, n (%) 105 7 (100) 95 (97) 102 (97.1) .64
Previous pregnancies, n (%) 105
0 2(29) 50 (51) 52 (49.5) 45
21 5(72) 48 (49) 53 (50.4)
Outcome of pregnancies, n (%) 53
Birth at term 3(43) 30(31) 33(31) 50
Premature 1(14) 2(2 3(3) .06
Stillbirth 0(0) 1(1) 1(1) .79
Miscarriage 2(29) 26 (27) 28 (27) .90
Extrauterine pregnancy 0(0) 1(1) 1(1) .79
Hydatidiform mole 0(0) 0(0) 0(0)
Actual pregnancy problem, n (%) 105
Gestational hypertension induced, pre-eclampsia, 0(0) 11(11) 11(10.5) .64
eclampsia
Partial placental abruption 1(14) 1(2) 2(19 .01
Placenta previa 0(0) 4(4) 4(3.8) .59
Breech presentation of the fetus 0(0) 1(1) 1(1.0) .79
Gestational diabetes 0(0) 7(7) 7(6.7) 46
Intrahepatic cholestasis of pregnancy 0(0) 14 (14) 14 (13.3) .28
Pregnancy hyperemesis 0(0) 3(3) 3(2.9) .64
Twin pregnancy 1(14) 15 (15) 16 (15.2) .94
Risk of premature birth 3(43) 38 (39) 41 (39.0) .83
Intrauterine growth restriction 0(0) 8(8) 8(7.6) 43
Other 3(43) 26 (27) 29 (27.6) 66
Tool used to search health information, n (%) 105
Smartphone 2(29) 79 (81) 81(77.1) .002
Tablet 0(0) 2(2 2(1.9) 70
Notebook 1(14) 32(33) 33(31.4) 31
Personal computer 4(57) 303 7(6.7) <.001
Last time of internet usefor health information, n 95 .85
(%)
Within the last week 5(83) 79 (89) 84 (88)
Within the last month 1(17) 9(10) 10 (112)
Within the last year 0(0) 0(0) 0(0)
Over ayear ago 0(0) 1(2) 1(1)
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N Did not use theinternet be-  Used theinternet before  All subjects P value
fore hospitalization (n=7) hospitalization (n=98)

Usefulness of onlineinformation about the pathol- 95 .09
ogy, n (%)

Very useful 2(33) 7(8) 9(9)

Somewhat useful 3(50) 73(82) 76 (80)

A little useful 1(17) 9(10) 10 (11)

Not at all useful 0(0) 0(0) 0(0)
Do not share online health information with midwife 93 3(50) 46 (53) 49 (53) .89
or gynecologist, n (%)
To what degree do you feel safe consultingthein- 95 .84
ternet for advice or information on pregnancy?, n
(%)

Completely safe 0(0) 2(2) 22

Very confident 0(0) 11 (12) 11(12)

Fairly confident 5(83) 55 (62) 60 (63)

Shortly confident 1(17) 20 (22) 21(22)

Not at all confident 0(0) 1(2) 1(1)
STAI?trait score, median (IQR) 105 45 (42-47) 47 (45-50) 47 (44-50) 18
EQ-SDb score, median (IQR) 104 0.80 (0.57-0.85) 0.76 (0.69-0.88) 0.76(0.69-0.88) .96

3STAl: State-Trait Anxiety Inventory.
bEQ-SD: EuroQOL 5 dimensions.

Figure 1. Use of Internet Health-information Questionnaire (UIH)-visual analog scale (V1S) levels over the days spent in hospital.
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Table 2. Behavior of internet use, health status, critical events, anxiety, and drug use on the first two days of hospitalization and at discharge.

Day 1 Day 2 Discharge
All Internet  Nointer- P All Internet  Nointer- P All Internet  Nointer- P
(N=105) use netuse  gue (N=105) use netuse  gue (N=105) use netuse  ygue
(n=81) (n=24) (n=57) (n=48) (n=11) (n=94)
State of healthtoday 59 (50- 50(50- 70(60- <.001 60(50- 50(50- 70 (50- .004 80(70- 50(50- 80(70- .004
(VAS? scale), median  70) 65) 80) 0° 70 70) 90 50 90)
(IQR)
Critical eventsthat altered your emotional statetoday, n (%)
Family nAd  0(0) N/A N/A  N/A 0(0) N/A N/A  N/A 0(0) N/A N/A
Obstetric N/A 76 (95) N/A N/A  N/A 54 (95) N/A N/A  N/A 11(100) N/A N/A
Hospital-related  N/A 3(4) N/A N/A  N/A 2(4) N/A N/A  N/A 0(0) N/A N/A
Other N/A 1(1) N/A N/A  N/A 1@ NA N/A  N/A 0(0) N/A N/A
UIHEVAS, median  20(0-  20(0-  0(0.00- .02 0(0-20) 20(0- 0(0-0) <001 0(0-0) 0(0-0) 0(0-0) .84
(IQR) 25)f 29) 8.75) 30)
STAI%-statescore, ~ 42(41- 42(41- 42(40- 83  42(41- 42(40- 42(41- 55  41(40- 41(38 41(40- .11
median (IQR) 44) 44) 44) 44) 44) 44) 43) 43) 44)
Useof drugs, n (%) 93 73(90) 20(83) .36 86 52(91) 34(71) .007 47 7(64) 40(43) .18
(88.6) (8L.9) (44.8)
8YAS: visual analog scale.
bN=103.
°N=104

dN/A: not applicable; these data were only assessed among subjects that reported using the internet.

€UIH: Use of Internet Health-information.

N=81.

9STAI: State-Trait Anxiety Inventory.

Anxiety levels were stable over time (Figure 2). Overall, the

results indicated that using the web as a source of health
information does not substantially increase anxiety levels.

A multivariate model was used to estimate the association
between STAI scores and UIH-VAS in the first two days of
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hospitalization (Table 3). Only the UIH-VAS scale showed a
significant nonlinear association (P=.007), which remained
significant after adjustment for major confounding factors
(Figure 3). No significant interaction was found between
UIH-VAS and time (day 1, day 2) on STAI (P=.51).

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€16793 | p.175
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Coglianese et &

Figure2. Anxiety levels, determined by the State-Trait Anxiety Inventory (STAI) state score during the first 6 days of hospitalization from admission
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Table 3. Multivariate model for State-Trait Anxiety Inventory score.

Covariate Effect® SE Lower 0.95 Upper 0.95 P value
Age (7-year difference) -0.435 0.239 -0.906 0.035 .07
EQ-5DP-VAS® (0.20 points difference) 0.009 0.145 —0.276 0.29 95
UIH%-VAS (20 points difference after 30 points) -1.855 0.596 —3.031 -0.680 .007
Drug consumption (no vs yes) -0.157 0.570 -1.282 0.967 .78
Critical events (occurrence vs nonoccurrence) -0.444 0.450 -1.332 0.443 .32

8Effect is the slope of the linear regression model for each covariate expressed in terms of the interquartile difference for continuous covariates and
using areference category for categorical variables; for UIH-VAS, the effect is nonlinear.

bEQ-SD: EuroQOL 5 dimensions.
SVAS: visual analog scale.
dUIH: Use of Internet Health-information.
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Figure 3. Association of UIH-VAS and STAI-State score. Non linearity (P=.007) estimated via restricted cubic splines and adjusted for EQ5D-VAS,
age, critical events, and drug consumption. UIH: Use of Internet Health-information Questionnaire; VAS: visual analog scale; STAI: State-Trait Anxiety

Inventory; EQ5D: EuroQOL 5 dimensions questionnaire.
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Principal Findings and I nterpretation

The results of the present study need to be interpreted in light
of the related literature on network system expansion [29,30].
Anincreasing number of people are browsing theinternet daily
to obtain any type of information. Access and usage of the
internet is now nearly ubiquitous, which poses new challenges
for health care practitioners and users, and the terms
“pregnancy” and “obstetrics’ are among the top 5 searched
medical keywords[31]. In addition, when defining online health
communication as sending emails about health mattersto family
or health care providers[32], 52.4% of the women (55/105) that
had internet accessin our study reported sending emailsor using
the internet to communicate with a doctor about their health.

Although we did not find significant associations between
factors such as age or education with internet use, this effect
partially reflectsfindingsfrom previous studies[24] aswefound
alarge diffusion of web use among arelatively young sample
(median 33 years old), with 93% of the population accessing
the internet to obtain nonspecific information about health.

Studies published in the early 2000s indicated moderate use of
online health information-seeking by internet usersin the general
population [33,34]. Conversely, but not surprisingly, despite

https://medinform.jmir.org/2020/5/€16793

percentage of women using theinternet to search for information
about pregnancy problems before hospital admission (82%).
Other studies showed that 91% of the surveyed women had
access to the internet, 84% of whom used it to search for
information related to their condition, especially in the early
stages of gestation, whereas 70% of these women did not talk
to their health care providers about the health information they
found online [35]. Since half of the information sought by the
women in our sample was suggested by physicians, theinternet
was used most likely used to obtain information that could
confirm the diagnosis or provide further details on the topic.
Nevertheless, the women in our cohort also did not largely
discusswhat they found with physicians, probably because they
felt that their health care providerswould not accept the internet
asareliable source of medical information [35]. Finally, patients
areusually considered as passive recipients of information rather
than being treated as the main actorsin their health course, as
it should be. This genera situation can aso be applied to
pregnant women who seek support and a sense of community
in relation to their condition [11].

Strengthsand Limitations

To our knowledge, this is the first study to directly evaluate
internet use by pregnant women during hospitalization for
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obstetric problems. Although hospitalization causes anincrease
in anxiety levels in this vulnerable population, our results
showed that use of the internet to search health information
reduces anxiety levels. The reason behind this finding could be
related to the effect of the acquisition of information itself; that
is, anxiety (state anxiety) can be reduced when pregnant women
become more aware about their clinical condition (ie, the
prognosis of the disease and its management). The majority of
information received from the internet was obtained in the first
2 days of hospitalization. The reduction in internet usage from
the third day of hospitalization is likely due to the longer time
spent in contact with physicians, the influence of setting and
health care providers, and clinical improvement. Consequently,
the information sought during the first few days of
hospitalization likely helped the pregnant women in reducing
their anxiety levels.

Moreover, pregnant women often receive limited basic
information on prenatal health behaviors. Patients often perceive
thisinformation to beinconsistent and inadequate, which could
also explain why they search for information online and do not
share it with their physicians [36]. This suggests that current
assistance approaches to pregnancy may not fully respond to
patients' information demand. This might be due to the limited
time of direct contact between patients and their health care
providers but also due to the unpredictability of the onset of
disease and the complexity of diagnosis. Moreover, disease
management by midwivesrequirestimefor both communicating
information and understanding it.

Pregnancy disorders have a clear impact on the perception of
anxiety; consequently, the risk of adverse eventsfor the mother
and her baby imposes some lifestyle changes to a pregnant
woman. In this context, information can play an important role
on women'’s psychological status: improved knowledge about
a disease will increase a patient’s perceived self-efficacy and
the ability to develop adaptive coping strategies. The internet
offers the possibility to remain connected with the virtual
community of pregnant women and physicians and to obtain
all types of information, making internet users more confident
in how to manage their condition [32,37]. Some authors also
hypothesized that people looking for medical advice and health
information are more predisposed to pay greater attention to
and be more interested in their clinical condition, resulting in
ahigher self-efficacy perception [33,36].

Interestingly, our study showed a quite substantial potential
impact of the internet in reducing anxiety. Patients with higher
internet usage behavior reported an anxiety level that was 2
pointslower than that of patientswith lessintenseinternet usage

Coglianese et d

(42 vs 40 points, P=.008). This effect accounts for
approximately one quarter of the effect of more aggressive
therapies in reducing pathological anxiety, such as serotonin
reuptake inhibitors combined with psychotherapy, and
psychotherapy treatment alone, and accountsfor approximately
one half of the effect of cognitive behavioral therapy and other
unconventional therapies [24-39]. Since anxiety is modulated
by many intersectional factors, it might beinteresting to further
evaluate the effect of internet usage in association with other
types of treatments for anxiety in pregnant women, even if a
diagnosis of pathological anxiety would be necessary and certain
antianxiety drugs cannot be administered to pregnant women.

This study also has severa limitations. First, the UIH
guestionnaire, despite being validated, is not very detailed in
terms of assessing the quality of internet usage. Furthermore,
data on the specific websites visited would have provided a
more precise framework of internet usage. This might be
particularly important in assessing the quality of the obtained
information about the disease and its subsequent impact on
anxiety and other forms of psychological distress. Moreover,
the names and types of websites would have been useful to
investigate the emotional statusin relation to active (eg, sharing
health information with others) and passive (eg, simple search
for information for persona purposes) use of the internet.

Finally, because of the nature of this study, causal interpretation
of the associ ation between exposureto theinternet and thelevel
of anxiety is not possible, making the potential interpretation
on the “therapeutic’ psychological effect of internet usage
merely speculative at this point.

Conclusions

Thisstudy hasimplicationsfor health care providers, suggesting
that the internet could offer a useful instrument to support
clinical practice duetoitsinformational power and its potential
impact on well being—related outcomes. Thewidespread search
for online heath information among women with
pregnancy-related diseases mainly focuses on the possible
outcomes for the baby and on the quality of communication
between patients and health care providers, emphasizing the
role of the internet as a potential tool for enhancement of such
essential communication.

To effectively influence the online experiences of pregnant
women, professionalsinvolved in the childbirth pathway should
have a basic understanding of the internet and learn how to
actively engage women's interest in the internet. For this
purpose, the instalation of free wifi areas in maternity
departments could be useful.
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Abstract

Background: Computer-aided diagnosis (CAD) isatool that can help radiologists diagnose breast lesions by ultrasonography.
Previous studies have demonstrated that CAD can help reduce the incidence of missed diagnoses by radiologists. However, the
optimal method to apply CAD to breast lesions using diagnostic planes has not been assessed.

Objective: The aim of this study was to compare the performance of radiol ogists with different levels of experience when using
CAD with the quadri-planes method to detect breast tumors.

Methods. From November 2018 to October 2019, we enrolled patientsin the study who had a breast mass as their most prominent
symptom. We assigned 2 ultrasound radiologists (with 1 and 5 years of experience, respectively) to read breast ultrasonography
imageswithout CAD and then to perform asecond reading while applying CAD with the quadri-planes method. We then compared
the diagnostic performance of the readersfor the 2 readings (without and with CAD). The McNemar test for paired datawas used
for statistical anaysis.

Results: A total of 331 patients were included in this study (mean age 43.88 years, range 17-70, SD 12.10), including 512
lesions (mean diameter 1.85 centimeters, SD 1.19; range 0.26-9.5); 200/512 (39.1%) were malignant, and 312/512 (60.9%) were
benign. For CAD, the area under the receiver operating characteristic curve (AUC) improved significantly from 0.76 (95% ClI
0.71-0.79) with the cross-planes method to 0.84 (95% CI 0.80-0.88; P<.001) with the quadri-planes method. For the novice reader,
the AUC significantly improved from 0.73 (95% CI 0.69-0.78) for the without-CAD mode to 0.83 (95% CI 0.80-0.87; P<.001)
for the combined-CAD mode with the quadri-planes method. For the experienced reader, the AUC improved from 0.85 (95% CI
0.81-0.88) to 0.87 (95% CI 0.84-0.91; P=.15). The kappa indicating consistency between the experienced reader and the novice
reader for the combined-CAD mode was 0.63. For the novice reader, the sensitivity significantly improved from 60.0% for the
without-CAD modeto 79.0% for the combined-CAD mode (P=.004). The specificity, negative predictive value, positive predictive
value, and accuracy improved from 84.9% to 87.8% (P=.53), 76.8% to 86.7% (P=.07), 71.9% to 80.6% (P=.13), and 75.2% to
84.4% (P=.12), respectively. For the experienced reader, the sensitivity improved significantly from 76.0% for the without-CAD
mode to 87.0% for the combined-CAD mode (P=.045). The NPV and accuracy moderately improved from 85.8% and 86.3% to
91.0% (P=.27) and 87.0% (P=.84), respectively. The specificity and positive predictive value decreased from 87.4% to 81.3%
(P=.25) and from 87.2% to 93.0% (P=.16), respectively.

Conclusions: S-Detect is a feasible diagnostic tool that can improve the sensitivity, accuracy, and AUC of the quadri-planes
method for both novice and experienced readers while also improving the specificity for the novice reader. It demonstrates
important application value in the clinical diagnosis of breast cancer.
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Introduction

Breast cancer is one of the most common cancers in women
and the second leading cause of cancer-related mortality
worldwide [1,2]. Early diagnosis of breast cancer can increase
the treatment options and survival rate of patients[3]; however,
early diagnosis depends on accurate and reliable diagnosisusing
medical imageology. As a convenient modality, breast
ultrasonography plays an important role in breast cancer
screening. Despite the improvements in ultrasound diagnosis
with the application of new technol ogy, dependence on operator
experience remains the main limitation of ultrasound-based
diagnosis[4,5]. S-Detect isarecently developed computer-aided
diagnosis (CAD) system for breast cancer that provides
assistance in morphological analysis based on the Breast
Imaging Reporting and Data System (BI-RADS) lexicon and
classification [6]. Many studies have reported that the S-Detect
system has potential to become a novel diagnostic tool for
radiologists [7-10].

In our previous study, the sensitivity was too high in the
cross-planes method because it considered the lesion to be
malignant if any image of 2 planes indicated malignancy,
leading to adecrease in specificity. No study has evaluated the
diagnostic performance of CAD in breast |esions with respect
to diagnostic planes (cross-plane and quadri-plane methods).
Therefore, the purpose of this study was to compare the
performance of radiologists with different levels of experience
in detecting breast cancer using CAD with the quadri-planes
method.

Methods

Patient Selection

We prospectively enrolled patientsin our study from November
2018 to October 2019. All patients underwent grayscal e breast
ultrasound examination before surgery. All lesions were
examined after surgery to confirm their pathological type. This
prospective single center study was approved by the Institutional
Review Board of Third Xiangya Hospital. Informed consent
was obtained from all patients.

Theinclusion criteriawere asfollows: patientsaged 17-70 years
with breast tumors requiring surgery. The exclusion criteria
were a history of neoadjuvant chemotherapy or endocrine
therapy before surgery, lesions punctured by core-needle biopsy
or a Mammotome system, equipment of the breast with a
prosthesis, unclear lesions as displayed by ultrasound images,
and unwillingness to take part in the study.

https://medinform.jmir.org/2020/5/€18251

Ultrasound I mage Acquisition

All images were obtained with an RS80A ultrasound system
(Samsung Medison Co Ltd) with a 5-13 megahertz bandwidth
(8.4 MHz center frequency) linear transducer. All ultrasound
examinations were performed by an independent radiologist
with 5 years of experience. In the cross-planes method, 2 typical
images of the tumor in the longitudinal and transverse planes
were stored in the ultrasound system; in the quadri-planes
method, 2 additional cross-plane images were acquired by
rotating the probe 45 degrees around the center of the mass.

Computer-Aided Diagnostic System

Our CAD system, S-Detect, extracts features using an
integration of artificial neural network classifiers internally
installed in the RS80A ultrasound equipment. The sensitivity
of the instrument was set to the default. To test the
reproducibility of the CAD marks with the same image, we
randomly selected 20/512 (3.9%) examinations and passed them
through the CAD system 3 times; the results showed that the
markings were consistent in all images.

In S-Detect, the cursor was placed on the identified center of
the lesion, and a region of interest was automatically drawn
along the border of the mass by the ultrasound system. If the
borderline was considered inaccurate in any area of the tumor,
it was manually edited to achieve the optimum fitness. The
ultrasound image features of the lesion were analyzed according
to the BI-RADS lexicon, and the fina classifications were
automatically performed by the ultrasound system. In the
S-Detect system, the final assessment classification wasdivided
into dichotomous results of “possibly benign” or “possibly
malignant.”

Diagnostic Criteria

According to the fifth version of BI-RADS, the radiologists
classified the lesions from category 3 to category 5. BI-RADS
category 4 was further subdivided into categories 4A, 4B, and
4C. Category 3 isconsidered probably benign (<2% likelihood
of malignancy), and categories 4A, 4B, and 4C range from low
to high suspicion (2%-10%, 10%-50%, and 50%-95% likelihood
of malignancy, respectively). Category 5 indicates a high
malignancy rate (>95% likelihood of malignancy). Malignant
signs in breast ultrasound imaging include irregular shape,
antiparallel orientation, noncircumscribed margin,
microcalcification, acoustic halo, posterior shadowing, and
abnormalities of the surrounding tissue. Lesions with no
definitive malignant sign were assigned to category 3; lesions
with 1, 2, and 3 malignant signs were assighed to categories
4A, 4B, and 4C, respectively; and lesions with more than 4
malignant signs were assigned to category 5. Accordingly,
category 3 and 4A lesionswere regarded as benign, and category
4B, 4C, and 5 lesions were regarded as malignant [11,12].
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To assess the combination of ultrasound and the CAD system,
we acquired images of the longitudinal and transverse planes
of the tumor for CAD with the cross-planes method. If 1 plane
indicated “possibly malignant,” the outcome was considered
positive, and the BI-RADS category diagnosis was increased
by 1 level (ie, 3 to 4A, 4A to 4B, 4B to 4C, 4C to 5). If both
planesindicated “possibly benign,” the outcome was considered
negative, and the BI-RADS category diagnosis was decreased
by 1 level (ie, 5to 4C, 4C to 4B, 4B to 4A, 4A to 3) [13]. For
the quadri-planes method, if any 2 planes indicated “possibly
malignant,” the outcome was considered positive, and the
BI-RADS category diagnosis was increased by 1 level. If all 4
planesindicated “possibly benign,” the outcome was considered
negative, and the BI-RADS category diagnosis was decreased
by 1 level.

Readers, Reading Modes, and Training

The study included 2 readers. a novice reader with 1 year of
ultrasound experience and an experienced reader with 5 years

Figure 1. The study design and workflow. CAD: computer-aided diagnosis.

Yongping et a

of ultrasound experience. Both readers were trained in the
reading procedures with 20 ultrasound images (from the 512
examinations) that were not part of the study set, 10 of which
wereread without using CAD (without-CAD mode). Thereaders
assessed the other 10 images in combined-CAD mode with the
cross-planes method and the quadri-planes method; the readers
first read the ultrasound images without using CAD and then
mechanically combined the indications of the CAD marks to
make the final decision.

Both readers performed every examination in each reading mode
independently and were blinded to any information about the
patients, including age, manifestation of symptoms, and previous
radiology reports. The readers were asked to read for at least 2
hours per day to simulate the typical process of batch reading
in such examinations (Figure 1).

342 patients, scanning by the same radiologist with
5 years experience in ultrasonography

Five patients voluntarily withdraw from the study

L4

Six patients removed from the study

331 patients (512 lesions) ultrasonography images

|

Experienced radiologist without CAD

l

Experienced radiologist with CAD
with the quadri-plane method

Statistical Analysis

Statistical evaluation was performed using SPSS software
version 19.0 (IBM Corporation). Taking the pathology results
as the gold standard, we analyzed the diagnostic sensitivity,
specificity, and area under the receiver operating characteristic
(ROC) curve (AUC) inwithout-CAD mode and combined-CAD
mode (with the quadri-planes method). The confirmatory
diagnosis was defined as the diagnosis made on the basis of
pathology. The diagnostic parameters of the combined-CAD
mode and without-CAD mode were compared using the
McNemar test for sensitivity, specificity, positive predictive
value (PPV), negative predictive value (NPV), and accuracy
for match-paired data. We used the Hanley and McNeil method
to analyze the differences between pairs of AUCs. The number
of malignant planes of each tumor was recorded with the
guadri-planes method, and the ROC curves were drawn based

https://medinform.jmir.org/2020/5/€18251
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\J

Novice radiologist without CAD

l

Novice radiologist with CAD
with the quadri-plane method

on the pathological results to determine the cutoff value based
on the maximum Youden index. The degree of agreement
between the experienced reader in without-CAD mode and the
novice reader in combined-CAD mode was analyzed using
kappa statistics. The criteria for the kappa values were poor
<0.2, fair 0.21-0.4, moderate 0.41-0.6, good 0.61-0.8, and perfect
0.81-1 [14]. For al tests mentioned, P<.05 was considered to
indicate statistical significance.

Results

Characteristics of the Patients and L esions

The patient demographics and lesion characteristics are
summarized in Table 1. A total of 331 patients who presented
with 512 lesions were included in this study. The mean age of
the examined patientswas 43.88 years, range 17-70 (SD 12.10).
Thediameters of thelesionsranged from 0.26-9.50 centimeters,
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mean 1.85 (SD 1.19). Among the 512 breast lesions, 200/512

Yongping et a

benign lesionswerethe smallest (1.82 cm) and malignant lesions

(39.1%) were malignant and 312/512 (61.9%) werebenign. The  were the largest (2.28 cm).

mean sizes of al lesions were similar and were close to 2 cm;

Table 1. Patient demographics (N=331) and lesion characteristics (N=512).

Characteristic Value
Age (years)
Mean (SD) 43.88 (12.10)
Median (range) 45 (17-70)
Agedistribution (years), n (%)
<30 39(11.8)
30-39 76 (23.0)
40-49 104 (31.4)
50-59 80 (24.2)
60-70 32(9.7)
Lesion size (cm)?
Mean (SD) 1.85(1.19)
Median (range) 1.7 (0.26-9.50)
Malignant lesion size (cm)
Mean (SD) 2.28(1.10)
Median (range) 2.18 (0.26-6.20)

Benign lesion size (cm)
Mean (SD)
Median (range)
Pathological finding, n (%)
Malignant
Benign
Histological type, n (%)
Malignant (n=200)
Intraductal carcinomain situ
Invasive lobular carcinoma
Mucinous adenocarcinoma
Medullary carcinoma
Invasive ductal carcinoma
Benign (n=312)
Intraductal papilloma
Granulomatous mastitis
Fibroma
Hyperplasia-induced lesions

Scar tissue

1.82 (1.39)
1.41 (0.37-9.50)

200 (39.1)
312 (60.9)

9 (45)

17 (8.5)
4(2.0)
3(15)
167 (83.5)

37(11.9)
8(2.6)
211 (67.6)
5(17.31)
2(0.6)

%m: centimeters.

Reader Performance

The diagnostic performance of CAD and of the novice and
experienced readers in comparison with the pathological
diagnosesis depicted in Table 2.
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The statistical evaluation of the performance of the CAD system
and of the readers is shown in Table 2. For CAD, the AUC
improved significantly between the cross-planes method and
the quadri-planes method (Z=4.42, P<.001). The cutoff value
of the positive planesin the quadri-planes method was 2.5 based
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on the Youden index of 0.68. Considering that breast cancer
often demonstrates invasive characteristics and has relatively
poor prognosis[15], we set the threshold to any 2 positive planes
of 4 images.

For the novice reader, the improvement in the AUCs was
significant between the without-CAD mode and combined-CAD
mode with the quadri-planes method (Z=5.55, P<.001).
However, there was no significant difference in the AUCs for
thewithout-CAD and combined-CAD modesfor the experienced
reader (Z=1.44, P=.15; Table 3, Figure 2). Thekappaindicating
consistency between the experienced reader in without-CAD
mode and the novice reader in combined-CAD mode was 0.63.

Yongping et a

When aBI-RADS category 4A threshold was used, in contrast
to CAD with the cross-planes method, significant improvements
in specificity (P<.001), PPV (P=.01), and accuracy (P=.03)
were observed for the quadri-planes method; however, there
was no significant difference in NPV, and the sensitivity
decreased. The sensitivity, NPV, and accuracy improved in the
combined-CAD mode compared with the without-CAD mode
for both readers (Table 3). Among these, the sensitivity
improved significantly between the 2 reading modes for both
the novicereader (P=.004) and the experienced reader (P=.045),
whereasthe accuracy improved significantly only for the novice
reader. Moreover, there were no significant differences between
modesfor either reader with respect to specificity, PPV, or NPV.

Table 2. Diagnostic performance of the computer-aided diagnosis system and the novice and experienced readers in the 2 reading modes with the
Breast Imaging Reporting and Data System Category 4A threshold. The pathologica diagnosis was considered to be the gold standard.

Pathological diagnosis CAD? Novice reader Experienced reader
Cross-planes Quadri-planes ~ Without-CAD  Combined-CAD mode Without-CAD ~ Combined-CAD mode
method method mode with quadri-planes mode with quadri-planes
4+b _C + - + - + — + - + -

+ 190 10 175 25 120 80 158 42 152 48 174 26

- 137 175 58 254 a7 265 38 274 22 290 40 272

3CAD: computer-aided diagnosis.

by positive diagnosis. Breast Imaging Reporting and Data System assessment categories 4B, 4C, and 5 were considered positive for cancer.

C_: negative diagnosis.

Table3. Statistical evaluation of the performance of the computer-aided diagnosis system and the 2 readers with P valuesindicting differences between

various groups.

Characteristic  cap? Novice reader Experienced reader Significance

cP® q@pf  Without-  Combined-  Without- ~ Combined-  pygue!  Pvaue® Pvaue Pvaue® P value”

method mahod CADmode CAD mode CADmode CAD mode

with QP with QP

Sensitivity, % 95.0 875 60.0 79.0 76.0 87.0 .048 .004 .045 .61 .04
Specificity, % 56.1 814 849 87.8 93.0 87.2 <.001 .53 15 .23 .01
PPVi, % 58.1 75.1 719 80.6 874 813 .01 A3 .25 .25 .03
Np\/j’ % 94.6 91.0 76.8 86.7 85.8 91.3 .27 .07 .27 .84 27
Accuracy, % 71.3 83.8 75.2 84.4 86.3 87.1 .03 .03 .32 .69 .69
AUCK 0.76 0.84 0.73 0.83 0.85 0.87 <.001 <.001 0.15 .58 .76

8CAD: computer-aided diagnosis.
bcp; cross-planes.
CQP: quarter-planes.

dp for CAD with the cross-planes method vs CAD with the quadri-planes method.

€p for the novice reader without CAD vs the novice reader using CAD with the quadri-planes method.

P for the experienced reader without CAD vs the experienced reader using CAD with the quadri-planes method.
9P for the novice reader using CAD with the quadri-planes method vs the experienced reader without CAD.

"p for CAD with the quadri-planes method vs the experienced reader without CAD.

iPPV: positive predictive value.
'NPV: negative predictive value.
KAUC: area under the receiver operating characteristic curve.

https://medinform.jmir.org/2020/5/€18251

JMIR Med Inform 2020 | vol. 8 | iss. 5 [€18251 | p.185
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Yongping et al

Figure 2. Receiver operating characteristic curves for the CAD method and the readers. (A) CAD with the quadri-plane and cross-plane methods (if
either plane was malignant, the result was regarded as positive); CAD with the quadri-planes method with 2 planes as the threshold (if =2 planes were
malignant, the result was regarded as positive); the novice reader without CAD; the experienced reader without CAD. (B) The novice reader without
CAD; the experienced reader without CAD; the novice reader combined with CAD with the quadri-planes method; the experienced reader combined

with CAD with the quadri-planes method. AUC: area under the curve; CAD: computer-aided diagnosis.
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Management of Diagnostic Decision Changes

In contrast to the mode without CAD, changesin the diagnostic
decision with combined-CAD mode were moderately more
common for the novice reader than for the experienced reader
(115/512, 22.5% vs 70/512, 13.7%; P=.09). The proportions of
malignancy lesions correctly upgraded from category 4A to 4B
by the novice reader and experienced reader were similar
(44/115, 38% vs 27/70, 39%; P=.88). However, the proportion
of benign lesions correctly downgraded from category 4B to
4A by the novice reader was higher than that by experienced
reader, with a very close to significant statistical difference

(37/115, 32% vs 10/70, 14%; P=.05). The proportions of
malignancy lesions incorrectly downgraded from category 4B
to 4A by both readers were similar (6/115, 5% vs 5/70, 7%). In
addition, the proportion of benign lesionsincorrectly upgraded
by the novice reader was lower than that by the experienced
reader (28/115, 24% vs 28/70, 40%). The management decision
changes of the 2 readers are provided in Table 4.

The kappa indicating consistency between the experienced
reader and the novice reader with combined-CAD mode was
dlightly higher than that for without-CAD mode (0.63 vs 0.57).
These results are provided in Table 5.

Table 4. Management decision changes by the 2 readers using CAD with the quadri-planes method.

Decision change with CAD Novice reader (n=115) Experienced reader (n=70) P value

Correct, n (%) Incorrect, n (%)  Correct,n (%)  Incorrect, n (%) Correct Incorrect
4A to 4B 44.(38) 28 (24) 27 (39) 28 (40) 88 <.001
4B to 4A 37(32) 6(5) 10 (14) 5(7) .05 A7
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Table 5. Comparisons of consistency between the experienced reader in without-CAD mode and the novice reader in without-CAD mode and

combined-CAD mode with the quadri-planes method.

Experienced reader in without-CAD mode

4d

Novice reader in without-CAD? mode?

Novice reader in combined-CAD mode®

e + -

+ 121
- 46

53 141 33
292 55 283

3CAD: computer-aided diagnosis.
bkappa=0.57.
Ckappa=0.63.

dPositive diagnosis. Breast Imaging Reporting and Data System assessment categories 4B, 4C, and 5 were considered positive for cancer.

®Negative diagnosis.

Discussion

Principal Findings

In our study, the AUCs of CAD with the quadri-planes method
were significantly higher than those of CAD with the
cross-planes method (P<.001); even when we chose any 2
malignant planes as the threshold, the AUC of the quadri-planes
method was still higher than that of the cross-planes method
(P<.001). The sensitivity, accuracy, and AUC improved for
both the novice and experienced readers using combined-CAD
mode with the quadri-planes method. Additionally, compared
to without-CAD mode, the consistency level improved from
fair to good between the novice reader in combined-CAD mode
and the experienced reader in without-CAD mode.

Choi et a [10] recently reported that the specificity and AUC
of both experienced and inexperienced readersimproved using
a CAD system combined with S-Detect; moreover, the
sensitivity of the inexperienced reader improved significantly.
Although the diagnosis performance of the readers improved
in Choi’s study, the sensitivity of the readers combined with
CAD was not satisfactory for detecting breast cancer (66.7%
and 75.0%, respectively). These results may have been obtained
because the proportion of malignant lesions was too low (6%);
moreover, the data in that study were derived from a small
number of patients. All these factors can lead to increased false
negative results. According to our previous study [16], high
sensitivity is a remarkable characteristic of S-Detect in the
cross-planes method; thisissimilar to some previoudy published
studies, where the sensitivity of the ultrasound CAD system
was reported to be high (between 88.9% and 100%) [17,18].

It isknown that high sensitivity in diagnostic performance can
lead to unnecessary breast biopsies and increased medical costs
borne by patients; therefore, we developed the quadri-planes
method to address this problem. CAD in the quadri-planes
method resulted in both improved sensitivity (60.0% to 79.0%)
and specificity (84.9% to 87.8%) for the novice reader; in
addition, there was no datistically significant change in
specificity for the experienced reader (93.0% to 87.2%), while
the sensitivity improved significantly (76.0% to 87.0%). This
indicatesthat CAD with the quadri-planes method can improve
the sensitivity and specificity of the resultsreported by readers,
especially less experienced readers.

https://medinform.jmir.org/2020/5/€18251

In our investigation, the specificity, accuracy, and AUC of CAD
with the quadri-planes method were al higher than those of
CAD with the cross-planes method, although the sensitivity of
the quadri-plane method was dlightly lower. This is likely
because the quadri-planes method is based on the cross-planes
method; therefore, 2 of the 4 planesin the quadri-planes method
were the same as those in the cross-planes method. In addition,
the threshold in the quadri-planes method for dichotomization
of the final CAD assessment was set at any 2 of 4 positive
planes; however, the threshold in the cross-planes method was
set as any 1 of 2 positive planes. This may have led to the
increase in specificity and the decrease in sensitivity of the
guadri-planes method compared to the cross-planes method.

When the assessments differed in category 4A and 4B between
the readers and the CAD, the proportion of correct adjustments
using CAD for the inexperienced reader was higher than that
for the experienced reader (81/115, 70% vs 37/70, 53%). This
indicatesthat the | ess experienced reader obtained more benefit
fromthe CAD system; thisisrelated to the fact that combining
CAD with the quadri-planes method led to improvements in
sensitivity, specificity, and accuracy for the inexperienced
reader, while the accuracy between the quadri-planes method
and the experienced reader was similar (83.8% vs 86.3%). For
CAD with the quadri-planes method, the consistency between
the experienced reader and novice reader was good. As such,
CAD assistance with the quadri-planes method can not only
improve diagnostic performance but can also be expected to
play a more weighted role in providing a second opinion,
especialy for less experienced readers. Consequently, this
system can reduce misdiagnosis by less experienced readersin
addition to reducing variability in readers’ interpretations and
overcoming the effects of inexperience. These improvements
in diagnostic performance by combining CAD and ultrasound
may reduce both the misdiagnosis and missed diagnosis ratios
of breast cancer by readers with different experience levels.

Several reports have described applying different types of CAD
to breast ultrasound [6,19-21]. These studies all reported that
the CAD systems enhanced the diagnostic performance of breast
ultrasound, especially specificity and accuracy. Shen et a [20]
argued that CAD systems can be helpful in evaluating fuzzy
category 4 lesions. Wang et al [21] suggested that combining
CAD ismorehelpful for inexperienced readers than experienced
ones, with greater improvement in the diagnostic performance
in the inexperienced group. Kim’s study involved 2 staff
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radiologists with 7 and 19 years of experience, respectively;
both these readers can be described as experienced, so their
false positive rates were low and their false negative rates were
relatively high. In addition, the surgery proportion was only
27.6% and the core needl e biopsy proportion was 61.5%, which
may also have affected the results. The retrospective analysis
was performed by only 1 radiologist with 7 years of ultrasound
experience. In Wang's study, the CAD system was relatively
old, and the experience between the 8 readers varied, which
may have led to increases in false negative and false positive
rates. Therefore, the results of the above studies show that
traditional CAD methods are not sufficient to balance the
sensitivity and specificity to effectively reduce false negative
or false positive results. In our study, the sensitivity, NPV, and
accuracy of both readers improved; this supports the idea that
S-Detect canreliably provide asecond view that can bereferred
to by readers. Although the CAD methods were not exactly the
same as in previous studies [17,18], high sensitivity balanced
with specificity isaremarkable superiority of the quadri-planes
method. Instead, the proportion of the benign lesions in our
study was lower (Table 1), and the mean size of the lesionswas
larger; also, al the patients had breast masses astheir prominent
symptom, which may lead to differences between the results as
inthe study by Wu et al [22]. According to the BI-RADS criteria
[23], we subdivided category 4 into categories 4A, 4B, and 4C,
and the threshold was set to category 4A in grayscal e ultrasound;
consequently, the specificity was high and the sensitivity was
relatively low. Moreover, S-Detect providesthe final assessment
in a dichotomized form of possibly benign and possibly
malignant; we consider that these factors may also affect the
diagnostic capability of readers combined with CAD.

https://medinform.jmir.org/2020/5/€18251
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Strengths and Prospects

Theresults of our study are encouraging for daily clinical breast
cancer screening practiced by readers, although some pathol ogy
subtypes of breast cancer had better outcomes in situ [24].
However, breast cancer is still a relatively aggressive disease
that possesses higher rates of metastases and poorer survival
rates[25]. Thus, it isimportant to detect breast cancer accurately
in early stages to reduce its mortality rate [26]. Additionally,
S-Detect isaconcise and user-friendly program that isintegrated
in the ultrasound machine; the quadri-planes method enables
the reader to immediately achieve amore precise result during
real-time ultrasonography, which can easily be applied to routine
work (Figure 3). However, it isnot recommended to apply CAD
alone or as a replacement for a human reader in the diagnosis
of breast lesions at present, as shown in Kim's study [6] (Figure
4). However, thereis reason to believe that thiswill be possible
inthe near future. Further investigation with technical advances
can be anticipated to develop a more sophisticated algorithm
using the multiple plane assessment BI-RADS ultrasonographic
categories.

Ultrasound scanning is a real-time and multi-angle inspection
process; alesion can be observed from different planesto collect
imaging features such asthe internal situation, the relationship
of thelesion withits surroundings, the blood supply model, and
patient histories. Obviously, ultrasound can obtain more image
data and clinical information than CAD. The quadri-planes
method with CAD can extract more features from atumor with
maximum objectivity; combined with the expertise of areader,
the weaknesses of each method can be counteracted by the
strengths of the others, which can assist readersin making more
accurate diagnoses regardless of their experience.
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Figure 3. A breast lesion assessed by CAD with the cross-planes method (A, B) and the quadri-planes method (A-D).
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Figure4. Example of aductal carcinomain situlesion with asize of 1.90x1.10 centimeters showing aclear margin, regular shape, and microcalcification
that was incorrectly diagnosed as benign by S-Detect with the cross-planes (A, B) and quadri-planes (A-D) methods. The lesion was classified as

BI-RADS category 4B by the readers.

-
.
A SO

Limitations

There are several limitations of this study. First, the number of
cases in the single center study was relatively small. Second,
the presentation of calcifications is still not included in the
current version of S-Detect due to its limited analysis ability
for microcalcifications[27]. Third, some small nodulesclassified
asBI-RADS category 2 or 3 with sizes of around 1 cm without
surgical operation were not included in this study, which may
have affected the results. Fourth, the number of planes of the
lesions for CAD was set to 4. It can be argued that it would
have been better to study additional planes. Fifth, both of the
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readers were relatively inexperienced breast scan readers. In
China, the specialty of breast imaging is new, and its staff are
young compared with those in other imaging speciaties. These
factors may have affected the results.

Conclusion

S-Detect is a feasible diagnostic tool that can improve the
sensitivity, accuracy, and AUC of both novice and experienced
readers in the quadri-planes method while also improving the
specificity for the novice reader; thus, it demonstratesimportant
application value in the clinical diagnosis of breast cancer.
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Abstract

Background: The detection of infectious diseases through the analysis of free text on electronic health reports (EHRs) can
provide prompt and accurate background information for the implementation of preventative measures, such as advertising and
monitoring the effectiveness of vaccination campaigns.

Objective: The purpose of this paper isto compare machine learning techniquesin their application to EHR analysisfor disease
detection.

Methods: The Pedianet database was used as a data source for a real-world scenario on the identification of cases of varicella.
The models' training and test sets were based on two different Italian regions' (Veneto and Sicilia) data sets of 7631 patients and
1,230,355 records, and 2347 patients and 569,926 records, respectively, for whom a gold standard of varicella diagnosis was
available. Elastic-net regularized generalized linear model (GLM Net), maximum entropy (MAXENT), and LogitBoost (boosting)
algorithms were implemented in a supervised environment and 5-fold cross-validated. The document-term matrix generated by
thetraining set involvesadictionary of 1,871,532 tokens. The analysiswas conducted on asubset of 29,096 tokens, corresponding
to amatrix with no more than a 99% sparsity ratio.

Results: The highest predictive values were achieved through boosting (positive predicative value [PPV] 63.1, 95% Cl 42.7-83.5
and negative predicative value [NPV] 98.8, 95% CI 98.3-99.3). GLMNet delivered superior predictive capability compared to
MAXENT (PPV 24.5% and NPV 98.3% vs PPV 11.0% and NPV 98.0%). MAXENT and GLMNet predictions weskly agree
with each other (agreement coefficient 1 [AC1]=0.60, 95% CI 0.58-0.62), as well as with LogitBoost (MAXENT: AC1=0.64,
95% Cl 0.63-0.66 and GLMNet: AC1=0.53, 95% CI 0.51-0.55).

Conclusions: Boosting has demonstrated promising performance in large-scale EHR-based infectious disease identification.

(IMIR Med Inform 2020;8(5):e€14330) doi:10.2196/14330
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Introduction

Improving the predictive capability of infectious disease
detection at the population level is an important public health
issue that can provide the background information necessary
for the implementation of effective control strategies, such as
advertising and monitoring the effectiveness of vaccination
campaigns[1].

The need for fast, cost-effective, and accurate detection of
infection rates has been widely investigated in recent literature
[2]. Particularly, the combination of increased el ectronic health
report (EHR) implementation in primary care, the growing
availability of digital information within the EHR, and the
development of data mining techniques offer great promise for
accelerating pediatric infectious disease research [3].

Although EHR data are collected prospectively in real time at
the point of health care delivery, observational studiesintended
to retrospectively assess the impact of clinical decisions are
likely the most common type of EHR-enabled research [3].

Among the high-impact diseases, the prompt identification of
varicella zoster viral infections is of key interest due to the
debate around the need and cost-benefit dynamics of a
mass-vaccination program for young children [4,5].

Challenges in this context arise from both the unique
epidemiological characteristics of varicella zoster with respect
to information extraction, such as age-specific consultation
rates, seasonality, force of infection, hospitalization rates, and
inpatient days [6], and from the way that medical records are
organized, oftenin free-format and uncoded fields[7]. A critical
step is to transform this large amount of health care data into
knowledge.

Data extraction from free text for disease detection at the
individual level can be based on manual, in-depth examinations
of individual medical records or, to contain costs and ensure
time-tightening and control, by automatic coding. Machine
learning techniques (MLTs) are the most commonly used
approaches [8] and show good overall performance [9,10].
Nevertheless, few indications are currently available on the
most appropriate technique to use, and comparative evidence
isdtill lacking on the performances of each available technique
[11] in the field of pediatric infectious disease research.

In recent years, generalized linear model (GLM)-based
techniques have been largely used for the text mining of EHRS,
both asatechnique of choice[12] and asabenchmark [13]. The

https://medinform.jmir.org/2020/5/€14330

performance of GLMs, especially multinomial or inthe simplest
cases logistic regression, has been indicated as unsatisfactory
[14] because they are prone to overfitting and are sensitive to
outliers. Enhancements to GLMs have been proposed recently
in the form of the lasso and elastic-net regularized GLM [15]
(GLMNet), multinomial logistic regression (maximum entropy
[MAXENT]), and the boosting approach implemented in the
LogitBoost algorithm [ 16] to overcome the limitations of naive
GLMs. Nevertheless, to the best of our knowledge, no
comparisons have been made among these techniques to
determine to what extent improvements are needed.

The purpose of this study is to make comparisons among
enhanced GLM techniques in the setting of automatic disease
detection [17]. Particularly, these methods will be assessed on
their ability of identifying cases of varicellafrom alarge set of
EHRs.

Methods

Electronic M edical Record Database

The ltalian Pedianet database [18] collects anonymized clinical
data from more than 300 pediatricians throughout the country.
This database focuses on children 0-14 years of age[19-22] and
records the reasons for accessing hedlth care, diagnosis, and
clinical details. The sources of those data are primary care
records written in Italian, which are filled in by pediatricians
with clinical detailsabout diagnosisand prescriptions; they also
contain detail s about the eventual hospitalization and specialist
referrals.

For the purpose of this study, we were alowed to access only
two subsets of the Pedianet database, corresponding to the data
collected between 2004 and 2014 in the Italian regions of Veneto
(northern Italy) and Sicilia(South Italy). Sincethe Veneto region
data set was larger, it was considered for carrying out the
training of the model. The data set of the Siciliaregion provided
an independent data set for testing the model. The main
characteristics of the two data sets are reported in Table 1. It is
worth noting that the proportion of positive cases of varicella
is different in the two databases. Interpreting differences in
preval ence between regionsisbeyond the purpose of this study;
neverthel ess, given the smaller prevalence, thereis an expected
lower positive predictive value (PPV) and a higher negative
predictive value (NPV) on the test set.

The Pedianet source dataincludesfive different tables. In Table
2, wereport a short description of them.
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Table 1. Main characteristics used for the train (Veneto) and test (Sicilia) data sets.

Characteristic Train Test
Database Pedianet Pedianet
Language Italian Italian
Italian Region Veneto Sicilia
Date span January 2, 2004-December 31, 2014 January 7, 2004-December 30, 2014
Records, n 1,230,355 569,926
Children, n 7631 2347
Pediatricians, n 46 13
Positive cases, n (%) 3481 (45.6%) 128 (5.4%)
Table 2. Tables used from the Pedianet database.
Table topic Content Type of data Example
Accessing Reasonsfor accessing the pediatricianand  Free text (in- « Ritardo di crescita<783.4>
diagnoses cluding codes)
Diaries Pediatrician’s free-text diaries Free text « DIBASEOSGTT 10ML 10000UI/ML n° conf. 2\r\n per
Visitadi controllo e di follow up\r\n\r\n
Hospitalizations Detailson hospital admissions, diagnoses, Free text « Divisionedi pediatria

and length of stays

Symptoms, objectivity, diagnosis, or pre-
scriptions

SOAP?

Specidlistic visits Visit type and its diagnosis

Freetext (in- .
cluding codes)

Freetextinclud-
ing (codes) .

« Tosse, difficolta respiratoria e di alimentazione

SOAPP: P,
. SOAP_code: “77469",
.  SOAP_text: “visita otorinolaringoiatrica<89.7>"

codice visitaSP: “89.01",
visita: “ecografia anche sec. Graaf per screening”,
o diagnosi: “problemi dellavista<V41.0>"

8S0AP: symptoms, objectivity, diagnosis, or prescriptions.
BFor tables with multiple fields, field names are reported in italics.

All the tables can be linked at the individual level (ie, each row
of al the tables contains the fields for reporting information on
dates, the assisting pediatrician’s anonymousidentifier, and the
patients anonymous identifier, which congtitutes the linking
key).

Case Definition

The case definition comes directly from the gold standard
provided, and the training set for machine learning was created
using those dichotomous labels (ie, O=noncase, that is not a
varicella case; and 1=case, that is avaricella case).

Training and Test Setsfor Machine Learning

Linking by patient 1D, pediatrician ID, and reporting date, we
merged the five tables into a single table consisting of several
entries, each of which representsavisit or evaluation of apatient
carried out by a pediatrician on a specific day. At this step, the
information (excluding patient ID, pediatrician | D, and reporting
date) is contained in 15 columns containing free text mixed with
coded text, which was considered by us as free text as well.
Finally, all remaining columns of the table were merged into a
single corpus (ie, a body of text). This process was applied to
train the models on 1,230,355 entries (database of the Veneto

https://medinform.jmir.org/2020/5/€14330

region) and to test them on 569,926 entries (database of the
Sicily region) separately.

Preprocessing

Text analysis by a computer program is possible only after
establishing away to convert text (ie, readable to humans) into
numbers (ie, readable to computers). This process is called
preprocessing, and it is the first [23] and probably the most
important step in data mining [24]. To process the corpus of
Pedianet EHRs included in the training set, we used the
following strategy. First, we converted all fieldsin atext type;
lowered the content; and cleared it of symbols, punctuation,
numbers, and extrawhite spaces. Second, we stemmed the words
(ie, reducing them to their basic form, or “root”), which is
recoghized as one of the most important procedures to perform
[25], and constructed 2-gram tokens, which has been shown to
be the optima rank for gram tokenization [26]. Third, we
removed al the (stemmed) stop words (ie, common and
nonmeaningful words such as articles or conjunctions) from the
set of tokensaswell as all bigrams containing any of them. We
chosethisstrategy after exploring different approaches described
in [27]. Fourth, we created the document-term matrix (DTM)
as a patient-token matrix. To consider both the importance of
the tokens within a patient (ie, one row of the DTM) and its
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discrimination power between patients' records (ie, the rows of
the DTM), we computed the TF-iDF (term frequencies-inverse
document frequencies) weights. TF-iDF weights help to adjust
for the presence of words that are more frequent but less
meaningful [28]. TF-iDF-ij entry isequal to the product of the
frequency of the-th token in thei-th document by thelogarithm
of the inverse of the number of documents that contain that
token (ie, the more frequent a word appears in a document the
more its weight rises for that document), and the more
documents that contain the j-th token, the more the weight
shrinks across al the documents [29]. In the initial DTM there
were 1,871,532 tokens that appear at least once, with a
nonsparse/sparse entries ratio of (18,951,304/14,262,709,388).
We decided to reduce it to achieve a maximum of 99% overall
sparsity. Filtering out the tokens that do not appear in at least
1% of the documents had reduced it down to 94% (ie, 29,096
tokens that appear at least once for a nonsparse/sparse entries
ratio of 13,140,370/208,891,206). The choice of a 99% level
of sparsity was a tradeoff between the need to retain as many
tokens as possible and the computational effort.

The corpus of Pedianet EHRs comprised in the test set went
through the same text preprocessing strategy in the same order,
and then the DTM was created with the initial TF weighing
scheme. Furthermore, it was adapted with the same tokens
retained in the training phase (ie, adding the missing tokens,
weighting them as zero, and removing the ones not included in
thetraining DTM) and was finally reweighted with the TF-iDF
weighing scheme with the same retained iDF weights of the
corresponding training DTM, which were retained when applied
to the whole training data set. Those are necessary steps to
guarantee that the two feature spaces are the same and that the
models trained can be evaluated on the test set.

Machine L earning Techniques

Enhancements of GLMsfor carrying out text mining on EHRs
have been proposed in the form of the lasso and GLMNet [16],
multinomial logistic regression (MAXENT), and the boosting
approach (LogitBoost) [16].

GLMNet is a regularized regression method that linearly
combinesthe L1 and L2 penaltiesof thelasso and ridge methods
applied in synergy with alink function and avariance function
to overcomelinear model limitations (eg, the constant variability
among the mean and the normality of the data). The link
function selected was the binomia (ie, the modd fit a
regularized logistic regression model for the log odds), while
the amount of regularization was automatically selected by the
algorithm through an exploration of 100 values between the
minimum value that reduced al the coefficientsto zero and its
0.01 fraction.

MAXENT is an implementation of (multinomial) logistic
regression aimed at minimizing the memory load on large data
sets in R (R Foundation for Statistical Computing) and is
primarily designed to work with the sparse DTM provided by
the R package [30]. It has been proven to provide results
mathematically equivalent to a GLM with a Poisson link
function [31].

https://medinform.jmir.org/2020/5/€14330
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Boosting is a genera approach for improving the predictive
capability of any given learning agorithm. We used the
adaptations of Tuszynski [32] to the original algorithm, (ie,
LogitBoost [33,34]), whichisaimed at making the entire process
more efficient while applying it on large data sets. The standard
boosting technique [34] is applied to the sequential use of a
decision stump classification algorithm as aweak learner (ie, a
single binary decision tree). The number of stumps considered
is the same as the columns provided in the training set.

Those techniques are chosen among computationally treatable
algorithms for use with large data sets [30]. GLMNet and
MAXENT represent classical benchmark approaches to linear
and logistic classification, respectively, in amanner that differs
from LogitBoost, which isamodern boosted tree-based machine
learning approach [35,36]. Moreover, LogitBoost generalizes
the classical logistic models by fitting alogistic model at each
node [37] and shows an alternative point of view with regards
to models such as the GLMs, for which the structure of the
learner must be chosen a priori [38].

Training and Testing

We addressed the issue of internal validation by performing
cross-validation on thetraining set comprising recordsfromthe
Veneto region. We dealt with external validation by accessing
atruly external sample of Pedianet EHRs from another Italian
region, Sicily. Thisaccomplishestwo tasks: preserving precision
in the training phase and complementing study findings with
external validation results using data that were not available
when the predictive tool was devel oped.

We used a 5-fold cross-validation approach to validate each of
the three MLTs on the DTM with the corresponding (by row)
“case/non-case” attached labels. All MLTswere simultaneously
fitted on the same set of folds to ensure a proper comparison
between techniques. Values of k=10 or k=5 (especialy for large
data sets) have been shown empirically to yield acceptable (in
terms of bias-variance trade-off) error rates [39,40]. Thus, the
choice of 5-folds was driven by the computational complexity,
the fewer folds, the less complexity.

Asmeasures of performance, we cal culated point estimatesand
95% Clsfor the following.

PPV or Precision: E, that is the fraction of positively
identified cases that are true positives

NPV: E, that is the fraction of positively identified
noncases that are true negatives

Sensitivity or Recall: E, that is the true positive rate
Specificity: E, that isthe true negative rate

F score: E, the harmonic mean of the PPV (Precision) and
Sensitivity (Recall)

The Gwet agreement coefficient 1 (AC1) statistics of agreement
[41,42] between the techniques were computed and reported,
along with their corresponding 95% Cls. Given that A=the
number of times both models classify arecord as honcase, D=the
number of times both models classify arecord as a case, and

N=the total sample size, then E, where E, and €' is the
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agreement probability by chance and is egqual to 2g (1 — q),

Whereﬁ; A1l isthe number of records classified as noncase by
model 1, and B1 isthe number of records classified as noncase
by model 2. AC1 has been used given its propensity to be
weakly affected by marginal probability, and therefore it was
chosen to manage unbalanced data [43].

All the analyses were implemented in the R system [44] with
the computing facilities of the Unit of Biostatistics,
Epidemiology and Public Health. The R packages used were:
ShowballC (to stem the words) and RWeka (to create n-grams)
for the preprocessing step; Matrix and SparseM to manage
sparse matrices; GLMNet, MAXENT, and caTools for the
GLMNet, MAXENT, and LogitBoost MLT implementation;
caret to create and evaluate the cross-validation folds, ROCR

Laneraet a

to estimate the performance; and the tidyverse bundle of
packages for data management, functional programming, and
plots. A git repository of the analysis code is available [45].

Results

Theflow chart, from dataacquisition to preprocessing, isshown
in Figure 1. In the training set, 29,096 initial terms out of
1,871,532 wereretained by the sparsity reduction step. Boosting
significantly outperforms all other MLTs on the training set,
with the highest F score and PPV. The GLMNet predictor
delivered a superior F score and greater PPV compared to
MAXENT (Table 3). The sameresultsheld on thetest set (Table
4) and agreement between MLT predictions on the training set
was good as measured by AC1 statistics (Table 5).

Figure 1. Flowchart from the acquisition of the five tables containing the electronic health records (dark gray) in the training set that were merged into
asingle table (dark blue); preprocessed (gray) with the specification of what was removed (pink) prior to the creation of the document-term matrix
(DTM) (yellow); the computation of the weights (light blue); the dimensionality reduction, that is the reduction of the terms used (light gray), and the
final DTM used (green). DTM: document-term matrix; SOAP: symptoms, objectivity, diagnosis, or prescriptions, TF-iDF: term frequencies-inverse

document frequencies.
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Table 3. Performance on the training set of the three machine learning techniques using a 5-fold cross-validation method.

Technique  Sensitivity, mean (95% CI)  PPV2 mean (95% Cl) NPV, mean (95%Cl) Specificity, mean (95% CI) F score, mean (95% CI)
GLMNe®  80.2(77.7-827) 73.2 (70.9-75.6) 90.9 (89.6-92.2) 87.1(85.6-88.7) 76.5 (75.6-77.5)
MAXENTY 68.8 (66.8-70.7) 66.0 (62.5-69.5) 86.1 (85.2-86.9) 84.5 (82.7-86.3) 67.4 (64.7-70.0)
Boosting 86.6 (82.1-91.1) 95.8 (93.2-98.5) 94.4 (92.4-96.3) 98.3 (97.0-99.6) 90.9 (89.7-92.1)

3ppV: positive predicative value.

NPV negative predicative vaue.

®GLMNet: elastic-net regularized generalized linear model.
dMAXENT: maximum entropy.

Table 4. Performance on the test set of the three machine learning techniques under consideration.

Technique  Sensitivity, mean (95% Cl) PPV® mean (95%Cl) NPV® mean(95%Cl) Specificity, mean (95% Cl) F score, mean (95% Cl)
GLMNel  72:3(66.4-78.1) 24.5 (21.0-28.0) 98.3 (97.9-98.6) 87.4 (85.4-89.5) 36.5 (32.2-40.8)
MAXENTY  74.8 (62.2-87.5) 11.0 (9.5-12.5) 98.0 (97.3-98.6) 65.5 (54.7-76.2) 19.1 (17.2-20.9)
Boosting 79.2 (69.7-88.7) 63.1 (42.7-83.5) 98.8 (98.3-99.3) 96.9 (94.2-99.6) 68.5 (59.3-77.7)

8PPV: positive predicative value.

NPV negative predicative value.

®GLMNet: elastic-net regularized generalized linear model.
IMAXENT: maximum entropy.

Table5. Agreement between elastic-net regularized generalized linear model, maximum entropy, and boosting using 5-fold cross-validation.

Technique Wrongly agree®, n Correctly agree®, n Disagree®, n Gwet AC1%€ (95% Cl)
GLMNet vs MAXENTY 669 5609 1353 0.68 (0.67-0.70)
GLMNEet vs boosting 195 6269 1146 0.74 (0.72-0.75)
MAXENT vs boosting 224 5895 1491 0.66 (0.65-0.68)

&The “Wrongly Agree” column refers to the number of records misclassified by both techniques.
b The Correctly Agree” column states the number of records correctly classified by both techniques.
“The “ Disagree” column lists the number of records for which the techniques disagree in the classification.

daci: agreement coefficient 1.

€Gwet AC1 represents theindex of agreement between the identified techniques. Legend for AC1 is; AC1<0=disagreement; AC1 0.00-0.40=poor; AC1

0.41-0.60=discrete; AC1 0.61-0.80=good; AC1 0.81-1.00=optimal.
fGLMNet: elastic-net regularized generalized linear model.
IMAXENT: maximum entropy.

With the aim to analyze the most relevant errors, we explored
if any records were wrongly classified by al the techniques.
There were 3 records: 1 wrongly classified as positive and 2
wrongly classified as negatives by all the MLTSs.

Discussion

Principal Findings

The application of MLTs to EHRs constitutes the analytical
component of an emerging research paradigm that rests on the
capture and preprocessing of massive amounts of clinical data
to gain clinica insights and ideadly to complement the
decision-making process at different levels, from individual
treatment to definition of national public health policies. As
acknowledged by others[46], the development and application

https://medinform.jmir.org/2020/5/€14330

RenderX

of big data analysis methods on EHRs may help create a
continually learning health care system [47].

This study trainsand comparesthree different machine learning
approachestowardsinfecti ous disease detection at the population
level based on clinical data collected in primary care EHRs. In
line with the recommended paradigm for model validation [39],
the MLTS performance underwent internal validation through
cross-validation and external validation on an independent set
of EHRs.

The predictive capabilities of the developed MLTsare promising
even if quite different from each other (eg, vaidation F scores
range from 67%-91% and test F scores range from 19%-69%).
Findings on the better performance reached by LogitBoost are
in line with recent evidence that shows an improvement in
general classification problems moving from MAXENT
algorithms to LogitBoost-based ones [48]. LogitBoost is thus
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confirmed to be a useful technique for solving health-related
classification problems [34].

Only three records were wrongly classified by all the models.
The first one was wrongly classified as positive probably
because thetext entry was*“ vaccini:varicellaempr” (ie, vaccine:
varicella and mpr), and after the preprocessing, the bigram
“vaccin varicell” was removed because the TFiDF weight was
low. Thus the relationship between varicella and vaccine was
lost and remained only the token “varicell”.

The other two records were wrongly classified as negative. For
one of them, the misclassification was probably dueto an issue
in the tokenization. In fact, an anomalous sequence of dashes
(“-") and blanks lead to the token “- varicella’, which was
removed from the feature space, leaving no reference to the
disease. The second negative misclassified record referred to a
child who was vaccinated for measles, mumps, rubella, and
varicella (quadrivalent vaccine). The pediatrician wrote
“vaccinazione morbillo parotite rosolia varicela’ (ie,
vaccination, measles, mumps, rubella, varicella). The bigram
“rosol varicell” (ie, “rubell varicell”) was weighted 0.361 and,
hence, was retained in the feature space, and was considered
by all the MLTs a pattern of noninfection.

The strength of tree-based models such as LogitBoost also lies
intheir high scalability. In fact, their computational complexity
(ie, the asymptotical time needed for a complete run) grows
linearly with the sample size and quadratically with the number
of features used (ie, the number of tokens considered) [37].
Assuming that the richness of the pediatric EHRS' vocabulary
is limited (ie, the number of tokens reaches a plateau as data
accumulates over time) an increase in computational time will
only depend linearly on the number of patients.

Any attempt to use EHRS to identify patients with a specific
disease would depend on the algorithm, the database, the
language, and the true prevalence of the disease. As to the
generalization of these modelsto other contexts, we hypothesize
that they could also be successfully applied in public health
systems with EHR charting in other languages [49].

Laneraet a

We acknowledge that one metric (ie, sensitivity, specificity,
PPV, or NPV) may be more important than another, depending
on the intended use of the classification algorithm. Thus, the
LogitBoost model is adequate for ascertaining varicella cases,
with a preference for case identification with good sensitivity
and excellent specificity.

If the aim of using MLTsisto help create a gold standard for
databases, the limited agreement between the MLTs reported
in Table 5 suggests that these classification algorithms are not
reliable as a set of annotators.

Limitations

Some limitations must be acknowledged. First, it is
acknowledged that text preprocessing isacrucial step. Theway
to convert free text into numbers and numbers into featuresis
an essential step of the process and has one of the biggest
impacts on the results [24]. For the same reason as before, we
decided to follow a standard preprocessing procedure without
searching for the best one to obtain results that are, at most,
independent of human tuning.

Second, we set the number of boosting iterations as the same
number of features considered. This is suboptima in
computational time because the same performance can be
reached with fewer iterations [37]. Nevertheless, we aimed to
reach an upper-bound value for the performance estimated in
an optimal situation.

Third, the large difference in disease prevalence between the
training and the validation data set should be noted. The boosting
approach seems to deal with this issue in a satisfactory way,
but a potential impact on mode prediction could not be
excluded.

Conclusions

Given their promising performance in identifying varicella
cases, LogitBoost, and MLTs in general, could be effectively
used for large-scale surveillance, minimizing time and cost in
a scalable and reproducible manner.
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Abstract

Background: Accurately predicting refractive error in children is crucial for detecting amblyopia, which can lead to permanent
visual impairment, but is potentially curable if detected early. Various tools have been adopted to more easily screen a large
number of patients for amblyopiarisk.

Objective: For efficient screening, easy access to screening tools and an accurate prediction agorithm are the most important
factors. In this study, we devel oped an automated deep learning—based system to predict the range of refractive error in children
(mean age 4.32 years, SD 1.87 years) using 305 eccentric photorefraction images captured with a smartphone.

Methods: Photorefraction imageswere divided into seven classes according to their spherical values as measured by cycloplegic
refraction.

Results: The trained deep learning model had an overall accuracy of 81.6%, with the following accuracies for each refractive
error class: 80.0% for <-5.0 diopters (D), 77.8% for >-5.0 D and <-3.0 D, 82.0% for >-3.0 D and <-0.5D, 83.3% for >-0.5D
and <+0.5 D, 82.8% for >+0.5 D and <+3.0 D, 79.3% for =+3.0 D and <+5.0 D, and 75.0% for =+5.0 D. These results indicate
that our deep learning—based system performed sufficiently accurately.

Conclusions: This study demonstrated the potential of precise smartphone-based prediction systems for refractive error using
deep learning and further yielded arobust collection of pediatric photorefraction images.

(IMIR Med Inform 2020;8(5):€16225) doi:10.2196/16225

KEYWORDS

amblyopia; cycloplegic refraction; deep learning; deep convolutiona neural network; mobile phone; photorefraction; refractive
error; screening

: estimated to be approximately 1.6%-5% [1,2]. Refractive error
Introduction is one of the leading causes of pediatric amblyopia[3]. Early

Amblyopia is the most common cause of permanent visual detection of refractive error in children plays an important role
impairment in children, and its worldwide prevalence is M Visud prognosis[4,5], and therefore, early pediatric screening
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is recommended by the American Academy of Pediatrics,
American Academy of Pediatric Ophthalmology and Strabismus
(AAPOS), and European Strabismological Association and
Societies [6,7].

Cycloplegic retinoscopic refraction is the standard technique
for measuring refractive error. However, this method has some
limitations. It is difficult to get young children to cooperate
during the procedure, and advanced clinical ophthalmologic
training is required to perform the test (user dependent) [2,8].

Previously, autorefractors were developed for faster and easier
refraction in children. However, autorefraction presents several
difficulties, including maintaining the proper position for testing
and maintaining visual fixation on the target for a sufficient
duration [9,10]. Photorefraction data can confirm the presence
of myopia, hyperopia, astigmatism, and anisometropia by
evaluating the reflection type and the position of eccentric
crescent images on the pupil after projecting alight source onto
theretina[11,12]. Photorefraction is simple and fast, making it
convenient for use in children with poor cooperation ability,
and it issuitablefor screening large populations[13,14]. Several
tools have been developed to meet the growing demand to
perform photorefraction in clinical settings [2,15,16]. Easy
availability of these tools and accurate prediction agorithms
are the most important factors for ensuring efficient screening
by photorefraction. Recently, deep learning algorithms have
yielded innovative results in the field of medical imaging
diagnostics [17]. In particular, deep convolutional neural
networks [18] have been widely applied to extract essential
features directly from images without human input. In
ophthalmology, deep convolutional neural networks showed
remarkable performance for detecting variousdiseases, including
diabetic retinopathy [19-21], glaucoma[22,23], and retinopathy
of prematurity [24]. Deep learning can also capture biological
signs that are difficult for even human experts to detect, such
as retinal findings from fundus images associated with
cardiovascular risk [25]. However, little research has been done
on the application of deep learning to refractive error prediction
among children, using photorefraction images. A previous study
attempted to predict the refractive error from retinal fundus
images using deep learning [26], but the application was limited
because the average participant age was 55 years and a
specialized device was required to obtain the fundus images.

The purpose of this study was to develop an automated deep
learning—based prediction system for refractive error using
eccentric photorefraction images of pediatric patients captured
by a smartphone. We trained our deep convolutional neural
network with photorefraction images to identify various
refractive error ranges. Thereafter, we comparatively evaluated
its performance on our network with conventional cycloplegic
retinoscopic refraction.

Methods

Study Approval

This study was performed at a single center according to the
tenets of the Declaration of Helsinki. The Ingtitutional Review

https://medinform.jmir.org/2020/5/€16225
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Board of Samsung Medical Center (Seoul, Republic of Korea)
approved this study (SMC 2017-11-114).

Participants

Patients aged 6 months to 8 years who visited the outpatient
clinic for a routine ocular examination were requested to
participatein this study. Written informed consent was provided
by parents prior to participation. All screening tests were
conducted at Samsung Medical Center between June and
September 2018. The exclusion criteriawere diseasesthat could
affect light reflection, such as congenital cataracts and corneal
opacity, diseases involving visual pathways or extraocular
muscles, amedical history of previous ophthalmic surgery (eg,
strabismus, congenital cataract, and congenital glaucoma),
limited cycloplegia, and poor cooperation during study activities.

Data Collection

A total of 305 photorefraction images (191 images from 101
girls and 114 images from 63 boys) were obtained (mean age
4.32 years, SD 1.87 years). All patients underwent a complete
ophthalmologic examination, including visual acuity, motility
evaluation, and anterior segment evaluation. Eccentric
photorefraction images were obtained using a smartphone with
a 16-megapixel camera (LGM-X800K; LG Electronics Inc,
Seoul, Korea) at a1-meter distance from thefront of the patient
in adark room (<15 lux). The smartphone was placed straight
forward to the face of the children without angulation. All
photorefraction images were acquired in the same setting (in a
dark room and before the cycloplegic procedure). The
smartphone’s built-in flash, present next to the camera lens,
was used as the light source for eccentric photorefraction,
wherein light was refracted and reached the retinal surface and
was then magnified and reflected. When optimal reflection was
achieved, a characteristic crescent-shaped reflection appeared
intheeye. A photograph of the crescent refl ection was captured
through LED control [13]. After acquisition of photorefraction
images, 0.5% tropicamide and 0.5% phenylephrine (Tropherine;
Hanmi Pharm, Seoul, Korea) were administered three times at
5-minute intervals. Cycloplegic retinoscopy and fundus
examination to obtain spherical, cylindrical, cylindrica axis,
and spherical equivalent values were performed between 30
and 60 minutes following the first ingtillation of cycloplegics,
when the pupillary light reflex was eliminated. Both
photorefraction and cycloplegic refraction were performed
sequentially, and the ground truth for images acquired by
photorefraction was labelled according to the values of
cycloplegic refraction. Consequently, the result of cycloplegic
refraction was provided asthe ground truth for machinelearning
of photorefration images.

The acquired eccentric photorefraction images were divided
into the following seven classes according to the spherical values
measured by cycloplegic refraction: <-5.0 diopter (D), >-5.0
D and<-3.0D, >-3.0D and <-0.5D, >-0.5 D and <+0.5 D,
>+0.5D and<+3.0 D, >+3.0 D and <+5.0 D, and 2+5.0 D. The
cutoff values of the seven classes for refractive errors were
determined clinically. Among myapic refraction (minusvalues),
-5.0 D, -3.0 D, and -0.5 D were considered as thresholds of
high, moderate, and mild myopia, respectively. In other words,
refractive errors <-5.0 D indicated high myopia, refractive
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errors >-5.0 D and <-3.0 D indicated moderate myopia, and
refractive errors >-3.0 D and <-0.5 D indicated mild myopia.
Similarly, +0.5 D, +3.0 D, and +5.0 D were thresholds of mild,
moderate, and high hyperopia, respectively, among plusval ues.

Image Data Prepar ation for Training, Validation, and
Testing

Photorefraction images were processed for training our deep
convolutional neural network. Initially, theimageswere cropped
to capture the pupil. Theimageswereresized to 224x224 pixels,
and the pixel values were scaled from 0 to 1. To overcome an
overfitting issue caused by an insufficiently sized training
dataset, data augmentation was performed by altering brightness,
saturation, hue, and contrast; adding Gaussian noise; and
blurring images using Gaussian kernels. Thereafter, the image
pixel values were normalized by subtracting the mean and
dividing by the SD to ensure that each image had asimilar data
distribution and would converge faster during the training
procedure.

For training, validation, and testing, we used the five-fold
cross-validation approach to build areliable deep | earning model
with a limited dataset. Initialy, al the data were subdivided
into five equal-sized folds with the same proportion of different
classesin each fold. Four of the fivefoldswere for training and
validation (3.5 folds for training and 0.5 folds for validation),
and one fold was for testing. After five repetitions of this
process, we were able to eval uate the performance of the entire
dataset because the test folds were independent of each other,
and we confirmed the stability of our model for the entire dataset
using the confusion matrix.

Deep Convolutional Neural Network and Training

We used a deep convolutional neural network to classify
photorefraction imagesinto the most probable class of refractive
error. Among the various types of convolutiona neural
networks, we developed Residual Network (ResNet-18) [27]

Chun et a

to avoid problems that occur when deep neural network depth
increases, such asvanishing or exploding gradients and accuracy
degradation. Residual Network addresses these issues using
identity mapping with shortcut connections. The shortcut
connections allow networksto skip over layers and also enable
speed training. Figure 1 illustrates the overall structure of the
deep learning approach we proposein thiswork. The basic block
consists of two 3x3 convolutional layers, and the shortcut
connection enables the network to learn identity mapping
(Figure 2).

Because we did not have a sufficiently large training dataset,
we performed transfer learning to capture low-level features,
such as edge and color, without wasting image data [28].
Accordingly, pretrained parameters of Residual Network on the
ImageNet [29] datasets were reused as starting points for our
model. The pretrained Residual Network was available on
Pytorch [30]. We then replaced the last fully connected layer
to output seven predicted probabilities for each refractive error
class (<-5.0 D, >-5.0 D and <-3.0 D, >-3.0 D and <-0.5 D,
>-0.5D and<+0.5D, 2+0.5D and <+3.0 D, 2+3.0 D and <+5.0
D, and >+5.0 D). During thetraining process, thefirst layer was
frozen, and the learning rates for the subsequent layers were
increased from 1e-10 to 1e-5 to finetune our network for
preventing an overfitting issue. Furthermore, we designed the
loss function as a weighted sum of cross-entropy by class,
wherein the weight for each class was the reciprocal of the
proportion of that class's images in the training dataset. This
technique was useful to achieve balanced accuracy for all
classes, despite having an imbalanced training dataset. For
convergence of network training, the learning rate was decayed
by a factor of 0.95 every 10 epoch, and we trained the
parameters of networks using stochastic gradient descent [31]
with 0.9 momentum. We set the maximum training epoch as
500 and the minibatch size of training images as 16. All codes
were implemented using Pytorch 1.2.0 [30]. Details of the
network structure are shown in Table 1.

Figure 1. Overview of the proposed deep convolutiona neural network architecture. The photorefraction image inputs pass through 17 convolutional
layers and one fully connected layer, and the outputs of the network assign the probabilities for each refractive error class given the image. We aso
generate the localization map highlighting the important regions from the final convolutional feature maps of the layer i (i=1, 2, 3, or 4).
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Figure 2. Structure of the basic block and the shortcut connection. The basic block consists of two 3x3 convolutional layers, two Batch Normalization
layers, and a Rectified Linear Unit (ReLU) activation function. The shortcut connection adds the input vector of the basic block to the output of the

basic block.
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Table 1. Configuration of the deep convolutiona network.

Layer type, feature map Filters Kernel Stride Padding Learning rate
Input
224%x224%3 _a — — — 0.0 (freeze)

Convolutional
112x112x64 64 7x7%x3 2 3 0.0 (freeze)

Batch nor malization

112x112x64 — — — — 0.0 (freeze)
Max pooling
56x56x64 1 3x3 2 1 0.0 (freeze)
Layer 1
Basic block 1-1
56x56x64 64 3x3x64 1 1 0.0 (freeze)
56x56x64 64 3x3x64 1 1 0.0 (freeze)
Basic block 1-2
56x56x64 64 3x3x64 1 1 0.0 (freeze)
56x56x64 64 3x3x64 1 1 0.0 (freeze)
Layer 2
Basic block 2-1
28x28x128 128 3x3x64 2 1 1le-10
28x28%x128 128 3x3x128 1 1 1le-10
28x28x128 128 1x1x64 2 0 1le-10
Basic block 2-2
28x28x128 128 3x3x128 1 1 1le-10
28x28x128 128 3x3x128 1 1 1le-10
Layer 3
Basic block 3-1
14x14%x256 256 3x3x128 2 1 le-8
14x14%x256 256 3x3x256 1 1 1le-8
14x14%x256 256 1x1x128 2 0 le-8
Basic block 3-2
14x14%x256 256 3x3%256 1 1 le-8
14x14%x256 256 3x3x256 1 1 1le-8
Layer 4
Basic block 4-1
7x7%x512 512 3x3%256 2 1 le-6
Tx7x512 512 3x3x512 1 1 le-6
7x7%x512 512 1x1x64 2 0 le-6
Basic block 4-2
7x7%x512 512 3x3x512 1 1 le-6
7x7x512 512 3x3x512 1 1 le-6

Aver age pooling
1x1x512 1 <7 7 0 —

Fully connected layer
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Layer type, feature map Filters Kernel

Stride Padding Learning rate

1x7 _

Softmax
1x7

le5

3N ot applicable.

Results

Image Dataset Demographics

A total of 305 photorefraction images from 191 girls and 114
boys were acquired. The mean age was 4.32 years (SD 1.87
years), and the median age was 4 years (range 0-8 years). The
mean spherical equivalent was0.13 D (SD 2.27 D; range —5.50
to 6.75 D), and the mean astigmatism was —1.50 D (SD 1.38
D; range —6.50 to 0 D), according to cycloplegic refraction.

According to cycloplegic refraction results, 25 photorefraction
images had arefractive error <-5.0 D, 18 had an error >-5.0 D
and £-3.0 D, 50 had an error >-3.0 D and <-0.5 D, 84 had an
error >-0.5 D and <+0.5 D, 87 had an error 2+0.5 D and <+3.0
D, 29 had an error 2+3.0 D and <+5.0 D, and 12 had an error
>+5.0 D. Table 2 summarizes patient demographics in detail,
and examples of photorefraction images according to the
refractive error class are shown in Figure 3.

Figure 3. Examples of photorefraction images from the seven different refractor error classes. A bright crescent appearsin the pupillary reflex, and its

size and shape indicate the diopter (D) value.

Class: < —5.0D

Class : = +5.0D

Table 2. Dataset participant demographics.

Class : = +3.0Dand < +5.0D

Class : > —5.0D and < —-3.0D Class:>-3.0Dand < -0.5D

Class : > —-0.5Dand < +0.5D

Class

Characteristic Vaue

Total images, n 305

Refractiveerror, n
<-50D% 25
>-50D and<-3.0D 18
>-3.0Dand<-05D 50
>-0.5D and <+0.5D 84
2+0.5D and <+3.0D 87
2+3.0D and <+5.0 D 29
>+5.0D 12

Girls, n (%) 191 (62.6)

Age, mean (SD) 4.32(1.87)

@D: diopters.
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Per for mance of the Proposed Deep Convolutional
Neural Network

We used five-fold cross-validation to evaluate our network’s
performance. Training, validation, and testing were
independently iterated five times. In each iteration, there were
213 training images, 31 validation images, and 61 testing

Table 3. Resultsfor five-fold cross-validation.

Chun et a

images. We chose the network with the highest validation
accuracy when loss of training was saturated. Thereafter, we
measured the classification accuracy of the network in the test
fold. All five networks, which were established in the training
phase, had an accuracy of more than 80% for each validation
set. Similarly, the performances of the five testing folds were
83.6%, 80.3%, 82.0%, 78.7%, and 83.6% (Table 3).

Iteration® Validation accuracy (%) (N=31) Test accuracy (%) (N=61)
First iteration 87.1 83.6
Second iteration 80.6 80.3
Third iteration 80.6 82.0
Fourth iteration 83.9 78.7
Fifth iteration 83.9 83.6
Average 83.2 81.6

8 n each iteration, our network was trained using the rest of the validation and test dataset (213 training images).

In the five-fold test, our network had the following accuracies:
80.0% for class <-5.0 D, 77.8% for class >-5.0 D and <-3.0
D, 82.0%for class>-3.0D and<-0.5D, 83.3% for class>-0.5
D and <+0.5 D, 82.8% for class>+0.5 D and <+3.0 D, 79.3%
for class 2+3.0 D and <+5.0 D, and 75% for class >+5.0 D
(Table 4). Despite the imbalanced dataset, our model achieved
consistent performance for al classes.

In addition, our network maintained the stability of prediction
for refractive error, as shown in the confusion matrix (Table 5).
Overall, 85.7% (48/56) of total misclassifications were within
one classdifference and 98.2% (55/56) of total misclassifications
were within two class differences.

Table 4. Performance of our deep convolutional neural network with the overall test dataset.

Class Number Accuracy (%)
<-50D2 25 80.0
>-50Dand<-3.0D 18 77.8
>-3.0Dand<-05D 50 82.0
>-0.5D and <+0.5D 84 83.3
2+0.5D and <+3.0D 87 82.8
2+3.0D and <+5.0 D 29 79.3
>+5.0D 12 75.0
Total 305 81.6
D: diopter.

For performance comparison, we developed the following five
baseline modelsand cal cul ated the performances: (1) pretrained
VGG-11 [32]; (2) pretrained sgueezeNet [33]; (3) Support
Vector Machine (SVM) [34]; (4) Random Forest [35]; and (5)
simple convolutional neural network. VGG-11 and squeezeNet
were pretrained on the ImageNet [29] datasets, and their
parameterswerefrozen, except thelast four convolutional layers
during training. Moreover, we designed the following two
traditional machine learning approaches: SVM and Random
Forest. SVM hasaradia basisfunction kernel, 1.0 regularization
parameter, and three degrees of the kernel function. Random
Forests has 500 trees, the Gini index criterion, and two samples

https://medinform.jmir.org/2020/5/€16225

required to split an internal node. Lastly, the simple
convolutional neural network has three convolutional layers
with six kernels (8x8size, two strides), 16 kernels (5x5size, two
strides), and 24 kernels (3x3 size, one stride), respectively; a
max-pooling layer (2x2 size and two strides) after each
convolutional layer; and three fully connected layers with 120,
84, and 7 hidden units, respectively, in arow at the end of the
network. We evaluated the performances of the five baseline
models using five-fold cross-validation, and the results of
performance comparison are shown in Table 6. We confirmed
that the proposed deep convolutional neural network
outperformed all baseline models.
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Table 5. Confusion matrix for refractive error classification of our deep convolutional neura network.
Ground truth Predictive value Accuracy (%)
<-50D? >-50Dand >-30Dand >-05Dand =+05Dand =2+30Dand =+50D
<-3.0D <-05D <+05D <+3.0D <+5.0D
<-5.0D 20° 3 2 0 0 0 0 80.0
>-5.0D and 1 14 2 0 1 0 0 77.8
<-30D
>-3.0D and 1 4 41° 4 0 0 0 82.0
<-05D
>-0.5D and 0 0 5 70P 8 1 0 83.3
<+0.5D
>+0.5D and 0 0 1 10 720 4 0 82.8
<+3.0D
>+3.0D and 0 0 0 1 4 230 1 79.3
<+5.0D
>+50D 0 0 0 0 1 2 gb 75.0
Overal accuracy __c — — — — — — 81.6
(%)
D: diopter.
BNumber of correct predictions of our deep convolutional neural network.
®Not applicable.
Table 6. Performance comparison of the proposed model and baseline models.
Model Accuracy (%)
The proposed deep convolutional neural network 81.6
Pretrained VGG-11 70.8
Pretrained SqueezeNet 774
Support Vector Machine 65.2
Random Forest 62.9
Simple convolutional neural network 70.8

Additionally, we produced heatmaps using gradient-weighted
class activation mapping (Grad-CAM) [36] to provide visual
explanations for each screening decision. This technique is
crucial for interpreting network output and validating whether
the network learned meaningful features. The activation map
visualizes where the network considered the critical locations

https://medinform.jmir.org/2020/5/€16225
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to be within photorefraction images for detecting refractive
error. Figure 4 shows the activated regions from four layersin
the photorefraction images. Notably, we observed the heatmap
from the fourth layer, which captured important features for
classifying refractive error, particularly the region of the crescent
in the pupil.
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Figure 4. Examples of photorefraction images correctly classified by deep neural networks. (A), (B), (C) were identified as =>+0.5 D and <+3.0 D,
=>+3.0 D and <+5.0 D, and =+5.0 D, respectively. Thefirst layers captured low-level features, such as edge and color. With deeper layers, the network
focused on high-level features that were regarded as important aspects for classification.

Originalimage

First layer

Discussion

The primary purpose of refractive error screening is the early
detection of a refractive error to alow interventions that can
reduce the risk of amblyopia. Early detection and treatment of
refractive error can lead to better visual outcomes and reduce
the prevalence and severity of amblyopia in children [4,37].
The cycloplegic refraction test has been an essential tool to
accurately measure refractive error, because pediatric patients
are more accommodating than adults [38]. However, young
children tend not to cooperate well during the refraction test,
and the test requires a skilled ophthalmic practitioner [2,8].
Additionally, the eye drops used during cycloplegia can cause
side effects, such as flushing, fever, drowsiness, and red eye
[39]. For these reasons, cycloplegic refraction is not suitable
for large screening of refractive error and amblyopia [12].
Currently, smartphones are ubiquitous devices that allow
physiciansand other related medical professionalsto overcome
common diagnostic barriers in many clinical settings [40]. A
photorefraction screening test using a smartphone is an easy
and effective way to screen most young children. The
photorefractive method is simple and takes no longer than a
second to test both eyes simultaneously. The test requires
minimal space (just ameter of distance between the subject and
thetesting device) and removes the need for cycloplegia, thereby
greatly reducing side effects and testing time. Moreover, it does
not require expert knowledge or experience to perform [6].
These advantages make the photorefractive method ideal for
measuring refractive error, especialy for poorly cooperative
young children.

Several studies have compared the accuracy of photoscreeners
for detecting various amblyopiarisk factors[40-42]. One study
evduated a smartphone photoscreening  application
(GoCheckKids) and reported 76% sensitivity and 67.2%
specificity [15] for detecting amblyopia risk factors using the
2013 AAPOS guidelines. Because we evaluated the accuracy
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of predicting refractive errors and not amblyopia risk factors,
we were limited in our ability to directly compare the
performance of our method against that of GoCheckKids.
Instead, our deep convolutional neural network achieved
satisfactory accuracy for predicting categories of refractive error
using only a small image dataset. The results showed the
potential for developing precise smartphone-based prediction
systems for refractive error using deep learning. With further
collection of pediatric photorefraction image data, more precise
prediction of refractive error and effective detection of
amblyopiawould be possible.

This study compared refractive error estimation with
precycloplegic photorefraction images and cycloplegic
refraction. The results showed consi stent measurements between
the two methods. Dubious results regarding estimation of
refractive error using photorefractors have been uncovered by
previous studies [12,14,42]. Erdurmus et a reported that
noncycloplegic photorefraction (Plusoptix CRO03; PlusoptiX
GMBH, Nurnberg, Germany) tended to overestimate negative
refraction in children, resulting in overdiagnosis of myopia
(-0.70 D) [12]. Lim et al reported similar results and showed
that refractive error measured by a photorefractor without
cycloplegia (PlusoptiX S09; PlusoptiX GmbH) tended to be
more myopic compared with cycloplegic refractive error [42].
On the other hand, Schimizek et a claimed that noncycloplegic
refraction using a photorefractometer (Power Refractor;
PlusoptiX GmbH) resulted in underestimation of spherical
equivalents owing to uncontrolled accommodation [ 14]. Another
study showed that cycloplegic refraction results and
photorefractor Plusoptix S08 (Plusoptix GmbH, Nurnberg,
Germany) resultswere similar [2]. In this study, photorefraction
results without cyclopl egia showed reasonable agreement with
cycloplegic refraction, suggesting that our deep learning—based
system achieved considerably accurate performance under
noncycloplegic conditions.

JMIR Med Inform 2020 | vol. 8 | iss. 5 [€16225 | p.211
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

This study has several limitations. First, manifest refraction was
not performed in all subjects. Since photorefractive refraction
tests were performed without the use of a cycloplegic agent,
useful information might have been obtained if the number of

Chun et a

different ethnicities [43,44]. Future studies with more patients
of multiple ethnicities and a greater range of refractive errors
would be beneficial for providing a more precise clinica
perspective.

manifest refraction results without cycloplegiawere enough to
compare with photorefraction datain the same patient. Second,
the number of photorefraction images was relatively small and
the model could only predict arange of refractive errors (not a
specific value). Third, all children involved in the study were
Korean. Thus, atrained model using the eyes of Korean children
may not be applicable to the eyes of pediatric patients having

In conclusion, this study showed that our deep learning—based
system successfully yielded accurate and precise refractive
measurements. This further demonstrates the potential for
devel oping simplified smartphone-based prediction systemsfor
refractive error using deep learning with large-scale collection
of pediatric photorefraction images from patients with various
ages and refractive errors.
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Abstract

Background: Obesity isone of today’s most visible public health problems worldwide. Although modern bariatric surgery is
ostensibly considered safe, serious complications and mortality still occur in some patients.

Objective: This study aimed to explore whether serious postoperative complications of bariatric surgery recorded in a national
quality registry can be predicted preoperatively using deep learning methods.

Methods: Patients who were registered in the Scandinavian Obesity Surgery Registry (SOReg) between 2010 and 2015 were
included in this study. The patients who underwent a bariatric procedure between 2010 and 2014 were used astraining data, and
those who underwent a bariatric procedure in 2015 were used as test data. Postoperative complications were graded according
to the Clavien-Dindo classification, and complications requiring intervention under general anesthesiaor resulting in organ failure
or death were considered serious. Three supervised deep learning neural networks were applied and compared in our study:
multilayer perceptron (MLP), convolutional neural network (CNN), and recurrent neural network (RNN). The synthetic minority
oversampling technique (SMOTE) was used to artificially augment the patients with serious complications. The performances
of the neural networks were evaluated using accuracy, sensitivity, specificity, Matthews correlation coefficient, and area under
the receiver operating characteristic curve.

Results: Intotal, 37,811 and 6250 patients were used asthe training data and test data, with incidence rates of serious complication
of 3.2% (1220/37,811) and 3.0% (188/6250), respectively. When trained using the SMOTE data, the MLP appeared to have a
desirable performance, with an area under curve (AUC) of 0.84 (95% CI 0.83-0.85). However, its performance was low for the
test data, with an AUC of 0.54 (95% CI 0.53-0.55). The performance of CNN was similar to that of MLP. It generated AUCs of
0.79 (95% CI 0.78-0.80) and 0.57 (95% CI 0.59-0.61) for the SMOTE data and test data, respectively. Compared with the MLP
and CNN, the RNN showed worse performance, with AUCs of 0.65 (95% CI 0.64-0.66) and 0.55 (95% CI 0.53-0.57) for the
SMOTE data and test data, respectively.

Conclusions: MLP and CNN showed improved, but limited, ability for predicting the postoperative serious complications after
bariatric surgery in the Scandinavian Obesity Surgery Registry data. However, the overfitting issue is still apparent and needs to
be overcome by incorporating intra- and perioperative information.

(IMIR Med Inform 2020; 8(5):€15992) doi:10.2196/15992
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Introduction

Background

Obesity isone of today’s most important public health problems
worldwide. With no changesin the current trends, the estimated

prevalence of severe obesity (BMI greater than 35 kg/m?) will
reach 9% for women and 6% for men within a few years [1].
Obesity isassociated with anincreased risk of several conditions
and diseases, such as type 2 diabetes, heart disease, and many
more, and imposes a major growing threat for global public
health [2]. It is a serious chronic condition that should be
prevented and treated as early aspossible[3]. Although medical
weight management and pharmacotherapy are effective options,
modern bariatric surgery offers one of the best chances for
long-term weight loss and the resolution of comorbidity risk

[4].

Although modern bariatric surgery is considered to be ostensibly
safe, serious complications and mortality still occur in some
patients [5-7]. Thus, preoperative risk assessment is one of the
most important components of surgical decision making.
Numerous studies have attempted to predict the risk for
complications after bariatric surgery. Some studies devel oped
new models based on national databases[5-9], and other studies
applied the obesity surgery mortality risk score, although its
accuracy for predictionisstill unclear [7,10-14]. In recent years,
the potential of addressing public health challenges and
advancing medical research through the increasing amount of
information regarding symptoms, diseases, and treatments, in
parallel with the challenges inherent in working with such
sources, are being recognized [15]. A variety of machine
learning (ML) methods, including artificial neural networks
[16], decision trees [17], Bayesian networks [18], and support
vector machines [19], have been widely applied with the aim
of detecting key features of the patient conditionsand modeling
the disease progression after treatment from complex health
information and medical datasets. The application of different
ML methods in feature selection and classification in
multidimensional heterogeneous data can provide promising
tools for inference in medical practices [20,21]. These highly
nonlinear approaches have been utilized in medical research for
the devel opment of predictive models, resulting in effectiveand
accurate decision making [22-24].

In our previous studies, conventional statistical models[8] and
ML methods [9] were used to predict the likelihood of serious
complication after bariatric surgery. Although some potential
risk factors, such as revision surgery, age, lower BMI, larger
waist circumference (WC), and dyspepsia, were associated with
a higher risk for serious postoperative complications by the
multivariate logistic regression model, the sensitivity of the
model for prediction wasquitelow (<0.01) [8]. When comparing
29 ML agorithms, we found that overfitting was still the
overwhelming problem even though some a gorithms showed
both high accuracy >0.95 and an acceptable area under curve
(AUC) >0.90for thetraining data[9]. Despite these unfavorable

https://medinform.jmir.org/2020/5/€15992

aspects, our study suggests that deep learning neural networks
(DLNNSs) havethe potential to improvethe predictive capability
and deserve further investigation.

Although there is increasing evidence that the use of ML
methods can improve our understanding of postoperative
progression of bariatric surgery [25-30], few studies have used
DLNNSs to predict the prognosis after bariatric surgery, and
validation is needed to select a proper method in clinical
practice.

Objectives

The am of this study was to examine whether serious
postoperative complications of bariatric surgery can be predicted
preoperatively using DLNNs based on the information available
from a national quality registry. We used the data from the
Scandinavian Obesity Surgery Registry (SOReg) to examine
the performance of 3 widely used DLNNSs.

Methods

Patients and Features

The SOReg covers virtually all bariatric surgical procedures
performed in Sweden since 2010 [31]. Patients who were
registered in the SOReg between 2010 and 2015 were included
in this study. Information for the patients who underwent a
bariatric procedure between 2010 and 2014 was used astraining
data, and information from those in 2015 was used as test data.
Postoperative complications were graded according to the
Clavien-Dindo classification, and complications requiring
intervention under general anesthesia or resulting in organ
failure or death were considered serious(ie, grade 3b or higher)
[32]. The primary outcome was serious complications occurring
within the first 30 days after bariatric surgery. Details of the
data have been described elsewhere [8,9]. Briefly, 37,811 and
6250 patients were used as the training data and test data, with
incidence rates of serious complication of 3.2% (1220/37,811)
and 3.0% (188/6250), respectively. In general, the patientswith
and without serious complication were balanced in baseline
demographic characteristics and comorbidity in the 2 datasets,
except that the patients with serious complications were alittle
older (mean 42.9 vs 41.2 years, P<.001) and had greater WCs
(mean 126.2 vs 123.2 cm; P=.009) compared with those without
serious complications in the test dataset [9]. Except for the
outcome variable, 16 features of the patientswere used for ML,
including 5 continuous features (age, hemoglobin A, [HbA ],
BMI, WC, and operation year) and 11 dichotomous features
(sex; dleep apnea; hypertension; diabetes;, dysdlipidemia;
dyspepsia; depression; muscul oskeletal pain; previous venous
thromboembolism; revisional surgery; and the outcome, serious
postoperative complications).

The Regiona Ethics Committee in Stockholm approved the
study (approval number: 2013/535-31/5).
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Deep Learning Neural Networks

Three supervised DLNNSs were applied and compared in our
study, comprising multilayer perceptron (MLP), convolutional
neural network (CNN), and recurrent neural network (RNN)
models. For the MLP model, we used 4 dense layers and 2
dropout layers. Theinitial computation unitsfor the denselayers
were set to 15, 64, 64, and 128, and dropout rate was set to 0.5
for the 2 dropout layers (Multimedia Appendix 1). Therectified
linear unit (relu) activation function was used for the 3 dense
layers, and the sigmoid activation function was used for the last
denselayer. The binary cross-entropy lossfunction and the root
mean sguare propagati on optimizer were used when compiling
the model [33].

In the initidl CNN, we used a 7-layer model with 2
one-dimensiona (1D) convolution layers (with 10 filters for
each), 2 1D max pooling layers, 1 flatten layer, and 2 dense
layers (with 1000 computation units). The relu activation
function was used for the 2 1D convolution layers and the first
dense layers, and the sigmoid activation function was used for
the last dense layer. The binary cross-entropy loss function and
the adaptive moment estimation (Adam) optimizer were used
when compiling the model (Multimedia Appendix 2) [34].

In view of the temporal feature of the data, we also used the
RNN for prediction. To minimize computation time, the initial
model only included 1 long short-term memory (LSTM) layer
and 1 denselayer. Theinitial dimensionality of the LSTM layer
was set to 32. To tackle overfitting, we randomly dropped out
inputs and recurrent connections in the LSTM layer to break
happenstance correlationsin the training data that the layer was
exposed to. The dropout rates for inputs and recurrent
connections were set to 0.2. The activation functions for input
connection and recurrent connection were hyperbolic tangent
and hard sigmoid, respectively. The activation function for the
denselayer was sigmoid. The binary cross-entropy lossfunction
and the Adam optimizer were used when compiling the model.

Feature Scaling

For the training data, the binary features were converted into
dummy variables, and the continuous featureswere standardized
to have mean 0 and SD 1 before they enter the model. For the
test data, the continuous features were standardized using the
corresponding means and standardizations from the training
data. HbA ;. waslog transformed before standardi zation because
of its asymmetrical distribution. In sensitivity analysis, the
normalizer and min-max scaler were also used to evaluate the
influence of scalers on the models' performance.

Data Augmentation

Astheincidencerate of serious complicationsisvery low (only
3.2%), the extreme imbalance would result in serious bias in
the performance metrics[35]. Therefore, we used the synthetic
minority oversampling technique (SMOTE) to artificially
augment the proportion of patients with serious complications.
SMOTE generates a synthetic instance by interpolating the m
instances (for agiven integer value m) of the minority classthat
lies close enough to each other to achieve the desired ratio
between the majority and minority classes[36]. In our study, a
SMOTE dataset with a 1:1 ratio between the patients with and
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without serious complications was generated and used for
training.

Performance Metrics

The performances of the three neural networks were evaluated
using accuracy, sensitivity, specificity, Matthews correlation
coefficient (MCC) [37], and area under the receiver operating
characteristic (ROC) curve. Terminology and derivations of the
metricsare givenin detail elsewhere[9]. A successful prediction
model was defined as with an AUC greater than 0.7 [38,39].

Validation During Model Training

Tofind optimal high-level parameters (such asthe number, size,
and type of layersin the networks) and lower-level parameters
(such as the number of epochs, choice of loss function and
activation function, and optimization procedure) in the DLNN
models, the K-fold cross-validation method was used during
the training phase. K-fold cross-validation is currently
considered as a minimum requirement to handle the problems
such as overfitting when applying only 1 single dataset in ML
[40Q]. In this study, we split the training data into 5 partitions,
instantiated 5 identical models, and trained each one on 4
partitions while evaluating the remaining partition. We then
computed the average performance metrics over the 5 folds. In
the end, the choice of the parameters was acompromise between
the neural network’s performance and computation time: the
model with alarger ratio of AUC to logarithmic computation
time or no significant difference (AAUC<0.01) found between
the models' performance. An example of parameters selection
by grid searching for MLP model is given in Multimedia
Appendix 3.

Software and Hardware

The descriptive and inferential statistical analyses were
performed using Stata 15.1 (StataCorp LLC, College Station).
The DLNN models were achieved using packages scikit-learn
0.19.1 and Keras 2.1.6 in Python 3.6 (Python Software
Foundation). The 95% CI of AUC was calculated using the
package pROC in R 3.61 (R Foundation for Statistical
Computing).

All the computation was conducted using a computer with the
64-bit Windows 7 Enterprise operating system (Service Pack
1), Intel Core TM i5-4210U CPU of 2.40 GHz, and 16.0 GB
installed random access memory.

Results

Overview of the Performance of the 3 Deep L earning
Neutral Networks

The incidence of serious complications after bariatric surgery
inour study was 3.2%, which issimilar to other studies[12,41].
The 3 DLNNs showed quite similar performancefor our original
training data, with specificity=1.00, sensitivity=0, and AUC<0.6
(Table 1). Although the models specificity dropped when
trained using SMOTE data, the sensitivity increased significantly
from O to 0.97 in the MLP model and 0.70 in the CNN model
(Table 1), and AUC also achieved an acceptable level (>0.7).
The finding confirms our previous assumption that DLNNs
trained by SMOTE data might have better performance in
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predicting serious complications after bariatric surgery [9].
However, the performance of the 3 DLNNsin the test datawas
still low; the highest AUC was only 0.23 for the MLP trained
by the SMOTE data (Table 1). MCC measuresindicate that the
MLPtrained by the SM OTE data showed promising prediction

Table 1. Performance metrics of the models.

Caoetd

(MCC=0.44) for the training data; however, the performance
of the 3 DLNNswas only dlightly better than random prediction
(MCC=0.02, 0.03, and 0.05 for MLP, CNN, and RNN,
respectively) for the test data (Table 1).

Model Training data Test data
Accuracy Specificity  Sensitivity  pqccd aucP Accuracy  Specificity  Sensitivity MCC  AUC
(95% CI) (95% ClI)
MLP® 0.97 1.00 0.00 0.00 0.60 0.97 1.00 0.00 000 057
(0.59-0.61) (0.55-0.59)
MLPY 0.68 0.39 0.97 0.44 0.84 0.84 0.82 0.23 002 054
(0.83-0.85) (0.53-0.55)
CNNE 0.97 1.00 0.00 0.00 0.58 0.97 1.00 0.00 000 055
(0.56-0.60) (0.54-0.56)
CcNNd 0.63 0.56 0.70 0.26 0.79 0.95 0.97 0.06 003 057
(0.78-0.80) (0.59-0.61)
RNNf 0.97 1.00 0.00 0.00 0.58 0.97 1.00 0.00 000 0.56
(0.57-0.59) (0.55-0.57)
RNNY 0.58 0.66 0.49 0.15 0.65 0.91 0.93 0.14 005 055
(0.64-0.66) (0.53-0.57)

3\ CC: Matthews correlation coefficient.

BAUC: area under curve.

°MLP: multilayer perceptron.

Hrained usi ng synthetic minority oversampling technique data.
€CNN: convolutional neural network.

FRNIN: recurrent neural network.

Performance of Multilayer Perception

There were myriad combinations of high- and low-level
parameters used during model training, and most of them
resulted in constant performance after given values. Therefore,
we only show the trend of the MLP model’s accuracy with
number of epochs for model training while keeping other
parameters unchanged in Figure 1. When learning from the
original data, the accuracy almost did not change aong with
the number of epochs, which was a constant value 0.968 (Figure
1, left panel). The reason is that the incidence rate of serious
complications was only 3.2%; therefore, athough the model
always predicted a patient as having a serious complication, it
achieved high accuracy (>0.96), whereas in the SMOTE data
where the numbers of patients with and without serious
complications are equal, the choice of number of epochs shows
a significant influence on accuracy. When the epochs are less
than 20, the accuracy is smaller than 0.8, and it approximates
to 0.85 when epochs are greater than 80 and remains almost
constant afterward (Figure 1, right panel). As the computing

https://medinform.jmir.org/2020/5/€15992

timeisproportional to the number of epochs, we sel ected epochs
80 for model training.

The performance of the MLP was not optimal for the original
training data and test data. The AUCs were barely higher than
arandom guess, that is, 0.5, which were 0.60 (95% CI 0.59-0.61)
and 0.57 (95% CI 0.55-0.59) for the training data and test data,
respectively (Figure 2, left panel). When trained using the
SMOTE data, the performance of the MLP improved notably,
with an AUC of 0.84 (95% Cl 0.83-0.85). However, its
performance wasstill low for thetest data, with an AUC of 0.54
(95% CI 0.53-0.55; Figure 2, left panel).

The performance of MLP was significantly influenced by the
number of computation unitsin the SMOTE data but not in the
test data. For example, when the computation units of the first
layer ranged from 4 to 500, the AUC increased rapidly from
0.55 to 0.80. Within the range from 500 to 1000, the AUC
increased slowly from 0.80 to 0.85 and kept fluctuating around
0.85 afterward (Figure 3). However, the AUC kept fluctuating
around 0.55 in the test data no matter how many unitswere used
(Figure 3).
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Figurel. Change of accuracy with the number of epochsin multilayer perceptron. MLP: multilayer perceptron; SMOTE: synthetic minority oversampling

technique.
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Figure3. Performance of multilayer perceptron using the synthetic minority oversampling technique and test datawith different numbers of computation
unitsin thefirst hidden layer. MLP: multilayer perceptron; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling technique.
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The performance of CNN appeared to be similar to that of MLP.
The AUCs were 0.58 (95% CI 0.56-0.60) and 0.55 (95% CI
0.54-0.56) for thetraining dataand test data, respectively (Figure
4, left panel). When trained using the SMOTE data, the AUCs
were 0.79 (95% CI 0.78-0.80) and 0.57 (95% CI 0.59-0.61),
respectively (Figure4, right panel). Again, although the model’s
performance seems to be improved significantly after training
by the artificially balanced SMOTE data, its performance on
the unseen test data still appears low.

—— SMOTE data
—— Test data

1500
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The number of output filters in the convolution (or the
dimensionality of the output space) has a significant influence
on the CNN model’s performance in the SMOTE data but not
in the training data and test data. The AUC of CNN increased
rapidly from 0.63 to 0.80 when we set the number of filters
from 5 to 50. However, the larger number of filters contributes
no further improvement (Figure 5). The CNN model trained by
the SMOTE data always gave an AUC around 0.52 in the test
data (Figure 5).

Figure4. Areaunder curve of convolutional neural network with initial setting. CNN: convolutional neural network.
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Figure 5. Performance of convolutional neural network using the synthetic minority oversampling technique and test data with different numbers of
filters. CNN: convolutional neural network; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling technique.
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Compared with the MLP and CNN, the RNN showed even
worse performance. AUCsof RNN for the original training data
and test data were 0.58 (95% CI 0.57-0.59) and 0.56 (95% ClI
0.55-0.57), respectively (Figure 6, |eft panel). For the SMOTE

—— SMOTE data
Test data

300 350 400

250
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200

data, the AUC wasonly 0.65 (95% CI 0.64-0.66; Figure 6, right
panel), which was significantly lower than those derived from
MLP (AUC=0.83) and CNN (AUC=0.81). The AUC of RNN
trained by the SMOTE data was only 0.55 (95% Cl 0.53-0.57)
for the test data.

Figure 6. Areaunder curve of recurrent neural network with initial setting. RNN: recurrent neural network.
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The performance of the RNN model was influenced by the
dimensionality of the LSTM layer. The AUC changed from
0.50 to 0.60 rapidly when the dimensiondlity grew from 2 to
20 and kept fluctuating around 0.61 afterward (Figure 7).
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Although other hyperparameters, such as kernel initializer and
regularizer, also had an influence on the RNN’s performance,
their impacts were not as notable asthe dimensionality of layer.
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Figure 7. Performance of recurrent neural network using the synthetic minority oversampling technique and test data with different dimensionalities
of long short-term memory. LSTM: long short-term memory; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling

technique.
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Sensitivity Analysisand Computing Time

In the sensitivity analysis, we tried different scalers and
optimizers in data preparation and model compiling, and we
tried thousands of combinations of hyperparameters for each
model using the exhaustive grid search method [42]. Although
they showed more or lessinfluence on themodels' performance,
the influence was negligible compared with the exponentialy
increased computing time. Therefore, we only show the results
of the model with the optimal hyperparameters in the figures
above.

The computing time for the models was largely dependent on
the number of DLNN layers and hyperparameter settings of the
layers, number of epochs and batch size for training, and
obvioudly software and hardware used. In our study, with the
model structures and hyperparameters described above, the
running time ranged from 82 seconds for the MLP model
(computational units=64, epochs=80, batch size=128, and
trained by original data) to more than 10 hours for the CNN
model (filters=400, epochs=100, batch size=128, and trained
by SMOTE data with cross-validation and grid search) on our
computer.

Discussion

Principal Findings

Several studies have explored using ML methodsto predict the
risks after bariatric surgery. Razzaghi et a [27] evaluated 6 of
the most popular classification methods to predict 4 common
outcomes (diabetes, angina, heart failure, and stroke) using
11,636 patients from the Premier Healthcare Database of the
United States. The study also applied the SMOTE techniqueto
handle the imbalance issue in the data, and the results indicate
that random forest and bagging methods outperform other
methods [27]. However, the study did not test methods using

https://medinform.jmir.org/2020/5/€15992

outer unseen data. Therefore, the rea performance of the
methods is questionable. Thomas et a [28] predicted the
long-term weight status after bariatric surgery in 478 patients
using 8 neural networks. Their neural networksyielded an AUC
of 0.77 t0 0.78 in predicting weight loss success. However, the
types of the neural networks used were not reported. It seems
asif the authors only used 1 neural network but with different
variables as input. Pedersen et a [25] used neura networks
integrating clinical and genomic biomarkersfor 268 patientsto
rank factorsinvolved in type 2 diabetes remission after bariatric
surgery, and Hayes et al [26] used the decision tree and the
Naive Bayes to establish independent predictors for the
resolution of type 2 diabetes in 130 patients. However, the
sample sizes of both studies seem too small for nonlinear ML
algorithms; therefore, models might only have a high internal
validity but not external validity [43]. In our previous study,
we trained and compared 29 basic ML algorithms using
information from 37,811 patients to predict serious
complications after bariatric surgery. Although several ensemble
algorithms, such asrandom forest, gradient regression tree, and
bagging k-nearest neighbor, showed favorable performance,
the overfitting problem was apparent [9].

In this study, we applied and compared 3 DLNN models for
predicting serious complications after bariatric surgery. MLP
isthe classical type of neura network, which consists of multiple
layers of computational units. The layers are interconnected in
afeedforward way, where the information moves only forward,
that is, from input nodes, through hidden nodes and to output
nodes, and the connections between the nodes do not form a
cycle [44]. CNN is aregularized version of MLP, which was
inspired by biological processes where the connectivity pattern
between neurons resembles the organization of the animal’s
visual cortex [45]. Although not specifically developed for
nonimage data, CNN may achieve state-of-the-art results for
classification prediction problems using time series data or
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sequence input data. The CNN input is traditionaly
two-dimensional but can aso be changed to be 1D, allowing it
to develop an internal representation of a 1D sequence. RNN
is designed to work with sequence prediction problems and
traditionally difficult to train, where connections between nodes
form adirected graph along atemporal sequence, which allows
it to exhibit temporal dynamic behavior. Unlike feedforward
neural networks, RNN can use its internal state (memory) to
process sequences of inputs. In effect, an RNN is a type of
neural network that hasan internal loop. It loops over time steps,
and at each time step, it considersits current state at t and input
at t and combines them to obtain the output at t [46]. RNN is
traditionally difficult to train, but the LSTM network overcomes
the problems of training a recurrent network and, in turn, has
been perhaps the most successful and widely applied. Therefore,
we adopted the LSTM network in this study. Regarding the
choice of the number of layersin DLNNS, thereisno universally
agreed upon threshold, but most researchers in the field agree
that DLNN has multiple nonlinear layers with a credit
assignment path (CAP) >2, and Schmidhuber [44] considers
CAP >10 to be very deep learning. To address a specific
real-world predictive modeling problem, in general, we cannot
analytically calculate the number of layers or the number of
nodesin a DLNN and have to use systematic experimentation
to discover what works best for our specific dataset.

Although the results from the MLP and CNN models seem
promising in the SMOTE training data, the overfitting problem
still exists, which was reflected in the poor performance of the
3 models in the test data (see Table 1 and the left panels in
Figures 2, 4, and 6). It means that although we have identified
potential risk factors related to serious complication after
bariatric surgery at the population level [8], using current data
available to predict whether an individual patient has a serious
complication after bariatric surgery is still far from clinically
applicable. Thus, despite using the most promising methods of
ML, these results support a previous review of standard
statistical methods for the prediction of complications in
bariatric surgery, where models based only on factors known
before surgery were insufficient to predict postoperative
complications [47]. The main reason for this insufficiency is
likely to be that al such methods are missing information on
intraoperative adverse events, surgical experience, and
perioperative optimization of patients, which are well-known
important risk factors for adverse postoperative outcome
[7,47-49].

We also noticed that the RNN performed worse than MLP and
RNN for our data. The possible reason might be that the
sequential pattern or temporal trend in our data cannot be
represented by the features currently available in our data, or
there is no dependency between the patients or events in the
time-series. Even if the trend can be captured by the RNN, it
might be weak, and the past status contributed noise rather than
information to current status.

Although increasing the number of computational unitsin the
layers or adding more layers may increase the model’s capacity,
the trade-off between computationa expensiveness and
representational power is seen everywherein ML. Limited by
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the computing power, we tried to avoid complicated networks
such as applying multiple RNN layers or combining CNN and
RNN, but it deservesinvestigation in the future with data having
more variables and apparent temporal trend.

Advantages and Limitations

Compared with previous studies, there are several advantages
in our study. First, we used DLNNSs rather than traditional ML
techniques. The biggest advantage of DLNNSs is that they try
tolearn high-level featuresfrom datain an incremental manner.
They need less human domain expertise for hard-core feature
extraction [50]. In contrast, in traditional ML techniques, most
of the applied features have to be identified by domain experts
to reduce the complexity of the data and make patterns more
visible to learning algorithms to work [44]. Second, the study
is based on a national quality register with extensive coverage
(97%) of the target population, with avery high follow-up rate
for the studied outcome. Therefore, on the one hand, the
selection bias is minimized in the study, and the much larger
sample size may ensure the external validity of the nonlinear
ML algorithms. Third, we conducted different types of
sensitivity analyses for feature scaling, hyperparameters
optimization, and model compiling during datatraining, which
ensure the efficiency and internal validity of our models.
However, we also have to admit that there are still some
limitations in our study. First, because of the low predictive
ability of the features available in SOReg in terms of the

Nagelkerke R? and AUC [8,9], wefailed to diminish overfitting
of the DLNN models. We hope to solve this problem by
incorporating extra variables on perioperative carein the future.
Including thesefactorsislikely to improve the predictive ability;
however, these models would not alow guidance in the
preoperative setting. Second, although the DLNN models are
efficient and able to formulate an adequate solution to the
particular question, they are highly specialized to the specific
domain, and retraining is usually necessary for the questions
that do not pertain to the identical domain [51]. For example,
if we want to predict a specific serious complication such as
pulmonary embolism after bariatric surgery, we have to modify
the layers and readjust hyperparameters in the model because
the origind models were not trained differentially for the
different outcomes. Third, DL requires a large amount of
computing power. The high-performance hardwire such as the
multicore graphics processing unit is usually needed. It istime
consuming and costly, and we have to give up some of themore
complicated models because of extreme time inefficiency and
leave them for future investigation when more efficient
algorithms or more powerful hardware become available.

Conclusions

Compared with the results from our previous study using
traditional ML algorithms to predict the postoperative serious
complication after bariatric surgery using SOReg data, the MLP
and CNN showed improved, but limited, predictive ability,
which deserves further investigation. The overfitting issue is
till apparent and needs to be overcome by incorporating more
patient features, for example, intra= and perioperative
information, from other data resources.
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Structure of the CNN model. CNN: convolutional neural network.
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Performance of the first 175 MLP models with different computation units, epochs, and batch sizes. In general, performance of
the models (measured as AUC) increased with more computation units and epochs, and decreased with larger batch sizes. Although
the performance increased with the model’s complexity, the efficiency (measured as AUC divided by logarithmic computing
time) decreased. MLP; multilayer perceptron; AUC: area under the curve.
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Abstract

Background: Preeclampsiaand intrauterine growth restriction are placental dysfunction—related disorders (PDDs) that require
areferral decision be made within acertain time period. An appropriate prediction model should be devel oped for these diseases.
However, previous models did not demonstrate robust performances and/or they were developed from datasets with highly
imbalanced classes.

Objective: In this study, we developed a predictive model of PDDs by machine learning that uses features at 24-37 weeks
gestation, including maternal characteristics, uterine artery (UtA) Doppler measures, soluble fms-like tyrosine kinase receptor-1
(sFlt-1), and placental growth factor (PIGF).

Methods: A public dataset was taken from a prospective cohort study that included pregnant women with PDDs (66/95, 69%)
and a control group (29/95, 31%). Preliminary selection of features was based on a statistical analysis using SAS 9.4 (SAS
Institute). We used Weka (Waikato Environment for Knowledge Analysis) 3.8.3 (The University of Waikato, Hamilton, NZ) to
automatically select the best model using its optimization algorithm. We also manually selected the best of 23 white-box models.
Models, including those from recent studies, were also compared by interval estimation of evaluation metrics. We used the
Matthew correlation coefficient (MCC) as the main metric. It is not overoptimistic to evaluate the performance of a prediction
model developed from a dataset with a class imbalance. Repeated 10-fold cross-validation was applied.

Results: The classification via regression model was chosen as the best model. Our model had a robust MCC (.93, 95% Cl
.87-1.00, vs .64, 95% CIl .57-.71) and specificity (100%, 95% Cl 100-100, vs 90%, 95% CI 90-90) compared to each metric of
the best models from recent studies. The sensitivity of this model was not inferior (95%, 95% Cl 91-100, vs 100%, 95% CI
92-100). The area under the receiver operating characteristic curve was also competitive (0.970, 95% CI 0.966-0.974, vs 0.987,
95% Cl 0.980-0.994). Featuresin the best model were maternal weight, BMI, pulsatility index of the UtA, sHIt-1, and PIGF. The
most important feature was the sHlt-1/PIGF ratio. Thismodel used an M5P algorithm consisting of a decision tree and four linear
models with different thresholds. Our study was al so better than the best ones among recent studies in terms of the class balance
and the size of the case class (66/95, 69%, vs 27/239, 11.3%).

Conclusions. Our model had arobust predictive performance. It was al so devel oped to deal with the problem of aclassimbalance.
In the context of clinical management, this model may improve maternal mortality and neonatal morbidity and reduce health care
costs.

(JMIR Med Inform 2020;8(5):€15411) doi:10.2196/15411
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Introduction

Preeclampsia and intrauterine growth restriction (IUGR) are
called placental dysfunction—related disorders (PDDs). These
diseases have similar pathogeneses, biomarkers, and referral
consequences [1,2]. However, they have different phenotypes
and various correlations among biomarkers [3]. Subtypes of
preeclampsia demonstrate heterogeneous gene expressions, yet
a multiomics approach delineated no serological biomarkers
[4]. These situations may cause difficulties in developing a
robust prediction model for these diseases.

Preeclampsia prevalence ranges from 3% to 5% worldwide as
a common disease contributing to maternal mortality [5]. The
fetus of a pregnant woman with or without preeclampsia may
undergo IUGR, which is associated with neonatal morbidity
[6,7]. In spite of difficultiesin distinguishing between these two
diseases, both of them have similar consequences. They require
referral to a hospital accompanied by advanced maternal and
neonatal care within a certain time period [8]. Being able to
predict PDDswould greatly support cliniciansin making referral
decisions, which should eventually improve both maternal and
neonatal outcomes.

Compared tothetraditional first-trimester screening, aprediction
model ismorereliable for women in several countriesif it uses
predictors in the second or third trimester. In those countries,
women have low numbers of first visits in the first trimester
[9]. Meanwhile, models for predicting PDDs have been
developed mostly for preeclampsia at 11-13 weeks' gestation.
Thisperiod isconsidered the best timewindow for its prediction
and the most effective prevention method [10,11]. Therefore,
if using only the first-trimester prediction, pregnant women in
those countries lose the chance to undergo early screening of
preeclampsia. Although prevention is still not available after
the first trimester, the second- or third-trimester prediction will
still impart benefitsin the context of clinical management [12].
Decision on early delivery, including by cesarean section, was
recommended in the cases of deteriorated maternal or fetal
condition [13]. Pregnant women who are morelikely to develop
preeclampsia can achieve benefit by reaching out to hospitals
with advanced maternal carewithin acertaintimeperiod if this
condition was well predicted. This benefit is till achieved,
although risk of preeclampsia is lately identified at the third
trimester, particularly before term (ie, <37 weeks' gestation),
in which early delivery will increase prematurity. Even though
the babies were delivered at term from pregnant women who
have developed IUGR, they still need advanced neonatal care.
It isbecause low birth weight and in-hospital deathswerefound
to be more prevalent in those babies compared to those delivered
from pregnant women without lUGR [14,15]. Nonetheless,
previous models did not demonstrate robust predictive
performances using features in any trimester and/or they were
devel oped from datasetswith highly imbalanced classes[16-27].

Predictive modeling using conventional statistical methods may
bedifficult for preeclampsia, sincethere are various correlations

http://medinform.jmir.org/2020/5/€15411/

among its predictors[3]. Asthis disease has heterogeneous gene
expressions, another possible difficulty is the noisy class of
outcomes [4]. Machinelearning methods are capabl e of dealing
with such problems [28]. In addition, acommon problem with
preeclampsiaand/or IUGR isaclassimbalance, as modelswere
shown to develop overoptimistic predictions [29]. This study
attempted to devel op aprediction method for PDDs by machine
learning that uses features at 24-37 weeks' gestation, including
maternal characterigtics, uterine artery (UtA) Doppler measures,
soluble fms-like tyrosine kinase receptor-1 (sFlt-1), and
placental growth factor (PIGF).

Methods

Study Design

We devel oped amachine learning model and report it based on
Guidelines for Developing and Reporting Machine Learning
Predictive Models in Biomedical Research [30]. Our study
utilized a public dataset from a prospective cohort study based
on STROBE (STrengthening the Reporting of OBservational
studies in Epidemiology) guidelines [3]. We developed this
model to predict a prognosis of pregnancy outcomes. The
prediction model should solve a classification task between a
control group and a cohort with a PDD, either preeclampsia or
IUGR. A referral decision to a hospital with advanced care is
a consequence related to an under- or overprediction of these
diseases. Eventually, underprediction may increase maternal
mortality and neonatal morbidity, while overprediction may
increase health care costs as burdensto either patients or health
insurance companies. We intended to avoid both of these
scenarios. This goal can be considered to have been achieved
if the prediction model demonstrates a higher Matthew
correlation coefficient (MCC) than those of recent studies. The
range of MCCsis from —1 (worst) to 1 (best). This metric can
imply trade-off between underprediction (ie, lower sensitivity
and higher specificity) and overprediction (ie, higher sensitivity
and lower specificity). This trade-off is commonly evaluated
by areaunder the receiver operating characteristic (ROC) curve
(AUC) and accuracy. However, these metrics cannot fairly
imply predictive performance in datasets with imbalanced
classes [29], like preeclampsia and IUGR. For example, in a
low-prevalence event (ie, 10/100, 10%), the predictive
performancesare till highin terms of sensitivity (ie, 9/10, 90%)
and specificity (ie, 81/90, 90%) as parts of AUC. The accuracy
(ie, 90/100, 90%) isaso still high, but the MCC isnot (ie, .62).

Data Source

Thedataset used in this study isapublic dataset in the Mendel ey
Datarepository [31]. This dataset belongsto astudy conducted
at the University Medical CentreLjubljana, Slovenia[3]. It was
approved by the Republic of Slovenia National Medical Ethics
Committee (No. 104/04/12). The original study collected data
from September 2012 to January 2015. We downloaded this
public dataset on March 11, 2019. Inclusion criteria were >24
weeks' gestation at the time of data collection and similar
proportions of <34 or 234 weeks' gestation at delivery between
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the PDD and control groups. For all women with a PDD, the
time interval was 48 hours at maximum for the gestational age
between data collection and delivery. Exclusion criteria were
signs of prepregnancy hypertension, prepregnancy diabetes,
hypertensive disorders during pregnancy, or gestational diabetes.

This dataset provides features (ie, predictors) consisting of
maternal age (years), parity (nulliparous vs parous), maternal
weight before pregnancy (kg), maternal height (m), BMI before
pregnancy (kg/mz), UtA Doppler measures, sFlt-1 (ug/L), PIGF
(ug/L), and the sFIt-1/PIGF ratio. The UtA Doppler measures
included the resigtivity index (RI) of the UtA (RI-UtA),
pulsatility index (PI) of the UtA (PI-UtA), and peak systolic
velocity of the UtA (PSV-UtA). Each measure was taken for
both the right and left UtAs. The average of both UtAs was
calculated. In addition, the presence or absence of a bilateral
notch was aso included. The class (ie, outcome) consisted of
29 control subjects and 66 women with PDDs: 32 (48%) with
both preeclampsia and IUGR, 12 (18%) with IUGR without
preeclampsia, and 22 (33%) with preeclampsia without lUGR.
Therefore, theratio of positive (ie, PDD) to negative (ie, control)
classeswas 7:3. Detail ed criteriafor the ultrasound examination,
blood sampling, and diagnosis of either preeclampsiaor IUGR
were previously described [3].

There were missing values in one subject for maternal weight,
height, and BMI. However, the BMI classification wasinferred
from thereport for that subject (ie, overweight) [3]. Considering
the distribution of BMI before pregnancy, a feature was added

by discretization (<25 kg/m? [underweight + normal] vs =25
kg/m? [overweight + obese]).

Feature Sdlection

We used SAS 9.4 (SAS Ingtitute) to conduct preliminary
statistical analyses. These intended to identify the relevancy of
candidate features by their association with the class. The dataset
with relevant features was initially used for comparison with
machine learning models. To improve their predictive
performance, we also used a built-in algorithm of feature
selection in each model. Redundant features were removed
using this algorithm. In addition, we compared the selected
features with those from previous studies.

The association tests to identify the relevancy were conducted
based on the data type. For categorical features, we used the
Fisher exact test. For continuous features, the association test
depended on the distributions in each class using the
Kolmogorov-Smirnov normality test. Continuous features that
were normally distributed in both classes (P=.05) would be
tested by anindependent t test. If the variance was equd (P=.05),
we used the pooled method. Otherwise, we used the
Satterthwaite method. For continuous features that were not
normally distributed (P<.05), we used the Wilcoxon rank test.
The features were significantly associated with the class if
P<.05.

In addition to the association tests for scheme-independent
feature selection or the filter method, we also conducted
scheme-specific feature selection or the wrapper method using
built-in algorithms in models as described in the Model
Development section. Details on the algorithms of feature
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selection were meticulously described in Witten et a [32].
Complex model configurations, including to apply the
algorithms, can be reproduced by entering the configuration
code for each model (see Multimedia Appendix 1).

Model Development

We used Weka (Waikato Environment for Knowledge Analysis)
3.8.3 (The University of Waikato, Hamilton, NZ) to develop
machine learning models. We chose this software because of
its practical ability to compare multiple models at once. The
predictive performance of a machine learning model can be
affected by its configuration uncertainty. Considering thisissue,
we used an add-on package of Weka—Auto-Weka 2.6.1 (The
University of British Columbia, Vancouver, CA). It
automatically selects the best machine learning model [33]. Its
algorithm optimizes the configuration of each model within a
predefined time period based on a predefined eval uation metric.
We defined the time period as 12 hours and the metric as the
AUC. However, this package shows only the best model, which
is not necessarily awhite-box model that is easier for humans
to understand. Therefore, we also manually selected the best
among 23 white-box models. These models were in a default
configuration. Details on configurations for automatically and
manually selected models were described (see Multimedia
Appendix 1).

Manual selection to decide the best white-box model consisted
of three steps. In step 1, we analyzed models that had greater
or equal predictive performance compared to the logistic
regression asthe baseline. We used a corrected resampled t test,
which was modified from the conventional paired t test, as
previously developed [32]. The modification was intended to
correct the significance of the difference in each evaluation
metric that increases because of an increasing k fold. To
caculate the t statistic (see Equation 1), we calculated the
difference (Ap = pj, — 1) between the means of the metric from
the first model (j;) and those from the second model (i)
trained by i, and validated by j, from k-fold validation as
described in the Model Validation section. The variance was
estimated by the average of the squared differences between

the j, metric for each model and the mean of both models: 05>
= (2 [%2 = W] + 2 [¥2 = w]) + (2 ny). The number of instances
for the validation set was denoted as .

t=Ap=V[(1+k+n+n)xaog] (1)

In step 2, after the list of compared models no longer shrank
using thet test, we used interval estimates with adecimal point
precision to further shrink it. In the last step, we chose the best
model by focusing on its sensitivity, interpretability, and
trade-off between sensitivity and specificity.

Since customization is not provided by Weka in some
circumstances, we optimized the best model from the manual
selection by determining acustom threshold. All subjects of the
dataset were used to determine an initial threshold. We then
adjusted it by cross-validation to pursue expected sensitivity
and specificity that were empirically reliable for unobserved
data. Only training subsets were used to adjust the threshold,
while validation subsets were only used to evaluate the
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predictive performances applying the predefined threshold.
Details on the optimization procedure were al so described (see
Multimedia Appendix 1).

M odel Validation

Internal validation was conducted by repeated 10-fold
cross-validation. The dataset was randomized and split up into
10 subsets with similar class balances. We used nine subsets to
train a model in each fold, while the remaining subsets were
used to validate it. We repeated these folds for 100 iterations
with different seeds of randomization sequences.
Cross-validation estimates the predictive performance of
external validation [34]. This method of internal validation also
improves the reliability of the reported predictive performance
[35].

In addition, we aso validated the best model with a custom
threshold. The validation set consisted of 10 new subsets (n=35)
taken from the original dataset (N=95) by stratified random
sampling in SAS 9.4. The class balance was similar among
subsets. These subsets were used to customize a threshold in
pursuit of expected sensitivity and specificity that werereliable
in most of the subsets.

Evaluation Metrics

We applied multiple metrics to the model evaluation. These
were cal culated from a confusion matrix, which consists of true
positives (TPs), true negatives (TNs), false negatives (FNs),
and false positives (FPs). We calculated all of these metrics
from recent studies because all of the metrics had not been
reported. Weinferred aconfusion matrix from each study based
on their sensitivity, specificity, and sample size of either
positives (Ps) or negatives (Ns) (see Equations 2-5).

TP =P x Sensitivity (%) (2)

FN=P-TP(3)

TN =N x Specificity (%) (4)

FP=N-TN (5
Point and interval estimates were used for comparison of each
evaluation metric. Model selection was evaluated by the AUC,
the area under the precision-recall curve (PRC), accuracy (see
Equation 6), and sensitivity (see Equation 7). In addition, we
evaluated the Akaike information criterion (AIC) to describe
the trade-off between predictive performance and risk of
overfitting relatively among modelsin the end of selection. The
corrected AIC (AIC.) was used, considering the small training
set, as previously described [36,37]. The best model was also
evaluated by a calibration plot. We then demonstrated an ROC
curve of the well-calibrated model. Comparing our model to
those from recent studies, we used the AUC, sensitivity, and
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specificity (see Equation 8), in addition to the selected metric,
which was the MCC (see Equation 9), because those metrics
werewidely used. However, an evaluation by the M CC prevents
misleading predictive performances, particularly in a model
developed from datasets with imbalanced classes [29]. Class
imbalance is a common situation in preeclampsia and IUGR
studies. In this situation, the MCC can provide afair evaluation
when comparing prediction models in order to choose the one
that shows optimal performances on both sensitivity and
specificity.

Accuracy (%) =(TP+TN) =+ (TP+FN+ TN+ FP

) x 100% (6)

Sensitivity (%) = (TP) + (TP+ FN) x 100% (7)

Specificity (%) = (TN )+ (TN + FP) x 100% (8)

MCC=(TPxTN—-FNxFP) =V (Px[TP+FP]

XNx[TN+FN]) (9

Results

Selected Features

Several featureswere selected based on apreliminary statistical
analysis (see Table 1). Selected maternal characteristics were

maternal weight before pregnancy, BMI values (kg/m?), and

BMI categories (<25 kg/m? vs 225 kg/m?). Other features
included three measures of the RI-UtA, three measures of the
PI-UtA, the presence or absence of a hilateral notch, sFit-1,
PIGF, and the sFIt-1/PIGF ratio. The best model was
automatically selected by a correlation-based feature selection
of subset evaluation. It was combined with a backward greedy
stepwise search algorithm.

The selected features were extracted from mostly similar
measures in recent studies (see Table 2). These were maternal
characteristics, PI-UtA, sFlt-1, and PIGF, but not the bilateral
notch. The sFlt-1/PIGF ratio turned out to be the most important
featurein the best model (see Figure 1) as previously described
[1,38,39].

However, the best model by manual selection was the right
PI-UtA over the mean value. This choice is counterintuitive if
the placental sideiscontralateral to the side on which the PI-UtA
was measured. A previous study found that the PI-UtA was
lower on the side ipsilateral to the placental side [40]. We then
added the lowest value as a feature to provide an acceptable
measure of the PI-UtA regardless of the placental |aterality. We
also demonstrated the proportion of the PI-UtA as the lowest
valuein either theright or left UtA (see Table 1). In this study,
most of the lowest PI-UtA values were found in the right UtA
(66/95, 69%).
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Table 1. Descriptive and comparative analyses.
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Feature Class P value
Control (n=29) PDDs? (n=66)
Maternal characteristics
Maternal age (years), mean (95% CI)b 31.2 (30.9-31.5) 32.6 (32.4-32.7) 23
Parity, n (%)% 108
Nulliparous 15 (52) 47 (71)
Parous 14 (48) 19 (29)
Maternal weight (kg), median (IQR)’ 58.0 (55.0-65.0) 68.0 (60.0-76.0) .0019h
Maternal height (m), mean (95% Cl) 1.66 (1.658-1.666) 1.65 (1.651-1.655) 51°
BMI (kg/m?), median (IQR) 21.6 (19.9-22.5) 24.4(23.0-28.2) <0019
BMI, n (%) 0189
<25 kg/m? 24 (83) 36 (55)
225 kg/m? 5(17) 30 (45)
Uterineartery (UtA) Doppler measures, median (IQR)
Right resistivity index (RI)-UtA 0.57 (0.49-0.61) 0.71 (0.63-0.78) <.0019"
Left RI-UtA 0.59 (0.53-0.64) 0.73 (0.61-0.78) <.0019"
Mean RI-UtA 0.57 (0.52-0.62) 0.71 (0.61-0.77) <.0019"
Right pulsatility index (P1)-UtA 0.66 (0.60-0.71) 1.24 (0.79-1.56) <0019
Left PI-UtA 0.70 (0.67-0.75) 1.33(0.82-1.59) <.0019"
Mean PI-UtA 0.68 (0.63-0.71) 1.26 (0.86-1.57) <0019
Right peak systolic velocity (PSV)-UtA 58.30 (55.10-62.40) 59.25 (56.80-64.18) 09"
Left PSV-UtA 60.20 (59.10-64.10) 60.05 (57.10-63.80) felell
Mean PSV-UtA 59.55 (58.25-61.40) 60.38 (57.54-64.06) 31"
Bilateral notch, n (%) <.00189
Nulliparous 0(0) 47 (71)
Parous 29 (100) 19 (29)
Lowest PI-UtA, median (IQR) 0.65 (0.57-0.69) 1.16 (0.74-1.53) <.0019MJ
Laterality of lowest PI-UtA, n (%) 23°
Right UtA 23 (79) 43 (65)
Left UtA 6 (21) 23 (35)
sFIt-1% and PIGF |, median (IQR)
SFIt-1 (Hg/L) 3014 (1852-4116) 13,961 (8893-22,218) <0019
PIGF (ug/L) 626.9 (281.3-752.8) 68.4 (42.9-150.1) <0019
SFIt-1/PIGF ratio 47 (2.6-15.1) 230.1 (100.8-483.0) <0019

3pDD: placental dysfunction—related disorder.

BMean and 95% CI were calculated for numerical values with anormal distribution.

%Independent t test.

dNumbers and column proportions (%) were calculated for categorical values.

CFisher exact test.
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*Median and IQR were calculated for numerical values without anormal distribution.
Istatistically significant (alpha=.05).

PWilcoxon rank test.

iSelected feature for the best model from automatic selection.

1Used for manual selection only.

KsFit-1: soluble fms-like tyrosine kinase receptor-1.

'PIGF: placental growth factor.

Table 2. Features used by the models in this study compared to those from previous studies.?

Source Gestational age Features, n (for maternal characteristics) or + (used by the model) or — (not used by the model)
at prediction
Maternal characteristics MAP® PI-UtAC Bilateral Fit-19 PIGE® papp-Af
notch
Thisstudy
CVRY1 (right PI-UtA) 24-37 weeks 2 - + - + + -
CVR2 (mean PI-UtA) 24-37 weeks 2 - + + + + —
CVR3 (lowest PI-UtA) 24-37 weeks 2 - + - + + -
158-tree random forest 24-37 weeks 1 - + + + + -
Previous studies
Wright A et a (2019) [26] 11-13 weeks 10 - + - + + -
Wright D et al (2019) [27] 11-13weeks 11 + + - + + -
Tan MY et a (2018) [25] 11-13 weeks 11 + + - - + -
Sonek Jet al (2018) [24] 11-13 weeks 10 - + - - + +
Perales A et a (2017) [23] 27-28 weeks 3 + - - + + -
Nuriyeva G et a (2017) [22] 11-13 weeks N/AR - + - — + +
O'Gorman N et a (2017) [21]  11-13 weeks 11 + + - - + +
Galo DM et al (2016) [18] 19-24 weeks 11 + + - + + —
Tsiakkas A et al (2016) [19] 30-34 weeks 11 - - - + + -
Andrietti Set al (2016) [20] 35-37 weeks 11 + + - + + -
O'Gorman N et a (2016) [17]  11-13 weeks 10 + + - - + +
Wright D et a (2015) [16] 11-13 weeks 11 - - - — - -
3\lodels that showed the best sensitivity and an acceptable specificity in each study.
BMAP: mean arterial pressure.
PI-UtA: pulsatility index of the uterine artery.
dsF1t-1: soluble fms-like tyrosine kinase receptor-1.
®PIGF: placental growth factor.
‘PAPP-A: pregnancy-associated plasma protein-A.
9CVR: classification viaregression.
N/A: not applicable.
http://medinform.jmir.org/2020/5/€15411/ JMIR Med Inform 2020 | vol. 8 | iss. 5 [e15411 | p.233

(page number not for citation purposes)

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Sufriyanaet a

Figure 1. Characteristics of the classification via regression model using the lowest pulsatility index of the uterine artery (PI-UtA). Fractions in leaf
nodes consist of true predicted numbers (numerators) and al predicted ones (denominators). A ratio of true predicted numbersis shown for control (C),
both intrauterine growth restriction (IUGR) and preeclampsia(IP), [UGR only (1), and preeclampsiaonly (P). BMI_bP: body massindex before pregnancy

(kg/mz); LM: linear model; low_PIUtA: the lowest pulsatility index of the uterine artery; MW_bP: maternal weight before pregnancy (kg); PDD:
placental dysfunction—related disorder; PIGF: placental growth factor; sFit: soluble fms-like tyrosine kinase receptor.

<115.85 <2,482.5 ug/L <0.45
sFlt-1/PIGF Ratio sFlt-1 LM1 Control (12/12; C12:1P0:10:P0)
>0.45
PDD (0/0: CO:1P0:10:P0)
>2.482.5 ng/L. <25.585 <0.29
BMI_bp LM2 Control (17/19; C0:1P0:10:P2)
>115.85 <0.81 >0.29
LM4 Control (0/0; CO:1P0:10:P0) PDD (6/6; CO:IP0:13:P3)
>0.81 >25.585 <0.43
PDD (48/48; C0:1P26:17:P15) LM3 Control (0/0; CO:1P0:10:P0)
LMI1 = 0.0043-MW_bP + 0.0064-BMI_bP + 0.3007-low_PIUtA - 0.5182
>0.43

LM2 = 0.0023-MW_bP + 0.0144-BMI_bP + 0.5774-low_PIUtA - 0.6305

— PDD (10/10; CO:1P6:12:P2)

LM3 = 0.0023-MW _bP + 0.021-BMI_bP + 0.3373-low_PIUtA - 0.503

LM4 = 0.0063:BMI_bP + 0.0936:low_PIUtA + 0.6363

Selected Machine Learning Models

We focused on the sensitivity to ensure minimum miss rates,
which should improve maternal and neonatal outcomes. This
resulted in the seven best machine learning models as shown
in Table 3. The best model was the random forest from
automatic selection; however, it is not a white-box model. We
then also manually selected the best white-box model.

Classification viaregression (CVR) classifies an outcome based
on an M5P regression algorithm. It combines a pruned decision
tree with smoothed linear models. There is aso a built-in
algorithm in CVR for selecting important features. A feature at
the root node of the decision tree is the most important. Each
leaf node has different linear models (LMs), which can be set
to use different thresholds[32]. Optimization of thismodel was
conducted by determining these thresholds (see Multimedia
Appendix 1).

We developed CVR using only the mean values of UtA Doppler
measures, in addition to this model using the right PI-UtA. We
also developed CVR using the lowest PI-UtA value without
other UtA Doppler measures. In the end, the model using the
lowest PI-UtA value (see Figure 1) was the best, followed by
that using either the right or mean PI-UtA (see Multimedia
Appendices 2 and 3). We provided an interactive interface for
readers to apply the model using the lowest PI-UtA value (see
Multimedia Appendix 4).

http://medinform.jmir.org/2020/5/€15411/

We demonstrated characteristics of the best CVR using selected
features from all subjects of the dataset (see Figure 1). LM1,
LM3, and LM4 perfectly classified outcomes. However, a
subpopulation of subjects was misclassified as the control
instead of as having isolated preeclampsia. It consisted of
subjects with sFIt-1/PIGF of <115.85, sFlt-1 of >2482.5 pg/L,

and aBMI| of <25.585 kg/m?.

Cdlibration plots are shown for CVR models using different
typesof PI-UtA (see Figure 2). Positive samples gathered higher
values of both predicted and true probabilities from all of the
CVR models. Then, classification biaseswere higher on positive
samplesfrom these models. However, all of the biasesremained
low because the root mean square error (RM SE) was only 0.076
at the maximum upper bound of the subsets, particularly from
CVR using the mean PI-UtA. Therefore, these models were
well calibrated. They also indicated robust positive predictive
values (PPVs) or information retrieval (IR) precision.

ROC curves are aso shown for the CVR models (see Figure
3). C-statistics of 10 subsets are represented by an AUC that is
shown for each CVR model. An average sensitivity was
calculated for each distinct value of FPratesin order to measure
the AUCs. The greatest AUC was for the CVR model that used
the lowest PI-UtA (see Table 4). It significantly differs from
that of the model using the right or mean PI-UtA value.
Applying different thresholds for each LM, each CVR model
has an acceptable trade-off between sensitivity and specificity
without compromising its MCC.
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Table 3. The seven best machine learning models.

Model Performance metrics and rank

Areaunder theROC?curve  Areaunder thePRC®  Accuracy (%) o, alcct Sensitivity (%)

Automatic selection: random forest  0.976 (1) 0.958 (1) 92.6 (1) 01 90.7 (1)

Manual selection
cVRd 0.954 (5) 0.922 (3) 90.6 (4) 15 (4) 89.7 (2
Naive Bayes 0.960 (2) 0.928 (2) 90.2 (5) 25 (5) 89.0 (3)
Simplelogistic 0.958 (3) 0.921 (4) 90.9 (2) 6(2) 88.2(4)
Logistic model tree 0.957 (4) 0.920 (5) 90.8 (3) 7(3) 88.0 (5)
Multi-class classifier 0.932 (6) 0.868 (6) 89.9 (6) 30 (6) 86.8 (6)
Logistic regression 0.932 (7) 0.868 (7) 89.9 (7) 30(7) 86.8 (7)

3ROC: receiver operating characteristic.
bpRC: precision-recall curve.
CAICc: corrected Akaike's information criterion (A AICc = AIC ¢ — AIC ¢ min)-

dCVR: classification viaregression.

Figure 2. Calibration plots of classification via regression (CVR) models using the lowest, right, and mean pulsatility index of the uterine artery
(PI-UtA). Each point demonstrates a validation subset taken from repeated 10-fold cross-validation. Colors denote subsets from stratified random
sampling. RM SE: root mean square error.
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Table 4. Predictive performances shown by modelsin this study compared to those from recent studies.?
Source Predictive performanceb
AuC® Sensitivity, % Specificity, %
Thisstudy
CVRY1 (right PI-UtA®) 0.906 (0.896-0.916) 91 (85-96) 97 (90-100)
CVR2 (mean PI-UtA) 0.926 (0.919-0.933) 95 (91-100) 100 (100-100)
CVR3 (lowest PI-UtA) 0.970 (0.966-0.974) 95 (91-100) 100 (100-100)
158-tree random forest 0.976 (0.967-0.985) 91 (87-94) 93 (92-95)
Recent studies
Wright A et al (2019) [26] N/AR9 85 (72-94) 90 (90-90)
Wright D et al (2019) [27] 0.970 (0.950-0.990) 93 (76-99) 90"
Tan MY et al (2018) [25] N/AY 90 (80-96) 90"
Sonek Jet a (2018) [24] N/AY 85 95'
PerdlesA et a (2017) [23] 0.930 81’ 95
Nuriyeva G et a (2017) [22] 0.888' 76 90
O'Gorman N et a (2017) [21] 0.987 100 (80-100) oo
Gallo DM et al (2016) [18] 0.930 (0.892-0.968) 85 (74-93) 90"
Tsiakkas A et al (2016) [19] 0.987 (0.980-0.994) 100 (92-100) 90"
Andrietti Set al (2016) [20] 0.938 (0.917-0.959) 82 (70-91) 90"
O'Gorman N et a (2016) [17] 0.907' 89 (79-96) 90"
Wright D et al (2015) [16] 0.811' 67 (59-74) 90"
@\l odels that showed the best sensitivity and an acceptable specificity in each study.
bpoint and interval estimates.
CAUC: area under the receiver operating characteristic (ROC) curve.
deVR: classification viaregression.
€PI-UtA: pulsatility index of the uterine artery.
'N/A: not applicable because it was not available.
9This study showed an ROC curve without an AUC statement.
PFixed specificity in order to define sensitivity.
"This study did not report an interval estimate.
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Figure 3. Receiver operating characteristic (ROC) curves of classification via regression (CVR) models using the lowest, right, and mean pul satility
index of the uterine artery (Pl-UtA). Each ROC curve demonstrates a validation subset taken from repeated 10-fold cross-validation. Colors denote
subsets from stratified random sampling. AUC: area under the receiver operating characteristic curve.
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Comparison of Predictive Performances

The CVR model with the lowest PI-UtA value was found to
achieve the most robust predictive performance (see Figure 4
and Table 4), as determined by the MCC (.93, 95% CI .87-1.00).
The MCC of thismodel showed no difference compared to that
of either the best model from automatic selection (.93, 95% CI
.82-1.00) or the CVR model with the mean PI-UtA value (.93,
95% CI .87-1.00). However, the MCC of this CVR model was
higher than those from the models with the right PI-UtA value

EN—— I
4 6 8 10

(.84, 95% CI .71-.98). The predictive performance in this study
was assessed by cross-validation without an independent test
set, similar to most of the recent studies. However, we developed
our models from a dataset with a class balance that was better
than those of recent studies. The MCCs of our modelswere also
higher than those of recent studies (see Figure 4 and Multimedia
Appendix 3). Compared to random forest with the best AIC
(see Table 3), the CVR modelswith the lowest, right, and mean
PI-UtA showed AIC values of 13, 15, and 17, respectively.

Figure 4. The Matthew correlation coefficient (MCC) and class balance. Control samples did not include other subtypes of either hypertension in
pregnancy or placental dysfunction—related disorders (PDDs). Colors denote validation methods. Several studiesdid not report interval estimates and/or
cross-validation (CV). Toimprove visualization, the scalesfor either case or control sample sizeswereindividually log-transformed. CVR: classification
via regression; ePDD: early placental dysfunction—related disorder; ePE: early preeclampsia; ITS: independent test set; PE: preeclampsia; Pl-UtA:

pulsatility index of the uterine artery; pPE: preterm preeclampsia.
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Comparison of predictive performances was also described
using other evaluation metrics that are commonly used (see
Table 4). There was significant difference in the AUC between
the CVR models that used the lowest and other PI-UtA values.
Meanwhile, the CVR model with the lowest PI-UtA value was
not significantly different compared to the automatically selected
158-tree random forest. From recent studies, Wright et al [27]
and Tsiakkas et al [19] showed models with more competitive
areas under the ROC than those of our models. However, our
models show sensitivities and specificities that are not inferior
compared to those from recent studies. In addition, our models
were devel oped by a dataset with a better class balance, whose
case class sizewas 69% (66/95), compared to the most balanced
dataset from Wright et a [27], whose case size was 11.3%
(27/239) (see Figure 4).

Discussion

Principal Findings

The best model in this study wasa CV R onethat used the lowest
PI-UtA values. It was an acceptable model, because the lowest
PI-UtA valuewasreliably foundipsilateral to the placenta side
[40]. Thismodel demonstrated higher MCCsand PPV's, but not
sensitivity or AUC, compared to those from previous studies
(seeFigure4, Table 4, and Multimedia Appendix 3). MCC was
intended for achieving our goal to eventualy avoid mortality
and morbidity and unnecessary hedlth care costs. This may
result in improved maternal and neonatal outcomes. It also
outperformed modelsfrom recent studiesin termsof specificity.
Compared to amodel that had 90% specificity, this potentially
reduces 10% of health care costs. Applying a predictive model
that usesthe sFt-1/PIGF ratio, aprevious study showed asimilar
reduction in health care costs [41]. Even without considering
the health economics, the MCC istill practical to consider FPs
along with other components of the confusion matrix, which
reflect numbers of false referral decisions on predicted
preeclampsia and ITUGR. Making wrong decisions may harm
pregnant women, especialy in developing countries where a
distant and dangerousjourney must be taken by preghant women
to reach higher-level health care facilities. Therefore, a CVR
model that used the lowest PI-UtA values was better in
compromising between the mortality and morbidity and costs
compared to the those of other models in either this study or
previous studies.

Comparison With Prior Work

The selected features were consistent with those from previous
studies. The preeclampsiarisk wasfound to be higher in women
with a prepregnancy BMI classified as overweight or obese
compared to those classified as underweight or normal (with a

cutoff of =24 kg/m?) [42]. This disease was also associated with
combinations of abilateral notch, both RI-UtA and PI-UtA, and
sHIt-1/PIGF measures in the second or third trimester [43,44].
However, these combinations were inconsistently associated
with the lUGR with or without preeclampsia[45-47]. Asto the
UtA Doppler measures, no association was found between
placental location and either preeclampsiaor alow birthweight
[48]. Using features corresponding to results from previous
studies, an acceptable machinelearning model can be devel oped.

http://medinform.jmir.org/2020/5/€15411/
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CVR belongs to a group of superior meta-classifiers for
predicting malicious cyberattacks, but it was not the best as a
bagging classifier [49]. In this study, the bagging classifier did
not outperform CVR. The optimized CV R model was a so better
than the random forest from automatic selection. Surprisingly,
thismodel was not outperformed by any state-of-the-art machine
learning models. Thoseincluded both artificial neural networks
and support vector machines. These model swere a so candidates
for automatic selection in this study. One possible reason is
because of a regression model used by CVR that divides the
dataset into several subpopulations using adecision tree. Inthe
field of medicine, this algorithm iswidely known as areliable
and effective machine learning application [50].

Each leaf node in the decision tree has a different LM. It can
capture different correlations among features in each
subpopulation that is normally distributed [51]. Different
thresholds for each LM may approach heterogeneity in PDDs,
especialy in preeclampsia. Thresholds or cutoffsalso give more
understanding as to how outcomes are predicted. Thus, this
model has the interpretability that we intended to achieve.

In this study, the CVR models split subjects by an sFIt-1/PIGF
ratio of 115.85. This cutoff was higher than 38 as previously
described [38,39]. This is reasonable, because predicted
outcomes in this study were not only preeclampsia but also
IUGR. Birth weights showed no difference for babies from
women with [lUGR that were classified by 38 as a cutoff for the
SFIt-1/PIGF ratio [47]. Therefore, a different cutoff for the
SFIt-1/PIGF ratio isrelated to predicted outcomes in this study
that differed from those of previous studies.

Pls were also selected by the CVR models of UtA Doppler
measures. Unexpectedly, one of the CVR modelsin this study
chose the right PI-UtA instead of the mean value, which is
conventionally used [27,44,47]. Thisis counterintuitive because
of placental laterality, although a previous study showed no
difference between the right and left PI-UtA values (P=.20)
[52]. However, the CVR model using the lowest value had a
higher MCC than that using the right PI-UtA in this study. A
previous model demonstrated a greater AUC when using the
lowest PI-UtA instead of the mean or highest value [53]. This
is also more acceptable, because the lowest PI-UtA value was
shown to beipsilateral to the placental location [40]. Thus, this
measure is independent of placental laterality.

However, between the CVR model using the right PI-UtA and
the one using the lowest value, we may also consider severa
similarities. These were shown by most of the eval uation metrics
and characteristics. The similarities may be coincidental because
most of the subjects had the lowest value on the right side of
the UtA in this study (66/95, 69%; see Table 1). Most placentas
were located on the right side (57.4%) compared to the middle
(22.2%) and |eft side (20.4%) on the anterior uterine wall [54].
Interestingly, the sleeping position before becoming pregnant
was mostly right lateral by pregnant women with a placentaon
either the anterior, lateral, or fundal uterinewall (P=.001) [55].

In addition to the lowest and theright PIs, the CVR model using
the mean PI-UtA value aso demonstrated a competitive
predictive performance. This model showed each LM using a
combination of the mean PI-UtA and bilateral notch. Apparently,
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both of them are a counterpart of the lowest or the right PI-UtA
alonein each LM of other CVR models. The predictive value
of the mean PI-UtA wasfound to be higher if the bilateral notch
was present compared to when it was absent [43]. Neverthel ess,
this model demonstrated the highest RM SE compared to CVR
models using the lowest or the right PI-UtA (see Figure 2).
Therefore, the best model in this study wasthe CVR model that
used the lowest PI-UtA.

The best model used 25.585 kg/m? as a cutoff for BMI in its
decision tree. This is similar to the cutoff for BMI as a risk
factor of preeclampsia [42]. As indicated by each LM in the
best model, an effect on PDDswas partially contributed by the
two maternal characteristics of maternal weight and the BMI.
However, the risk of preeclampsia, as a subtype of PDD, was
adjusted by multiple factors instead of only these
anthropometrics [56]. Other maternal characteristics were not
represented in the dataset we used. So, our models need further
improvement using adataset with more maternal characteristics.

None of the predictive models from 12 recent studies
outperformed our models according to the MCC [16-27]. All
of those studies used datasets with highly imbalanced classes
that may have masked the misclassification of positive samples
[29]. There are many aspects that may cause similar problems
[3,4,28]. Theseinclude an outcome leakage that was encountered
by some of those studies [18,20,23]. Mean arterial pressure
(MAP) may easily infer the class because it is calculated from
the same measures asfor the diagnostic criteriaof preeclampsia.
Thisistrue if MAP is taken in the second trimester, when it is
used for predicting either early or preterm preeclampsia. This
feature may also cause an outcome leakageif it istaken at 35-37
weeks gestation, when it is used for predicting late
preeclampsia.  Outcome leakage causes the predictive
performance to be overoptimistic [30].

Strengths

To the best our knowledge, this is the first study that used
machine learning to predict preeclampsia and/or IUGR using
features in the second or third trimester of pregnancy. Our
models outperformed 12 recent studies according to the MCC.
This study also used a dataset with a better class balance than
those used by recent studiesaswell asthe size of the case class.
Predicting preeclampsia [26,27] and IUGR [47] used to be
developed using conventional statistical modeling. A previous
study developed a machine learning model (ie, multilayer
perceptron) for predicting PDDs in the first trimester [22].
However, its PPV or IR precision wasinsufficient. Other studies
developed a machine learning model to characterize gene
expression of preeclampsiaas mechanism studiesinstead of for
prediction [4,57]. Yet, a machine learning model can both
perform arobust prediction and reveal mechanisms of adisease.
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Limitations

A pitfall should be considered when applying our models. They
do not distinguish between preeclampsia and [lUGR. These
models should only be applied for a referral decision. This
means whether a clinician should refer the pregnant women to
a hospital with advanced maternal and neonatal care within a
certain time period [8]. For pregnant women who will develop
preeclampsia with or without IUGR before term, advanced
maternal care will be needed for cesarean section. It is one of
the possible modes for early delivery that was recommended at
any time in deteriorated maternal or fetal condition [13].
Meanwhile, for pregnant women who will develop IUGR with
or without preeclampsia, the advanced neonatal care will be
needed for the babies. They werefound having low birth weight
and more in-hospital deaths, even among those who were
delivered at term [14,15].

Other applications of our model s exclude adecision of delivery
before term. This decision should be made based on models
that specifically predict severe cases of early-onset or preterm
preeclampsiaand IUGR. It is because a false decision on early
delivery will bring unnecessary prematurity. Nonetheless, no
prediction for isolated preeclampsiais needed for those at term
since no prematurity will occur as a consequence of early
delivery decision.

Controls in this study aso did not include other subtypes of
hypertension in pregnancy. They may beindistinguishablefrom
PDDs, but there is no need for patient referral. There is a
possibility that more FPswill occur in subjectswho will develop
other subtypes of this disease. Therefore, the clinical impact
may be unnecessary patient referral to higher-level health care
facilities.

We aso need to conduct external vaidation to confirm
predictive performance of our models. There is a possibility
that these models overfit the dataset. Thisis till possible even
though they were evaluated by sufficient cross-validation
because of consideration of diverse phenotypes of preeclampsia,
other subtypes of hypertension in pregnancy, and other PDDs.

Conclusions

CVR is a machine learning model that has robust predictive
performance in classifying PDDs versus a control group. This
model differentiates PDDs from a control that has no other
subtypes of hypertension in pregnancy. Using features in the
second or third trimester, this model may be reliable for
countries with low numbers of first visitsin the first trimester,
but further investigations are needed. Although the best
preventive method for preeclampsiaisnot in the second or third
trimester, this model can still be beneficia in the context of
clinical management.
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Abstract

Background: Medical entity recognition isakey technology that supportsthe development of smart medicine. Existing methods
on English medical entity recognition have undergone great development, but their progress in the Chinese language has been
dow. Because of limitations due to the complexity of the Chinese language and annotated corpora, these methods are based on
simple neural networks, which cannot effectively extract the deep semantic representations of electronic medical records (EMRs)
and be used on the scarce medical corpora. We thus developed a new Chinese EMR (CEMR) dataset with six types of entities
and proposed a multi-level representation learning model based on Bidirectional Encoder Representation from Transformers
(BERT) for Chinese medical entity recognition.

Objective: This study aimed to improve the performance of the language model by having it learn multi-level representation
and recognize Chinese medical entities.

Methods: In this paper, the pretraining language representation model was investigated; utilizing information not only from
the final layer but from intermediate layers was found to affect the performance of the Chinese medical entity recognition task.
Therefore, we proposed a multi-level representation learning model for entity recognition in Chinese EMRs. Specificaly, we
first used the BERT language model to extract semantic representations. Then, the multi-head attention mechanism wasleveraged
to automatically extract deeper semantic information from each layer. Finally, semantic representations from multi-level
representation extraction were utilized as the final semantic context embedding for each token and we used softmax to predict
the entity tags.

Results: The best F1 score reached by the experiment was 82.11% when using the CEMR dataset, and the F1 score when using
the CCKS (China Conference on Knowledge Graph and Semantic Computing) 2018 benchmark dataset further increased to
83.18%. Various comparative experiments showed that our proposed method outperforms methods from previous work and
performs as a new state-of-the-art method.

Conclusions: The multi-level representation learning model is proposed as a method to perform the Chinese EMRs entity
recognition task. Experiments on two clinical datasets demonstrate the usefulness of using the multi-head attention mechanism
to extract multi-level representation as part of the language model.

(IMIR Med Inform 2020;8(5):e17637) doi:10.2196/17637

KEYWORDS

medical entity recognition; multi-level representation learning; Chinese; natural language processing; electronic medical records;
multi-head attention mechanism
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Introduction

Background

Electronic medical records (EMRs) comprise patients' health
information. Diagnostic accuracy can be improved by making
full use of the available information in EMRs. Medical entity
recognition (ER) is a fundamental task of medical natura

Figure 1. A tagging example of Chinese electronic medical records.

Zhang et a

language processing (NLP) and isusually treated as a sequence
labeling problem [1]. As shown in Figure 1, in which three
predefined entity categories are disease, drug, and treatment,
when using the BIO (beginning of the noun phrase, middle of
the noun phrase, and not a noun phrase) labeling mode to tag
Chinese EMRs, the candidate label set contains seven types:
B-Dis (disease), I-Dis, B-Med (medicine), I-Med, B-Tre
(treatment), I-Tre, and O.

Sentence

Tagging Results

s R FHB: ERIAFEXR, 2R

o ¥F N N B,
z &R E.
( The preliminary analysis of the clinical
diagnosis acute  bronchitis,

Give
treatment, perfect relevant
examination.)

1&/0 fk/O#1/03% /0% /0¥7/0: /OZ/B Dis
/1 Dis %/1 Dis®/1 Dis% /I Dis ¥/ Dis,
/O 2 /OfR/O
- /0%/0F/0
. /0 . /0
#£/047/0, /OZ/0E/048/0X/04#/0
#/0. /O

Generally, the methods of ER can be divided into two categories.
Thefirst category leverages rules and dictionaries to represent
linguistic features and domain knowledge to identify clinical
entities[2]. The second category isbased on traditional machine
learning and neural networks [3-8]; thistype of method greatly
improvesthe performance of ER modelsbut requireslarge-scale
labeled data during model parameter training. In the medical
field, creating annotation datasets is restricted by professional
knowledge and legal regulations, so the lack of annotated
corpora becomes one of the greatest technical challenges. At
present, ER attracts alot of attention from the field to improve
the representation learning capability of current methods.
Research studies have demonstrated that using embedding
techniques can help solve the problem of missing supervised
datain NLPtasks, including the factorization methods of Global
Vectors (GloVe) [9], the neural methods of word2vec [10] and
fastText [11], and more recent dynamic methods that take into
account the context, such as Embeddings from Language Models
(ELMo) [12] and OpenAl Generative Pre-trained Transformer
(GPT) [13]. Those embedding technologies can capture the
context of semanticsin unsupervised dataand generate different
vector representations of the same word in different contextual
situations.

Among them, Bidirectional Encoder Representations from
Transformers (BERT) [14] integrates many top ideas of
language models and gives a particularly prominent
performance. Transform-block is afeature extractor and learns
different types of abstract granularity information. Multi-layer
information is iterated layer by layer to generate embedding
representation. In the actual training process, most downstream
tasks take BERT's last embedding vector as the input of the
model. However, studies found that different NLP tasks have
different characteristics of requirements. Therefore, combining
task features into the language model can reduce the loss of
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extracted information by the feature extractor and improve the
utilization of language models. For example, Peters et a [12]
explicitly showed that the lower layer fitsinto thelocal semantic
relationships, the higher layer is suitable for longer-range
relationships, and the final layer specializes in the language
model. Peterset al [15] also showed that combining all semantic
internal states models, by using a weighted-sum method to
represent the vector of aword, can enrich the characteristics of
the word in learning deep contextualized embedding
representations. Because the Chinese ER task focuses on word
granularity information, thisis astraightforward way to usethe
information extracted from the low-layer representation.

Inthiswork, we tackle representation using the BERT language
model. Our objective is to extract each layer of semantic
information using feature extractors. We constructed a
multi-level representation learning model for the optimal
integration of information. Our contributions can be summarized
asfollows:

1. We manualy annotated a new Chinese EMR (CEMR)
corpus for ER tasks. Moreover, we propose a multi-level
representation learning model to mine hidden representation.

2. The proposed model takes advantage of the multi-head
attention mechanism to integrate more suitable information
from each layer and can perform asastate-of-the-art method
on two clinical text datasets.

3. Thebest F1 score achieved by the experiment was 82.11%
on the CEMR corpus and significant improvement on the
CCKS (China Conference on Knowledge Graph and
Semantic Computing) 2018 benchmark dataset was attained.

Chinese Electronic Medical Record Dataset: A Newly
Constructed Corpus

Large labeled datasets are not always readily accessible. To
facilitate the research on the ER task of the Chinese EMRs and
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future work in related topics, we constructed a new manually
annotated CEMR dataset. The normalization of the labeling
process refers to alarge number of annotation guidelines [16].
All EMRs came from Third-Class A-Level hospitalsin Gansu
Province, China, which contained 80,000 EMRs across 14
departments. Manual labeling of 4000 medical records provided
the datafor ER experiments. Table 1 showsthe datadistribution
of the 14 hospital departments. The CEMR corpus contains six
types of entities: disease (Dis), symptom (Sym), test, treatment
(Tre), medicine (Med), and abnormal inspection result (Abn).
The categories are defined as follows:

1 Disease: refers to a specific abnorma pathological
condition. This abnormal life condition is caused by
disorders of self-regulation, such as diabetes.

2. Symptom: refersto subjective feelings described by patients

or objective facts observed externally, such as abdominal
distension.

Table 1. Electronic medical record (EMR) data distribution by department.

Zhang et a

Test: includes examination procedures, items, and
equipment to collect and confirm more information about
the disease or symptom, such as electrocardiogram.
Treatment: refersto atreatment program or intervention to
treat diseases or relieve symptoms, such as neurotrophic
treatment.

Medicine: refers to a chemical substance used to prevent
and treat diseases or to strengthen the body and improve
mental state, such asinsulin.

Abnormal inspection result: refers to an abnormal change
or inspection result observed by doctors or by examination
equipment, such as alittle sputum sound.

Before labeling the data, private information was removed in
the EMRs, such as patients’ names, addresses, and hospital I Ds.
In the process of labeling samples, the annotation tool is
developed specifically for the ER task. Moreover, some
strategies have been devel oped to create high-quality annotated
data. For example, the annotation samples will be randomly
checked at any time.

Department EMR count, n (%)

Neurosurgery 77 (1.93)

Neurology 77 (1.93)

Cardiology 77 (1.93)

Gynecology and obstetrics 77 (1.93)

Andrology 77 (1.93)

Respiratory medicine 77 (1.93)

Cardiovasology 77 (1.93)

Hepatobiliary surgery 77 (1.93)

Ophthalmology 77 (1.93)

Orthopedics 77 (1.93)

Gynecology 101 (2.53)

Pediatrics 232 (5.80)

Internal medicine 970 (24.25)

Surgery 1495 (37.38)

Other 432 (10.80)

Total 4000 (100)

Methods the semantic inf(_)r_mation from the multi_-level repreﬁentat@on

extraction was utilized asthe final semantic context embedding

Overview for each token and was input into the softmax layer to predict

The goal of the ER task is to provide the model with an EMR
and its semantic types, so that it can extract and classify all
characters in the text. The proposed model consists of three
stacked layers: the input layer, the feature extraction layer, and
the output layer.

Asshown in Figure 2, the model first used the BERT language
model to extract the semantic representations. Then, the
multi-head attention mechanism was leveraged to automatically
extract deeper semantic information from each layer. Finally,

https://medinform.jmir.org/2020/5/€17637

the entity tag. The input sentence was denoted as C = (c;, C,,
Cs, ..., Cy), Where ¢, represented the n-th character in sentence
C of the Chinese EMR. Correspondingly, the output sentence’'s
predicted tag sequence was denoted as Y = (Y4, Y2, Y3 - Vi)
where y,, belonged to one of the sets: B-Dis, I-Dis, B-Sym,
[-Sym, B-Test, I-Test, B-Tre, I-Tre, B-Med, 1-Med, B-Abn,
I-Abn, or O. In the following text, we introduce the BERT
language model and describe the proposed multi-level
representation learning model.
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Figure 2. Multi-level representation learning for ER model. B-Sym: beginning of the noun phrase for the symptom entity; B-Test: beginning of the
noun phrase for the test entity; C: input sentence; E: input embedding; 1-Sym: middle of the noun phrase for the symptom entity; I-Test: middle of the
noun phrase for the test entity; O: not a noun phrase; Trm: transform-block; y: output sentence's predicted tag sequence.
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Bidirectional Encoder Representations From
Transformers

BERT was designed to learn deep bidirectional representations
by jointly conditioning both the left and right contexts in all
layers. It was based on multi-layer bidirectional encoder
transformers and could be used for different architectures. When
given a character-level sequence C = (cy, C,, C3, ..., Gy), BERT
was formulated as follows:

hl = EToken + ESegment + EPosition (1)

hy =Trm(h_y) (2)

YEERT = softmax(wohy. + bo) (3)
where h; representsinput embedding for asequence and ismade
up Of Egrens Essgments aNd Epogitions Which mean token, segment,
and position for a sentence, respectively. The BERT leverage
transformer is the feature extractor. Trm is a transform-block

that includes self-attention, the fully connected layers, and the
output layer. The current | layer hidden state came from the

upper I-1 layer and L wasthelast layer. Y°5RT denotes the output
layer that predicts the sequence labels. In the above equations,
Wg denotes the function weight and by is the function bias. All

parameters of the transform-block were trained in advance on
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B- Sym ISym

Www

Trm Trm Trm
Trm Trm Trm
@ Trm Trm

alarge document-level corpus using a masked language model
and were fine-tuned by predicting task-specific labels with the
output layer to maximize thelog-probability of the correct label.

Multi-L evel Representation Learning for Entity
Recognition

The Multi-Level Representation Learning for ER model
(Multi-Level ER) could automatically integrate deeper semantic
information from all layers of the feature extractor for ER task.
The proposed language model took advantage of the multi-head
attention mechanism. Multi-head attention is a specia type of
attention that allowed the model to focus on different positions
of subspace representation information and could learn more
about the connections between internal elements. Figure 3 shows
the calculation process of the multi-head attention mechanism
when calculating the weight of the transform-block output
knowledge. The query (Q), key (K), and vaue (V) in the
transform-block were calculated. The process of acquiring Q,
K, and V could be written as follows:

H = Concat(hy, hy, hs, ..., h) (4)
Q = WQhL + bL (5)
K =wgH + by (6)
V=wH +by (7)
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where h, denotes the hidden state of the fina layer of the
transform-block. The parameters wo, Wy, and wy, are weight
matrices. The parameters b, , by, and by, are bias matrices. The
attention function is calculated as follows:

head, = Softmax(Q_K'/Vd)V (8)

where head, means the i-th head. Q, is the query key value of
thelast L layer. Vd is used to control the order of magnitude of
calculation results and d donates the dimension of the K vector.

Figure 3. Multi-head attention mechanism. K: key; Q: query; V: value.

Zhang et a

In thiswork, we used multi-head attention, asintroduced in the
following equation:

E = Concat(head,, head,, head,, ..., head))w;, + by, (9)

where w, is used to balance the head weight. For the final layer

of the network, we pass the results into a fully connected layer
with a softmax function, asfollows:

YMuIti—Level ER _ Softrnax(WOE + bo) (10)

where wy is the output weight matrix and by, is the bias of the
output layer.

Output

}

Linear

t

Concat

+

| MatMul ‘

. Mask (opt.) |

| MatMul

t }

Linear Linear

} }
Q K

Experiment

This model was supported by multiple sets of comparative
experiments. Each group of experiments was repeated three
times, and the result in the middle of the ranking was taken as
the final result.

Dataset and Evaluation Criteria

We evaluated the proposed model on two datasets: the CCKS
2018 dataset and the CEMR dataset. The CCKS 2018 dataset

https://medinform.jmir.org/2020/5/€17637

Linear

f
Y,

was adopted from the Chinese EMR named ER task at the
CCKS, which included 1000 admission records. In the
experiment, 600 records were used as training data and the
remaining were test data. Comparative experiments were made
on the new CEMR corpus and contained 4000 documents. We
further split the corpus set by 60%, 20%, and 20% as training,
validation, and test sets, respectively. Table 2 shows the
distribution of documentsin two datasets.
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Table 2. Components of the two datasets.
Dataset Number of records per set
Total Training set Validation set Test set
CEMR? dataset 4000 2400 800 800
ccksP 2018 1000 600 N/AS 400

3CEMR: Chinese electronic medical record.

bCCK'S: China Conference on Knowledge Graph and Semantic Computing.

“Not applicable; because the comparison method does not divide the validation set on the CCKS dataset, we have kept this the same as the original

experiment to make the comparison fair.

To evaluate the performance of all prediction methods fairly,
the results were validated by precision (P), recal (R), and F1
scores (F1) as measurements to evaluate the recognition
effectiveness of the model; these were defined as follows:

P=TP/(TP+TF) (11)

R=TP/(TP+FN) (12)

F1=2xTxP)/(P+R) (13)
An entity isannotated as correct when its category and boundary
are fully labeled correctly. TP is the count of entity labels
presenting the same labels as gold standard labels, FP is the
count of recognized entities marked incorrectly in the results,
and FN is the count of the gold standard entities that are not
present in the results of the indicator.

Parameter Setup

Hyperparameter configuration was adjusted according to the
performance on the described validation sets. We used apublicly
available pretraining language representation model, namely
the BERTgast-chineseuncaseg- THIS model has 12 layers, 768
hidden layers, and 12 heads. The multi-head attention
mechanism was utilized to automatically integrate all layers of
information. By comparing experimental results with different

head numbers, we had set the head number to 12. Wefine-tuned
themodel over 10 epochswith abatch size of 32. The maximum
training sentence length was 64. The model was trained with
the AdamW optimizer with alearning rate of le-5 and we applied
adropout rate of 0.3.

Results

Overview

We summarized the overall performance by computing the F1
score; the results are illustrated in Table 3. On the CEMR
dataset, we compared the multi-level ER learning model with
previous classic methods, including conditional random field
(CRF), convolutional neural network (CNN)+bidirectional long
short-term memory (BiLSTM)+CREF, lattice long short-term
memory (LSTM), and BERT. Wefound that the proposed model
is better than state-of-the-art baseline methods, with F1 scores
of 0.94% to 4.9%. Our multi-level ER learning model had
improved by 1.48% in its P value, 0.47% in its R value, and
0.94% in its F1 score compared to the BERT model. Theresult
also demonstrated that pretraining the multi-level ER learning
language model was highly effective for task-specific Chinese
EMR ER.

Table 3. Comparison of method performance on the Chinese el ectronic medical record (CEMR) dataset.

Method P value (%) R value (%) F1 score (%)
Conditional random field (CRF) 88.57 68.43 77.21
CNN3+BiLSTMP+CRF 8151 76.92 79.15
Lattice long short-term memory (LSTM) 88.60 74.48 80.93
Bidirectional Encoder Representations from Transformers (BERT) 83.73 78.76 81.17
Multi-level representation learning for entity recognition (multi-level ER) 85.21 79.23 82.11

8CNN: convolutional neural network.
BBiLSTM: bidirectional long short-term memory.

We also applied our model to thewidely used benchmark CCKS
2018 dataset and used the same data split to compare it. Huang
et a [17] proposed aBiL STM-CRF model for sequence tagging
and Ca et al [18] was based on the self-matching attention
mechanism (SM) and proposed an SM-LSTM-CRF model

https://medinform.jmir.org/2020/5/€17637

design for the named ER task. The results are shown in Table
4. Under the condition of not needing any external resources,
the proposed multi-level ER learning model already
outperformed the previous SM-L STM-CRF model by 3.1% on
the F1 score.
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Table 4. Comparison of method performance on the China Conference on Knowledge Graph and Semantic Computing 2018 dataset.
Method P value (%) R value (%) F1 score (%)
BILSTMACRF® [17] 65.68 69.04 67.32
SMC-LSTM-CRF [1§] 80.54 79.61 80.08
Multi-level representation learning for entity recognition (multi-  83.90 82.47 83.18

level ER)

3BiL STM: bidirectional long short-term memory.
PCRF: conditional random field.
€SM: self-matching attention mechanism.

The Effect of Assembling Methods

We compared the effects of different assembling methods on
model performance to verify the ability of the multi-head
attention mechanism to combine hierarchical information. As
listed in Table 5, we first applied concatenation that directed
the horizontal concatenated tensors; the F1 score was 81.51%.
We then adopted the sum average method to get an F1 score of

Table 5. The effect of assembling methods.

81.11%. We finaly adopted the multi-head attention method,
given that it had the best overal performance compared to
several other methods we evaluated. The results showed that
integrated hidden information can acquire more suitable
representation; the multi-head attention mechanism can be
leveraged to automatically extract deeper semantic information
from each layer, which isthe most effective assembling method.

Assembling method P value (%) R value (%) F1 score (%)
Concatenation 84.22 78.97 81.51
Sum average 83.27 79.06 81.11
Multi-head attention mechanism 85.21 79.23 82.11

The Effect of Extraction Layer Numbers

To examine the impact of extraction layer numbers on model
performance, we performed comparative experiments using
various extraction layer numbers; theresultsare shownin Table
6. It was observed that the performance of al layerswas superior
to that of the other numbers of layers, which introduced
multi-level ER into the language model and enhanced model
performance. By and large, the tendency was that performance

Table 6. The effect of extracted layer numbers.

improved asthe number of extracting layersincreased. However,
we also discovered that extracting the last four layers gave
higher F1 scores than extracting the last six or two layers. The
analysis showed that the results were closely related to the
specific dataset. Of course, as the number of layers increased,
parameters required by the neural network also increased
significantly. Therefore, when there was a high demand for
speed on the model, we could select a structure that included
the last four layers to optimize time efficiency.

Extraction layer number P value (%) R value (%) F1 score (%)
Tota layers 85.21 79.23 82.11
Thelast six layers 85.15 78.65 81.77
The last four layers 85.50 78.68 81.95
The last two layers 84.51 78.68 81.49

The Effect of Dataset Size

Figure 4 shows the impact of the dataset size on model
performance. Horizontal coordinates represent the size of the
training dataset and vertical coordinates indicate the F1 scores.
During the experiment, we used different sized corporato train
the CNN-LSTM-CRF, BERT, and multi-level ER models. The
figure shows that as the training dataset increased, the
performance of the models also improved. In reality, we had a

https://medinform.jmir.org/2020/5/€17637

limited number of datasets, and models were unlikely to reach
saturation. Therefore, theimpact of dataset size on performance
was particularly critical. We found that the CNN-LSTM-CRF
model performance was sharply affected by the size of the
dataset when the training set increased from 70% to 100%.
Inversely, the BERT model and the multi-level ER model were
less influenced by the training dataset size, and our proposed
multi-level RE model outperformed the BERT model.
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Figure 4. The effect of dataset size. BERT: Bidirectional Encoder Representations from Transformers, CNN: convolutional neural network; CRF:
conditional random field; LSTM: long short-term memory; Multi-Level ER: multi-level representation learning for entity recognition.
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: : “disease” isincluded within the medical history, it is mistaken
Discussion for adisease. For example, case study 1 in Figure 5 shows that
Case Studies history of mental disease” is recognized as a disease. Case

To show that our model was able to solve the challenge of
integrating representation information, three case studies
comparing the multi-level ER model with the BERT model are
shown in Figure 5. Severa obvious trends emerged from the
comparative experiments. Most generally, when the word

study 2 in Figure 5 shows that when “anal” and “external
genitals’ appear together before the examination, the system
will only identify the adjacent areato be tested. The descriptions
with the obviousword “treatment” areidentified as atreatment
in case study 3 of Figure 5.

Figure5. Case studies comparing the multi-level representation learning for entity recognition (Multi-Level ER) model with the Bidirectional Encoder

Representations from Transformers (BERT) model.

Case BERT
FihERA. BhEHA. #FEA L
Case 1
Deny diabetes, cerebrovascular disease, and
history of mental disease.
A 2R AFF.
Case 2
Anal and results: no
abnormal.
SEFAFRBARG—FEA.
Case 3

The patient and his family sought further
treatment.

We found that the BERT modd’s embedding technology
improves the performance of the ER model in Chinese EMRS,
however, using information from only the last layer of the
feature extractor in the language model did not achieve the best
experimental results. Our proposed multi-level ER model
combines the information from each layer of the feature
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abnormal. abnormal.

SEERFRARAFHER.
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extractor and selects the most suitable, long-term, syntactic,
relationship information for the ER task, which greatly improves
the performance of the model.
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Related Work

ER tasks attract a large amount of scholastic attention. The
development of deep learning methods has resulted in a
breakthrough regarding these tasks. CNN and recurrent neural
network (RNN) models have emerged one after another; the
attention mechanism and transfer learning were applied to the
model. Wu et a [19] utilized a CNN model to generate features
represented by several global hidden nodes. Both local features
and global featureswere then fed into a standard affine network
to recognize named entities in clinical text. Ju et a [20] used
an LSTM neural model toidentify nested entitiesby dynamically
stacking flat, named ER layers. Rei et a [21] applied the
attention mechanism to dynamically decide how much
information to use from a character-level or word-level
component in an end-to-end model. Lee et a [22] applied
transfer learning in named ER by training a model on source
task and using the trained model on the target task for
fine-tuning. Peng et a [23] proposed a method where the
prediction model was based on BiLSTM, which was taken as
the source task of transfer learning. For the ER task in clinical
notes, Bharadwaj et a’s [24] work centered on effectively
adapting these neural architecturestoward |ow-resource settings
using parameter transfer methods.

Language models can capture the syntactic and semantic
information of words from a large number of unlabeled texts,
which alleviates the problem of an insufficiently annotated
corpus in specia domains. Peters et a [12] used a language
model to obtain a deep contextualized word pretraining
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representation called ELMo and improved the accuracy of six
NLP tasks. Radford et al [13] proposed the GPT for language
understanding tasks. For text classification and sequence
labeling tasks, the transfer ability is better. Devlin et al [14]
proposed the pretraining of deep bidirectional transformersfor
language understanding (ie, BERT); it captured true directional
context information, sweeping 11 NL P tasksthrough pretraining
and fine-tuning.

Our motivation is to seize the optimal information from each
layer of afeature extractor to suit agiven task. Takase et al [25]
employed intermediate layer representation, including input
embedding, to calculate the probability distributionsto solve a
ranking problem in language generation tasks. Kaneko et a [26]
demonstrated that learning suitable representation came from
different layersin grammatical error detection tasks. Therefore,
we tracked their work and found the issue in the ER task in
Chinese EMRs.

Conclusions

We propose anovel, multi-level, representation learning model
for ER of Chinese EMRs-the multi-level ER model. We
compared our model with state-of-the-art model s and observed
comparable performance without any external syntactic tools.
The results showed that the use of the multi-head attention
mechanism can effectively integrate deep semantic information
from each layer of the feature extractor. In the future, we plan
to apply multi-level ER to other language representation models
in order to obtain even greater improvement.
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Abstract

Background: Extracting the interactions between chemicals and proteins from the biomedical literature isimportant for many
biomedical tasks such as drug discovery, medicine precision, and knowledge graph construction. Several computational methods
have been proposed for automatic chemical-protein interaction (CPI) extraction. However, the mgjority of these proposed models
cannot effectively learn semantic and syntactic information from complex sentences in biomedical texts.

Objective: To relieve this problem, we propose a method to effectively encode syntactic information from long text for CPI
extraction.

Methods: Since syntactic information can be captured from dependency graphs, graph convolutional networks (GCNs) have
recently drawn increasing attention in natural language processing. To investigate the performance of a GCN on CPI extraction,
this paper proposesanovel GCN-based model. The model can effectively capture sequential information and long-range syntactic
relations between words by using the dependency structure of input sentences.

Results: We evaluated our model on the ChemProt corpus rel eased by BioCreative V1; it achieved an F-score of 65.17%, which
is 1.07% higher than that of the state-of-the-art system proposed by Peng et al. As indicated by the significance test (P<.001),
theimprovement is significant. It indicatesthat our model is effectivein extracting CPIs. The GCN-based model can better capture
the semantic and syntactic information of the sentence compared to other models, therefore alleviating the problems associated
with the complexity of biomedical literature.

Conclusions: Our model can obtain moreinformation from the dependency graph than previously proposed models. Experimental
results suggest that it is competitive to state-of-the-art methods and significantly outperforms other methods on the ChemProt
corpus, which is the benchmark data set for CPI extraction.

(JMIR Med Inform 2020;8(5):e€17643) doi:10.2196/17643

KEYWORDS
chemical-protein interaction; graph convolutional network; long-range syntactic; dependency structure

extraction plays an important role in various biomedical tasks
such as drug discovery, medicine precision, and knowledge
graph construction [1]. With the rapidly increasing volume of
biomedical literature, it becomestime-and-resource—consuming
to extract CPls from biomedical literature manually. There are

Introduction

Biomedical literature has grown significantly with the
development of biomedical technology, which contains alarge
amount of valuable chemical-protein interactions (CPIs). CPI
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some computational methods that have been successfully
proposed for automatic biomedical relation extraction [2-6].
However, most previous studies focused on the extraction of
drug-drug interactions, protein-protein interactions, and
chemical-disease interactions, only a few attempts were
developed to extract CPIS[7].

The BioCreative VI ChemProt shared task [8] created the
ChemProt data set, which is used in the development of CPI
extraction methods. The current CPI extraction systems can be
generaly divided into two categories: the traditional machine
|earning—based methods and the neural network—based methods.
Thetraditional machinelearning—based methods conventionally
train a CPl extractor by handcrafted features [7]. The neura
network—based methods can automatically learn powerful
features to train a classifier, and therefore, have become a
promising method for CPI extraction.

Mehryary et a [9] combined a support vector machine (SVM)
and long short-term memory (LSTM) to extract CPIs and
achieved a high F-score by arich set of features. Warikoo et al
[10] also exploited a set of linguistic features to train a tree
kernel classifier to obtain CPls from biomedical literature.
Generally, these methods depend heavily on feature engineering.
Recently, attention mechanisms have been successfully used in
many natural language processing tasks, and some works have
employed it in CPl extraction. Liu et al [11] aggregated an
attention mechanism and gated recurrent units (GRU) to extend
the LSTM model. Vergaet al [12] encoded pair-wise predictions
over entire abstracts by synthesizing self-attention and
convolutions. Corbett and Boyle [13] employed multiple LSTM
layers with unlabeled data to extract relations amongst the
ChemProt corpus and achieved good performance. Peng et al
[14] applied an ensemble system to extract CPIs, which consists
of threeindividual models, including SVM, convolutiona neural
network (CNN), and bi-directional long short-term memory
(Bi-LSTM) modules. The system achieved an F-score of 64.1%
and won the top rank in the BioCreative VI ChemProt shared
task.

However, most of the proposed methods only utilize the
sequential information of sentences; syntactic information has
not been carefully studied yet. Due to the presence of complex
sentences in biomedical literature, it is difficult to effectively
learn the semantic and syntactic information for some neural
network—based models (eg, CNN [15], LSTM [13,16], and GRU
[17]). To address this problem, we apply a graph convol utional
network (GCN) [18,19] for CPI extraction. The GCN can exploit
dependency structure and capture long-range syntactic relations
of input sentences. Therefore, it is more effective and precise
than other modules for CPI extraction.

http://medinform.jmir.org/2020/5/€17643/
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Additionally, sentencesin the biomedical literature are generally
lengthy, so there is a considerable amount of irrelevant words.
For example, in the sentence “Dasatinib (BMS-354825) is a
novel orally bioavailable SRC/ABL inhibitor that has activity
against multiple imatinib-resistant BCR-ABL isoformsin vitro
that is presently showing considerable promise in early-phase
clinical trials of chronic myeloid leukemia(CML),” “ Dasatinib
(BMS-354825) is a novel oraly bioavailable SRC/ABL
inhibitor” can aready express the inhibitory relationship
between theentities* Dasatinib” and “ SRC.” Other words, which
may affect the performance of the relation extractor, are
irrelevant. Inspired by Zhang et a [20], we apply a path-centric
pruning strategy to incorporate relevant information while
maximally reducing the influence of noisy words in long
sentences. This strategy retains tokens that are up to distance
N away from the dependency path in the lowest common
ancestor (LCA) subtree [21]. The experimental results prove
that this strategy can improve the robustness of our model. The
model achieves the best balance between noisy words and
relevant words when N is set to 2.

A single GCN model usually depends highly on correct parse
trees to extract crucial information from sentences, while
existing parsing algorithms produce imperfect trees in many
cases. To further improve the robustness of our mode, we apply
a Bi-LSTM network to obtain contextual information about
word order or disambiguation. The compound model can better
leverage local word patterns regardless of parsing quality.

In summary, we propose a GCN-based model in this paper to
extract CPls. We evaluated our model on the ChemProt corpus,
which isthe benchmark data set for CPI extraction. To the best
of our knowledge, thisisthefirst study to use a GCN encoding
syntactic graph for CPI extraction.

Methods

Overview

The overall architecture of our model is presented in Figure 1.
Our model contains three parts: the Bi-LSTM layer, the GCN
layer, and the classification layer. In the model, a Bi-LSTM
layer is applied first to capture local word patterns and output
the representation of each word within the whole sentence.
Subsequently, the contextualized representation and the
dependency graph (with two directly attached dependencies)
of input sentences are fed into the GCN layer to integrate
dependency information into word representations. After that,
amax-pooling layer is applied to generate the representation of
the sentence and two target entities from word representations.
Finaly, these representations are concatenated and fed into a
multilayer perceptron (MLP) for softmax classification. In the
following section, we will introduce our model in detail.
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Figure 1. The overal architecture of our model. Bi-LSTM: bi-directional long short-term memory; GCN: graph convolutional network; POS:
part-of-speech; MLP: multilayer perceptron; sub: subject; obj: object; hc: representation of chemical; hs: representation of sentence; hp: representation

of protein; f: max-pooling function.
Bi-LSTM

2-hydroxy-

Type POS Word
embedding

inhibit

derwatwes activity

2- hydroxyd\arylamlde
tmprss4 serine  protease

dependency graph

TheBi-LSTM Layer

We adopt a Bi-LSTM layer to capture contextual information
about word order and reduce the impact of parsing errorsin our
model. The Bi-LSTM layer is applied on the whole sentence to
learn the representation of each word. Bi-LSTM can capture
more comprehensive features by dealing with theinput sequence
from forward and backward directions, compared with
unidirectional LSTM; it isthe combination of theforward LSTM
and backward LSTM.

In the ChemProt corpus, some entities contain multiple types
of words, especidly therelationtype“PART_OF," which means
one entity is part of another type of entity within arelation entity
pair. For example, “thiazide-sensitive sodium-chloride
cotransporter” is a gene entity, and “sodium-chloride” is a
chemical entity. To reduce this interference, we apply prior
knowledge of the entity type as a feature to improve CPI
extraction.

Theinput of the Bi-LSTM layer consists of three parts, including
word embedding, part-of-speech (POS) embedding and entity
type embedding. Given a sentence S= {w;,W,,...,w,}, the POS
sequence P = {p;,pa---Pn} can be aobtained by the Stanford
CoreNLP toolkit [22], where w; is the i-th word in a sentence
and p; isits POS. We obtain the sequence of entity types T =
{t1,t,.. .t} through the index information of the entity pairsin

a sentence. We tagged entity tokens “chemical” or “gen” and
other words “O." The word embedding is initialized with
pretrained word embedding, which isobtained by FastText [23].
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POS and entity type embedding are initialized randomly. The
input of the model is denoted as follows:

@]
For each token x;, the forward LSTM and backward LSTM
consider the contextual information before and after it,

respectively. The final output is the concatenation of the two
directions. The Bi-LSTM calculation process is presented as

follows:
@]

where E and E denote the hidden states of the forward and

backward LSTM of x;, respectively. @ denotes concatenation
operation.

The GCN Layer

GCNs can learn a state embedding, which contains the
information of a neighborhood for each node in agraph. It has
been proven that models or dependency-based models are very
effectivein relation extraction by capturing long-range syntactic
relations [24-26]. In our model, we apply a GCN to improve
the performance of CPI extraction by utilizing the dependency
parse trees of the input sentences. In order to reduce the
influence of noisy words in long sentences, we further apply a
pruning strategy on the dependency trees to remove irrelevant
words while maximally keeping crucial content.
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Given a sentence, we first apply the Stanford CoreNL P toolkit
to get its dependency tree, which is considered as an undirected
graph. Then, we apply apath-centric pruning strategy and retain
two directly attached words around the shortest path at the LCA
of thetwo entities[20]. After that, we convert the subgraph into
an adjacency matrix A. If thereisadependency relation between
nodei and j, is assigned with avalue of 1. Finally, we apply a
GCN over the output of Bi-LSTM and adjacency matrix A to
get an updated hidden representation of h;. This can be

represented as shown in formula 5. In an L-layer GCN, if we

use@ astheinput vector and El as the output vector for node
i at the I-th layer, the graph convolution operation of the I-th
layer can be represented as shown in formula 6.

@

where W9 and W are weight linear transformations, b% and
b") are bias terms, and f is a nonlinear function (eg, a rectified
linear unit [ReL U]). We could obtain the hidden representation
of each token directly influenced by its neighbors no more than
L edges apart in the dependency trees after applying an L-layer
GCN over word vectors. To avoid a sentence representation
favoring high-degree nodesregardless of theinformation carried

in the node and to transfer information in E to E, we
normalized the activations in the graph convolution before
feeding it through a nonlinearity, and added self-loops to each

node in the graph:
E

where|E . I isthe n x nidentity matrix, and (] is the degree
of token i in the resulting graph.

The Output and Classification Layer

The CPI extraction can be regarded as a classification problem.
Given a sentence S= {wy,W, ...,w} where w; is the i-th token,
let § = {We,Weo,e W} and S, = {Wp,Wp,..., W} denote
chemical sequence and protein sequence, respectively. Thegoal
of CPI extraction isto predict the relation rR hold between the
chemical § and gen S; otherwise, “no relation” is declared.
After the Bi-LSTM and GCN layers, we can obtain the hidden
representation of each token, which is influenced by not only
local word patterns but also long-range words. To utilize these
word representations for relation extraction, we mapped from
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h® (n output vectors) to the sentence vector hgy. The

information close to entity tokens in the dependency trees is
generally important in relation classification. Therefore, we also
apply a max-pooling function to obtain entity pair

representations h, and h, from h® as follows:

]

where@ denotes the output after L-layer GCN, and f denotes
amax-pooling function.

Then, we connect sentence representation with entity
representation [27,28] as a new representation, and feed it into
a feed-forward neural network (FFNN) inspired by relational

reasoning works:
E

Finally, we apply alinear layer followed by asoftmax operation
over the final representation hg,, to obtain a probability
distribution over chemical-protein relations and the computation
is shown asfollows:

E

whereW, and b, aretrainable parameters, and r isrelation type.

Evaluation Metrics

In experiments, the Micro-average F-scoreis applied to evaluate
the performance of our model, which is a harmonic mean of P
and R, where P denotes precision and R denotes recall:

@

TP, FN, and FP denote true positive, false negative, and false
positive, respectively.

Results

Data Retrieval and Preprocessing

CPI extraction aimsto classify whether a semantic relation that
holds between the chemical and protein entity pairs within a
sentence or document. The BioCreative VI ChemProt task
delivered the corpus as a manually annotated CPI data set that
consists of training, development, and test sets. Each setincludes
the abstracts, entities, and relations files. Figure 2 provides an
example of the three files from the ChemProt training set.
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Figure 2. Examples of the ChemProt corpus. CPI: chemical-protein interaction.

Abstract example

23414802
as TMPRSS4 inhibitors.

Discovery of novel 2-hydroxydiarylamide derivatives
TMPRSS4 is a novel type II transmembrane
serine protease that has been implicated in the invasion and
metastasis of colon cancer cells.
of 2-hydroxydiarylamide derivatives were synthesized and
evaluated for inhibiting TMPRSS4 serine protease activity and
suppressing cancer cell invasion.
good inhibitory activity against TMPRSS4 serine protease, which
correlated with the promising anti-invasive activity of colon
cancer cells overexpressing TMPRSS4.

In this study, a novel series

These derivatives demonstrated

Entity annotation example

23414802 T1
23414802 T2
23414802 T3
23414802 T4
23414802 T5
23414802 T6
23414802 T
23414802 T8

CHEMICAL
CHEMICAL 19 39
GENE-Y 75 82
GENE-N 94 131
GENE-Y
GENE-N

CHEMICAL 244 264
CHEMICAL 331 337
466 472

2-hydroxydiarylamide

serine

serine

2-hydroxydiarylamide

TMPRSS4

type II transmembrane serine proteas
323 330 TMPRSS4

331 346 serine protease

CPI annotation example

23414802 CPR:4 Argl:T1 Arg2:T7
23414802 CPR: 4 Argl:T1 Arg2:T8
23414802 CPR:4 Argl:T4 Arg2:T12

The abstractsfile providesthearticleidentifier, title, and abstract
document for each article. The entities file consists of the
PubMed Unique I dentifier (PMID), entity number, type of entity
mentions, start and end character offset, and text string of entity
mention. The relations file is composed of the PMID, CPI
relation class, evaluation type, and CPI relation and interactor
arguments. In the ChemProt corpus, there are 10-type relation
classes, and each relation classincludes one or multiplerelation
types (Table 1). Although there are 10-type relation classesin
ChemProt corpus, only five are used for evaluation purposes
(ie, CPR:3, CPR:4, CPR:5, CPR:6, and CPR:9). Table 2 shows
the statistics of the ChemProt corpus.

The original corpus consists of PubMed abstracts from
biomedical literature in which more than 98% of relation entity
pairs within a sentence [8]. Therefore, we neglected the
cross-sentence entity pairs and conducted experiment at the
sentencelevel. For CPI extraction, wetook some preprocessing
steps on the original corpus. First, we split abstracts into

Table 1. The chemical-protein relation (CPR) groups.

sentences and only retained the sentences that contained the
relational entity pairs. Then, we reassigned the training set and
developing set with a ratio of 9:1. Finally, we replaced each
digit string that was not an entity substring with a particular
“num” tag.

Figure 3 gives two illustrative examples of CPI extraction. In
the first example, the sentence “Alprenolol and BAAM aso
caused surmountabl e antagonism of isoprenaline responses, and
this beta 1-adrenoceptor antagonism was slowly reversible.”
contains arelational entity pair. To accurately extract the CPI,
we need to first detect the chemical entity “Alprenolol” and
protein entity “beta 1-adrenoceptor,” and then classify the
interaction as the CPR:6 class. The second example is along
and complex sentence. It is more difficult for the relation
classifier to extract the interaction between the chemica and
protein entities. Our model aimsto predict the interactions, and
the output is the relation type of chemical-protein entity pairs
as shown in Figure 3.

Group Evaluated in the BioCreative VI ChemProt relations
ChemProt shared task?
CPR:1 No PART_OF
CPR:2 No REGULATOR|DIRECT_REGULATOR|INDIRECT_REGULATOR
CPR:3 Yes UPREGULATORJACTIVATOR|INDIRECT_UPREGULATOR
CPR:4 Yes DOWNREGULATOR|INHIBITOR|INDIRECT_DOWNREGULATOR
CPR:5 Yes AGONIST|AGONIST-ACTIVATORJAGONIST-INHIBITOR
CPR:6 Yes ANTAGONIST
CPR:7 No MODULATOR|MODULATOR-ACTIVATOR|[MODULATOR-INHIBITOR
CPR:8 No COFACTOR
CPR:9 Yes SUBSTRATE|PRODUCT _OF|SUBSTRATE_PRODUCT _OF
CPR:10 No NOT
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Table 2. Statistics of the ChemProt corpus.
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Annotations Data set

Training, n Development, n Test, n
Document 1020 612 800
Chemicals 13,017 8004 10,810
Proteins 12,752 7567 10,019
CPR®3 768 550 665
CPR:4 2254 1094 1661
CPR:5 173 116 195
CPR:6 235 199 293
CPR:9 727 457 644
Evaluated CPIs” 4157 2416 3458
Evaluated CPIsin one sentence 4122 2412 3444

8CPR: chemical-protein relation.
bepr: chemical-protein interaction.

Figure 3. Illustrative examples of chemical-protein relation (CPR) classes.

CPR6: (Antagonist)

Chemical entity
Protein entity

Chemical entity

I

(CML).

Alprenolol and BAAM also caused|surmountable antagonism of isoprenaline responses,
and this beta 1-adrenoceptor antagonism was slowly reversible.

CPR4: (Down regulator, Inhibitor)

Dasatinib (BMS-354825) is a novel orally bioavailable SRC/ABL inhibitor that has
activity against multiple imatinib-resistant BCR-ABL isoforms in vitro that is presently
showing considerable promise in early-phase clinical trials of chronic myeloid leukemia

Protein entity

Experimental Settings

Inthiswork, FastText [23] was used to pretrain word embedding
on the ChemProt corpus. Before the experiments, we set the
range of parameters based on experience, then tuned the
parameters on the development set by using grid search to
determine the optimal parameters, and finally selected the best
model of parameters that were optimal for evaluation on the
test set. Without overfitting, the best model generally can
achieve the best performance (the highest F-score) on the
development set. The detailed tune range and hyperparameter
values arelisted in Table 3.

Comparison of Different Pruning Distances

To obtain the best pruning distance, we experimented with
N{0,1,2,3,,0} on the ChemProt corpus—N=0 corresponds to

http://medinform.jmir.org/2020/5/€17643/

RenderX

pruning the tree down to the path; N=1 keeps all nodesthat are
directly attached to the path; N=2,3 means holding words up to
distance 2 and 3 away from the dependency path in the LCA
subtree; and N=co retains the entire LCA subtree.

As shown in Figure 4, the performance of our model reaches
its peak and outperforms other pruning distance at N=2. This
confirms that pruning too aggressively (N=0,1) could lead to a
loss of crucia information while retaining too many irrelevant
words (N=3) aso decreases model performance due to the
interference of irrelevant information. When N=2, the model
achieves the best balance between including relevant and
irrelevant information.
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Table 3. Hyperparameter setting.
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Hyperparameter Tuned range Optimal
Word embedding dimension [100,200,300] 200
POS? embedding dimension [10,20,30,40] 20
Entity type embedding dimension [40,50,60,70,80] 60
GCNP hidden units [100,200,300] 200
LSTM® hidden units [100,200,300] 200
Learning rate [0.1,0.2,0.3,0.4] 0.3
Dropout rate [0.4,0.5,0.6] 0.5
3POS:; part-of-speech.
bGCN: graph convolutional network.
YL STM: long short-term memory.
Figure 4. Comparison of different pruning distances.
66
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Comparison of Different Embedding Features

Table 4 showsthe effectiveness of different embedding features,
including word embedding, entity type embedding, and POS
embedding. The model achieves an F-score of 59.56% when
only using word embedding. When POS and word embedding
are combined, the F-scoreincreasesto 60.69%. When the entity
type and word embedding are combined, the F-score increases

Table 4. Performance evaluation of different embedding features.

to 62.52% (an increase of 2.96%). Furthermore, when both
entity type and POS embedding are integrated with word
embedding, the F-scoreimprovesto 65.17%. The results suggest
that the main contributor to performanceis prior knowledge of
the entity type. This confirms the validity of the entity typein
CPI extraction. The POS embedding is also valuable to the
model.

Embedding feature Precision (%) Recall (%) F-score (%) A (%)

Word 57.64 61.62 59.56 _a

Word+POS? 58.49 63.06 60.69 +1.13

Word+Entity type 64.06 61.05 62.52 +2.96

Word+POS+Entity type 63.79 66.62 65.17 +5.61
3Not applicable.

bpos:; part-of-speech.

Comparison With the Baseline Method

Different single modelsand their ensemble modelsare compared
with each other in this section. As shown in Table 5, al
ensemble models perform better than al single models, and the
GCN+BIi-LSTM mode performsbetter thanthe Bi-LSTM+CNN
model. Theresultsindicate that ensemble models can generally
capture moreinformation than single models. In termsof overall

http://medinform.jmir.org/2020/5/€17643/

RenderX

performance, the precision, recall, and F-score of the
Bi-LSTM+GCN mode are higher than those of the
Bi-LSTM+CNN model. Our model can fully capturethe overall
information of the sentence by combining sequence structure
information and syntactic information, while the Bi-LSTM+
CNN model could only obtain sequence structure information,
which confirms the effectiveness of the GCN model in CPI
extraction.
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Table 5. Comparison with the baseline method.
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Model Precision (%) Recall (%) F-score (%)
Single models
CNN? 4247 69.43 52.70
GeNP 48.77 63.69 55.24
Bi-LSTM® 60.59 60.34 60.46
Ensemble models
Bi-LSTM+CNN 57.77 64.73 61.05
Bi-LSTM+GCN (our model) 63.79 66.62 65.17

8CNN: convolutional neural network.
bGCN: graph convolutional network.
CBi-LSTM: bi-directional long short-term memory.

Discussion

The experimental results suggest that our model can effectively
extract CPIs; it is better at learning semantic and syntactic
information from sentences compared to other models.
Additionaly, the pruning strategy can aleviate the influence
of irrelevant words in long sentences in biomedical literature,

Table 6. Comparison with other existing methods.

by only retaining N away tokens from the dependency path in
the LCA subtree.

Comparison With Prior Work

A comparison of our model with other existing methods on the
ChemProt corpusisshownin Table 6. It can befound that neural
network—based methods perform better than traditional machine
learning—based methods, and our method achieves the highest
F-score of 65.17%.

Model Precision (%) Recall (%) F-score (%)
Vergaet a [12] 48.00 54.10 50.80
Matos[29] 57.38 47.22 51.81
Liuetal [11] 57.4 487 52.7

Lung et a [30] 63.52 51.21 56.71
Corbett and Boyle [13] 62.97 62.20 62.58
Mehryary et a [9] 59.05 67.76 63.10

Peng et al [14] 72.66 57.35 64.10

Our model 63.79 66.62 65.17

Lung et a [30] used machine learning methods to integrate the
semantic and dependency graph features through a three-stage
model. They achieved an F-score of 56.71%. Similarly, Corbett
and Boyle[13] used pretrained LSTM and Bi-LSTM to extract
CPlsin two stages and achieved a higher F-score of 61.5%. A
particular feature of their system was the usage of unlabeled
databoth to pretrain word embedding and pretrain LSTM layers
in the neura network.

Verga et al [12] applied attention mechanisms in their model.
They synthesized convolutions and self-attention to extract
CPls. Liu et a [11] achieved an F-score of 52.7% by
synthesizing GRU and attention pooling. The results of
word-level attention weights in the model of Liu et a [11]
showed that attention mechanism is effective in selecting the
most important trigger words when trained with semantic
relation labelswithout the need of semantic parsing and feature
engineering.

http://medinform.jmir.org/2020/5/€17643/

Mehryary et a [9] employed an ensembl e system that combined
theresultsof SVM and LSTM, and they achieved acompetitive
result. Peng et al [14] utilized more external features. They
stacked SVM, CNN, and RNN models, and combined the
outputs of the three systems by either majority voting or
stacking. They achieved the best F-score of 64.10% in the
BioCreative VI ChemProt shared task. Our model synthesized
Bi-LSTM and GCN and achieved an improvement of 1.07%in
F-score over the system of Peng et al [14]. Wefurther performed
significance tests with P<.05 indicating significance. The P
value of Peng et al [14] and our model is less than .001. It
indicates that the improvement of 1.07% in F-score is
significant.

Results Analysis

The experimental results indicate that the GCN module is
valuablein CPI extraction. It can extract CPlsfrom biomedical

texts with syntactic graph representations. It might be also
efficient in other biomedical tasks by utilizing the sentence
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parse structure. By comparing different pruning distance, we
reveal ed that the length of sentence also playsan important role
in relation extraction. The noisy words that are irrelevant to
relations might hamper the performance of the extractor.

GCNs can learn effective representation for relation extraction.
However, asingle GCN model could not capture the contextual
information of word order. Additionally, GCN highly depends
on correct parse trees to extract information from sentences,
while existing parsing algorithms produce imperfect trees in
many cases. To resolve these issues and improve the robustness
of our model, we applied Bi-LSTM to generate contextualized
representation and feed it into the GCN layer. The results
confirm that the ensemble model of GCN and Bi-LSTM is
validated for CPI extraction.

Contributions

The model we proposed in this paper aims to extract CPl and
achieve state-of-the-art performance on the ChemProt corpus.
Our main contributions are as follows.

We proposed a novel neural model based on a GCN for CPI
extraction, which can capture long-range syntactic information
by utilizing the dependency structure of the input sentence. To
improve the robustness, we applied a path-centric pruning
strategy to remove irrelevant words without damaging crucial
content on the dependency trees. Through the pruning strategy,
the influence of noisy words can be reduced, thereby further
improving the performance of the model. Furthermore, a
Bi-LSTM layer isutilized to better leverage local word patterns
regardless of parsing quality.

Wang et al

Our model can automatically extract CPIsfrom alarge amount
of biomedical literature, which can save significant labor force
and resources. Abundant biological entity relations can deliver
useful chemicalsfor some diseases and save time by optimizing
the drug development cycle, thereby helping pharmacists
discover drugs. Furthermore, the knowledge graph generally
contains rich, structured knowledge and has been widely used
in natural language processing applications, such as search
engines and question answering systems. However, the rapidly
increasing volume of information requires refinement in the
coverage of knowledge graphs. CPl extraction can help
researchersto efficiently acquire biomedical knowledge, which
can enrich the information needed for knowledge graph
construction.

Conclusions

We proposed a novel model based on a GCN to extract CPI.
The GCN module can encode syntactic information over the
dependency graphs of input sentences. To reduce the impact of
noisy words, our model only retains tokens that are up to a
distance of N=2 away from the dependency path in the LCA
subtree. Additionally, it applies Bi-LSTM to generate a
contextualized representation and feed it into the GCN layer to
resolve parsing errors and improve the robustness of the model.
The experimental results demonstrated that our model achieves
state-of-the-art performance. We plan to further improve our
model and apply our method to extract other biomedical relation
entity pairs.
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Abstract

Background: Knowledge graph embedding is an effective semantic representation method for entities and relationsin knowledge
graphs. Several tranglation-based algorithms, including TransE, TransH, TransR, TransD, and TranSparse, have been proposed
to learn effective embedding vectors from typical knowledge graphs in which the relations between head and tail entities are
deterministic. However, in medical knowledge graphs, the relations between head and tail entities are inherently probabilistic.
This difference introduces a challenge in embedding medical knowledge graphs.

Objective: We aimed to address the challenge of how to learn the probability values of triplets into representation vectors by
making enhancementsto existing TransX (where X iskE, H, R, D, or Sparse) algorithms, including the following: (1) constructing
a mapping function between the score value and the probability, and (2) introducing probability-based loss of triplets into the
original margin-based loss function.

Methods: We performed the proposed PrTransX algorithm on a medical knowledge graph that we built from large-scale
real-world electronic medical records data. We eval uated the embeddings using link prediction task.

Results. Compared with the corresponding TransX algorithms, the proposed PrTransX performed better than the TransX model
in al evaluation indicators, achieving a higher proportion of corrected entities ranked in the top 10 and normalized discounted
cumulative gain of the top 10 predicted tail entities, and lower mean rank.

Conclusions: The proposed PrTransX successfully incorporated the uncertainty of the knowledge triplets into the embedding
vectors.

(IMIR Med Inform 2020;8(5):€17645) doi:10.2196/17645
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Introduction

Background

In medical fields, knowledge graphs (KGs) are the core
underlying component of aclinical decision support system [1].
Clinical decision support system applications based on KGs
have been reported in different scenarios, such as medicine
recommendations[2] and drug-to-drug similarity measurements
[3]. The KG isagraph-based knowl edge representation method,
which uses a set of (head, relation, tail) tripletsto represent the
various entities and their relationshipsin adomain. Each triplet
iscaled as afact aswell. In KGs, nodes represent entities and
edges represent relationships between entities. Medical KGs
can be built either by human experts or by using unsupervised
data mining from electronic medical records (EMRS). Thefirst
approach is too labor-intensive to be feasible for building
large-scale KGs. Thus, unsupervised or semisupervised data
mining from EMR datais a promising approach [4].

To learn effective knowledge representations, KG embedding
has been proposed and gained massive attention, since the
embedding vectors are easier to manipulate than the original
symbolic entities and relations. The embedding algorithm maps
the symbolic entities and relations into a continuous
low-dimension vector space while preserving their semantic
information. Different approaches to embed KGs by using
trandation-based | earning embedding vectors are reported, such
as TransE/H/R/D/Sparse [5-9] (noted as TransX hereafter).
TransX algorithms learn embedding vectors from the
deterministic facts in a KG. The learned embedding vectors
help to improve performance of knowledge completion and
other common natural language processing tasks [10]. In the
medical field, embedding vectors are reported to be capable of
improving diagnostic inference tasks [11].

Related Approachesof Knowledge Graph Embedding

Bordes et a [5] implemented a trandlation-based algorithm
(TransE) to model the (h,r,t) triplets in KGs. The score value
of agiven triplet is defined as the distance between h+r and t.
The margin-based ranking criterion is defined asalossfunction,
and its target is to make the score value of a positive triplet be
lower than that of a negative triplet by some margin. Transk
featureslow model complexity while achieving relatively good
predictive performance. Although the criticism has been made
that TransE might learn similar vector representations for
different tail entities in a 1-to-N relationship, the experiment
results for TransH [6] and our study proved that such aflaw is
not significant when the number of relationsis small enough.

TransH [6] introduced rel ation-dependent hyperplanesto handle
reflexive, 1-to-N, N-to-1, and N-to-N relations. The head and
tail embedding vectors are mapped to the relation-dependent
hyperplane, making it possibleto project one entity into different
projection vectors in different relations.

TransR [7] further extends the idea of the relation-specific
projection by proposing to project an entity-embedding vector
into a relation-specific vector space instead of a hyperplane.
The introduction of the relation-specific space makes TransR
more expressive at modeling differences among the relation
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and entities. Thus, TransR surpassed TransH in predicting the
tail entitiesin many-to-many relations. CTransR isan extension
of TransR that is designed to handle the differences in each
relation. By clustering pairs within 1 relation, the implicit
subtypes of a given relation are modeled as a cluster-specific
relation vector. In the medical graph in this study, there is no
such diversity in the relations.

TransD [8] replacesthe relation-specific projection matrix with
dynamic projection matricesfor each entity-rel ation pair, thereby
modeling various types and attributes among the entities. In
addition, the dynamic projection matrices are constructed from
projection vectors of head or tail entitiesand relations, requiring
much fewer parameters and resulting in more efficient training.
The proportion of corrected entities ranked in the top 10
(Hits@10) of predicting tails in many-to-many relations
improved from 73.8% to 81.2% compared with CTransR.

Ji et al [9] argued that previous studies overfit smple relations
and underfit complex relations, since relationships are
heterogeneous and unbalanced. To resolve the challenge, they
proposed the use of sparse matrices (TranSparse), either for
each relation—that is, TranSparse(share)—or for each entity
and relation—that is, TranSparse(separate). The sparse degree
of each projection matrix is determined by the frequency of
each relation or relation-entity pair in the training set.
TranSparse(share) could be viewed asthe counterpart of TransR,
while TranSparse(separate) is the counterpart of TransD.

DIST_MULT [12] and ComplEx [13] do not use a
distance-based score function; rather, they use abilinear scoring
function within areal vector space or a complex vector space.
Thelossfunction of DIST_MULT isthe same asthat of TransX,
mentioned above, while the loss function of ComplEx is the
negative log-likelihood of the logistic model. Experimental
results show that the bilinear scoring function is more
expressive, since DIST_MULT outperforms all TransXs at
predicting tail entities in 1-to-N relations. ComplEx further
surpassed DIST_MULT becausethe asymmetry in the products
of complex embeddings helps to better express asymmetric
relationships. However, because the score value is not distance
based, it is difficult to map score values to probabilities.

He et a [14] proposed a density-based embedding method
(KG2E) that embeds each entity and relation as a
multidimensional Gaussian distribution. Such an embedding
method isaimed at modeling the uncertainty of each entity and
relation. However, KG2E did not achieve a better Hits@10
when predicting tails in many-to-many relations than CTransR
[14]. We note that the uncertainty in KG2E is different from
the probabilities of tripletsusein thisstudy. In KG2E, an entity
is considered to have high certainty if it is contained in more
triplets. In contrast, in this study we considered the probability
asametric of certainty of atriplet.

Fan et a [15] proposed a probabilistic belief embedding (PBE)
model to measure the probability of each belief (h,r,t,m) in
large-scale repositories. The notation m is the mention of the
relation. The problem that PBE tried to solveisthe most similar
oneto the problem we addressin our study among all therelated
studies, which isembedding probability information from KGs
into vectors. Apart from the extra element relation mention in
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the quad, the key differences in the algorithms are as follows.
First, in PBE, the probability of each triplet is calculated not
only by using the embedding vectors of its head, relation, and
tail, but also by using the embedding vectors of other triplets.
In our study, the probability of each triplet depended only on
the embedding vectors of itself. Second, in PBE, the softmax
function is used to map distances into probabilities. The
limitation of using the softmax is that it is difficult to model
1-to-many, many-to-1, and many-to-many relations. Consider
that there are multiple tail entities, which are valid tail entities
for a given head entity and relation. The ground truth
probabilities of these triplets are 1. In Fan and colleagues
equations (8) and (14), the probability values of Pr(r|h,r) are
impossibleto betrained to 1 for multiple valid tail entities, since
the softmax function requires the sum of all probabilitiesto be
1

Xiao et al [16] proposed a generative model (TransG) to learn
multiple relation semantics. In medical fields, the relations do
not contain different meanings asin ageneral knowledge base;
thus, we did not necessarily consider TransG in this study.

Qian et al [17] argued that TransH/R/D/Sparse failed to learn
that “various relations focus on different attributes of entities.”
Their model, TransAt, split thewhole entity set into 3 according
to the k-means: the capabl e candidate set of the head, the capable
candidate set of the tail, and the rest. Furthermore, it set
constraints on the distances of entities in intraset and interset
pairs. Inthe medical KG that we built in our study, the candidate
entities of the head and tail for a given relation are clearly
defined by therelation itself. Thus, wedid not consider TransAt
in this study.

In contrast with the deterministic factsin general domain KGs,
most factsin the medical domain are probabilistic. For example,
considering thetriplet (pneumonia, disease to_symptom, fever),
the symptom fever is common but not always present among
patients with the disease pneumonia (code J18.901 in the
International Classification of Diseases, Tenth Revision
[ICD-10Q]). By counting the number of cooccurrences of fever
and pneumonia, the conditional probability P(symptom =
fever|disease = pneumonia) could be calculated from a
real-world EMR data set.

Such aprobabilistic nature isthe unique challengein embedding
real-world EMR data-based medical KGs. Inthe KG on which
TransX is designed, the label of each triplet is regarded as
absolutely correct or wrong. During the training of TransX, a
negativetriplet (atriplet with anincorrect label) corresponding
to each correct triplet is randomly sampled. Since the labels of
triplets are binary in TransX, the training target is set as the
score value of the positive triplet being lower than the score
value of the negative triplet by some margin. In amedical KG,
thelabel of atriplet—that is, the probability of thetriplet—could
indicate that (1) one triplet could be more likely (or unlikely)
to appear than another or (2) the degree of certainty of each
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triplet isprecisely expressed by the conditional probability. The
probability of triplets is not considered by the TransX
algorithms.

Objective
We proposed PrTransX, based on the classical TransX

algorithms, to learn embedding of aprobabilistic KG. Themain
contributions of this study are as follows.

Mapping Function Between Score Value and
Prabability

The score values of triplets in the existing TransX algorithms
can reflect the geometric distance between the head and tail
entities under agiven relation. We proposed afunction that can
map the score value to the probability of atriplet and vice versa.
Thisfunction both helpsin trandating the probability of atriplet
to atarget score during model training phase and enables users
to convert a score value to a probability when predicating
unforeseen linksin model applications.

L oss Function to Learn Embedding of a Probabilistic
Knowledge Graph

Based on the mapping function, weintroduced probability-based
loss of triplets into the origina margin-based loss function.
Thus, the new loss function requires that the predicted
probability of atriplet approximate its statistically probability
on atraining set. Finaly, the triplet probabilistic information
islearned into the embedding vectors.

Evaluation of the Proposed Algorithmson Large-Scale
Real-World Electronic M edical Records Data

We built probabilistic medical KGs from more than 10 million
real-world EMR documents. KG embeddings were learned by
the proposed agorithms.

Methods

Notation Overview

Table 1 explains the meanings of al mathematical symbolsin
this section.

Building the Knowledge Graph From Real-World
Electronic Medical Records

Real-world EMR data can be viewed as collections of visit
records, each of which consists of all the medical records that
are generated within 1 particular visit to a doctor by 1 patient,
such as patient information, chief complaint, history of present
illness, and medical orders. In each visit record, there are
probably multiple medical entities. The term medical entity
refersto a concrete instance of diagnosis, symptom, laboratory
test, examination, medicine, and operation, such asthediagnosis
pneumonia, unspecified organism, the symptom cough, the
medicine cefathiamidine, and the examination x-ray in Figure
1
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Table 1. Notations used in the study.
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Symbols Meaning

hrth,rt Head entities, relation, tail entities from positive triplet and negative triplet corresponding to positive triplet (marked as')
AN Set of positive/negative triplets

hrt Embedding vectors of head, relation, and tail entities

hp, tp Projection vectors of head and tail entities

Shrt) Score value of given triplet

Phur.t) Probability of given triplet

@(), o1 Mapping function between the score value and probability of triplets
PL(hrt) Probability-based |oss of given triplet

€n Probability value of negative triplet

€ Minimum probability value of positive triplet

AKy Scaling factors, margin parameters for loss function

o, Br Parameters for given relationr

X+ The positive part of x

Lm Margin-based loss function

L Loss function

Figure 1. Workflow for extracting probabilistic knowledge triplets from real-world electronic medical record data. ICD10: International Classification

of Diseases, Tenth Revision.

Example of visit record #1

Age: 5 years
Gender: male
Chief_complain: cough for 11 days, fever, no
diarrhea, no emesis
Main_diagnosis

Diagnosis_name: Pneumonia, unspecified
organism

1CD10 code: J18.9
Orders

exam_order: X-ray

medicine_order: cefathiamidine

1189

disease_to_symptom

J18.9 disease_to_symptom

=

1189 disease_to_medicine

J18.9 disease_to_examination

Example of visit record #2

Age: 6 years
Gender: female
Chief_complain: cough for 8 days, no fever, no
diarrhea, no emesis
Main_diagnosis

Diagnosis_name: Pneumonia, unspecified
organism

ICD10 code: J18.9
Orders

exam_order: X-ray

medicine_order: ***

J18.9

—> D

J18.9 disease_to_examination

disease_to_symptom

disease_to_medicine

Example of visit record #3

Age: 5 years
Gender: male
Chief_complain: cough for 5 days, no fever, no
diarrhea, no emesis
Main_diagnosis

Diagnesis_name: Pneumonia, unspecified
organism

ICD10 code: J18.9
Orders

exam_order: ***

medicine_order: ***

J18.9

Y 159

disease_to_symptom

disease_to_medicine

The relationships, which are expressed in (head entity, relation,
tail entity) triplets, can be derived from the medical entitiesthat
occur in each single visit. By using the example visit above,
several  triplets can be derived, such as (J18.9,
disease to_symptom, cough) or (J18.9, disease to_medicine,
cefathiamidine).
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J18.9 disease_to_examination LLL)

cough

fever
efathia

midin

Xeray

J18.9 disease_to_symptom cough prob=1.0

cough

J18.9 disease_to_symptom fever prob=1/3

Ll

J18.9

disease_to_medicine

Xray
J18.9 disease_to_examination X-ray prob=2/3
cough

The statistical probability of each triplet (h,r,t) can be calculated
by the equation pr 1) = [Ninr,0]/Nh, Where Ny, 1 representsthe
number of visit recordsthat would derive (h,r.t) triplets, and N,
represents the number of visit records that hold entity h. When
(h,r,t) isavalid triplet, the condition py,, belongs to the set
(0,1] holds; otherwise, py ;=0.
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Data Set Split and Ground Truth Setup

We used the triplet group as the minimum unit of separation
between the training set and test set. Onetriplet group contained
all tripletsthat shared the same head and relation. For example,
all tripletswhose head entity isdisease C16.902 (gastric cancer
not otherwise specified) and relation is disease to_symptom
congtitute a triple group, containing (C16.902,
disease to_symptom, s;), (C16.902, disease_to_symptom, s,),
..., and (C16.902, disease to_symptom, sy), where s indicates
tail symptoms. Onetriplet group was split into either thetraining
set or test set. In other words, for any given h and r, either all
itstailswereintraining dataor all werein test data.

In addition to the triplet group, we applied 2 rules during
separation. First, for therelation disease to XXX, werandomly
selected 20% of the triplet groups as the test set. Second, for
the relation upper_disease to lower_disease, we included all
triplets in the training set, since these relations are prior
knowledge.

Noiseisinevitablein real-world data. In medical cases, the most
common noise in extracted tripletsis due to unspecific triplets.
Considering E11.901 (type 2 diabetes) as the head entity and
disease to laboratory as the relation, triplets with routine
laboratory test items (such as routine blood test) usually have
higher probabilities than specific triplets (such as hemoglobin
A,.). However, according to medical knowledge, hemoglobin
Ay is directly related to E11.901 (type 2 diabetes) as a
diagnostic criterion, whereasroutine blood test isnot. Therefore,
theorigind tail entitiesin araw test set may benot really related
to a head entity in medicine, and thus evaluating their
performance cannot reveal the real ability to predict unknown
medical knowledge.

To addresstheissue, medical expertsmanually label the ground
truth tail entities according to clinical guidelinesand the medical
literature. During labeling, we also labeled the relevance level
for the related tail entities, from 1 of the following values:
strongly related (***), related (**), or weakly related (*). Since
this is quite labor-intensive, we manualy labeled only a
randomly selected subset of the test data set. We named this
subset the evaluation data set.

Negative Triplets Sampling

In TransE [5], the negative triplets are created by randomly
replacing the head or tail with arandomly selected entity. The
authors of TransH [6] pointed out the fal se-negative issue and
proposed that a Bernoulli distribution should be used to
determine whether the head or tail should be replaced, which
resulted in alower number of fal se-negatives. We used sampling
by using a Bernoulli distribution in the following
TransH/R/D/Sparse algorithms.

https://medinform.jmir.org/2020/5/€17645
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In a medical KG that is built from real-world EMR data,
background knowledge provides amorereliable way to sample
negative triplets than the previous statistical method.

First, since the types of head and tail entities can be
unambiguously determined by their relation, the valid candidate
set for the replacement of the head or tail entity can be
determined. For example, given the disease to_symptom
relation, the head entity must be the diagnosis type and the tail
entity must be the symptom type.

Second, we can reduce the false-negatives by using medical
knowledge. For example, the disease pneumonia (ICD-10:
J18.901) is a hyponym of disease pneumonia unspecified
(ICD-10: J18) in the ICD-10 [18] system. If the positive triplet
is (pneumonia (ICD-10: J18.901), disease to_symptom,
symptom_x), we should not replace the head with any hyponym
of pneumonia unspecified (ICD-10: J18) because diseases in
the same ICD-10 class are likely to have similar properties.

In summary, by considering the entity type and domain
knowledge, the number of false-negative triplets can be
effectively reduced, against using the pure statistical method
observed in previous work. We tested all the baseline models
and proposed models using this enhanced negative sampling
approach in our study.

Mapping Function Between the Score Value and
Prabability

In previous TransX agorithms, the score value of atriplet was
defined as the distance between h,+r and t,, where hy and t, are
vectors that are projected from the original embedding vectors
h and t by some means, respectively. Such a score value
calculation can be viewed as a function of (h,r,t), which is
defined as sy, ) = fr(h,t) = [Ny H—tpllLyLo-

Based on the above definition, the value range of the scorevalue
is[0, +inf). Furthermore, avalue of 0 indicates a perfect match
among (h,r,t), whereas a positive infinity value indicates that
there is no relation between h and t under relation r. In the
training of TransX, the target of the loss function was to
simultaneously make the score value of the correct triplet of
embeddings, which we noted as (h,r,t), as near to 0 as possible
and to make the score value of the negative triplet, which we
noted as (h'r,t'), aslarge as possible.

Inamedical KG, the label of atriplet is not absolutely correct
or wrong, but rather it is a probability value that can be
interpreted asthelikelihood of thetriplet being established. The
probability valueis 1 if atriplet holds under all conditions, and
the probability value is O if the triplet does not hold under any
valid condition.

Itisclear that both the score value and probability can tell how
likely a triplet is to be established. They are just different
metrics. Therefore, we define a mapping function, @®(), and its
inverse function by Equation (1) in Figure 2.
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Figure 2. Equations.
Equation (1)
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where the hyperparameter K is a scaling factor to adjust the weight of the margin-based
loss value; y is the margin used to calculate the margin-based loss in the TransX model;

«, and . are nonnegative coefficients used to adjust the weights between the positive

probability-based loss and negative probability-based loss; the subscript 7 in @, and f§,
means that these hyperparameters are set to different values for different relations.

To avoid dividing by 0, for anegative triplet t (p(y, ) = 0), we
defined an approximation as p(y,r) = €n,&,>0. To avoid the
scenario that the probability of avalid triplet (h,r.t) isless than
€n We introduced the minimum probability of valid triplet as
&, in Equation (2), Figure 2).

The mathematical properties of ®(d) facilitatelearning effective
embedding vectorsfrom amedical KG. First, we 1-to-1 mapped
the probability value in {x| belongs to the set [¢,,1]} and the
distancevaluein{d|d belongstotheset [0,In(1l/e,]}. Thismade
it possible to infer the quantitative probability of an unseen
triplet only using the embedding vectors. Second, the calculation
of the probability of (h,r,t) only depends on the embedding
vectors (h,r,t) and not on any other embedding vectors. This
means that the probability of one triplet could be independent
of another. In 1-to-many and many-to-1 relations, it iscommon
that multipletriplets are valid with high probabilities, and such
independence avoids the shortcomings of using the softmax
function to calculate the probability of atripletin PBE [15].
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L ossFunction to L earn Embedding of the Probabilistic
Knowledge Graph

In previous TransX algorithms, the margin-based ranking
criterion is defined as a loss function, which is expressed as
Equation (3) in Figure 2. Thetraining objective wasto minimize
the value of the loss function.

The major shortcoming of such a margin-based loss function
isthat it only requiresf,(h,t)+y < f,(h't'), but it does not require
that the predicted probability of each triplet approximate its
statistical probability. To address the shortcoming, we defined
the probability-based loss of triplet. Given atriplet (h,r,t) with
probability p, ), We required that the targeted score value
approximate the mapping of the actual probability p,, 1) by ®().
Thus, we defined the loss as in Equation (4) in Figure 2. We
defined the loss of the negative triplet by Equation (5) in Figure
2. We defined the lossfunction L of PrTransX asacombination
of the margin-based loss, the probability-based loss of positive
triplets, and the probability-based loss of negative triplets; see
Equation (6) in Figure 2.
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Evaluation Protocol

To evaluate the performances of different algorithms, we used
the link prediction task. The objective of link prediction in this
study wasto predict thetail entities using the heads and relations
on the evaluation data set. For each triplet group in the
evaluation data set, the embedding vectors that are trained by
each algorithm can predict a sequence of tail entitiesin avalid
entity type. An agorithmis considered to be better than another
if it shows better results on evaluation metrics.

Referring to Bordes et a [5], we used Hits@10 and mean rank
(the mean of those correctly predicted ranks) as evaluation
metrics. The term correctly predicted or hit refers to the
predicted item existing in the ground truth tail entities, regardless
of the relevance level. Given that different tail entities would
have different relevance level swith the head entitiesin medical
knowledge, we al so used the normalized discounted cumulative
gain of thetop 10 predicted tail entities (NDCG@10) [19] asa
metric, since it measures whether an algorithm can rank more
relevant tail entitiesin the front.

Real-World Electronic M edical Records Data and
Knowledge Graph

We performed this study using a dataset from the data platform
and application platform of the Southwest Hospital in China.
The platform is built based on a distributed computing
architecture, and it islocated on a private cloud in the hospital.

Lietd

The data platform and application platform aggregates medical
data from EMRs, the hospital information system, laboratory
information system, picture archiving and communication
systems, and other isolated subsystems. The platform organizes
all related medical data into visit-level and patient-level data.
Visit-level data contain records from al subsystems for the
same visit, such as the chief complaints and present illness
historiesfrom EMRs, examination orders and drug prescriptions
from the hospita information system, and laboratory
examination results from the laboratory information system.
Patient-level data contain all visit data of the same patient.

Results

Data Set

We collected EMR records from 2015 to 2018 in the data set.
The data set consisted of 3,767,198 patients and 16,217,270
visits. The entities from the data set were in 6 categories,
described in Table 2. Among the entities, the disease entity was
identified by its unique ICD-10 code [18]. ICD-10 hierarchical
relationships are considered when extracting triplets. For
exampl e, assuming that the main diagnosis of avisit is C16.902
(gastric cancer not otherwise specified) and medicine m1 is
prescribed by doctor, a list of triplets will be generated:
(C16.902, disease to_medicine, ml), (C16.9,
disease to_medicine, m1), and (C16, disease to_medicine, m1).

Table 2. Description and distribution of relationships in the medical knowledge graph.

relation_name Source Head entity type Tail entity type Triplet count
disease _to_medicine EMR? data set Disease Medicine 74,835
disease to_symptom EMR data set Disease Symptom 53,885
disease to_operation EMR data set Disease Operation 13,292
disease to_laboratory EMR data set Disease Laboratory 71,805
disease to_examination EMR data set Disease Examination 38,061
upper_disease to |lower_disease Domain knowledge: IcD-10P  Disease Disease 6455

Total c — — 258,333

3EMR: electronic medical record.
b1CD-10: International Classification of Diseases, Tenth Revision.
®Not applicable.

Based on the data set, we extracted triplets of 5 relationships.
We added the relation upper_disease to lower disease to the
relation list as prior domain knowledge. Table 2 describes the
features of the relationships. The original number of tripletsin
the data set was quite large because the probability of triplets
was distributed as along-tailed distribution. To reduce the noise
from data and improve the training efficiency by reducing
training data, we selected only the top 20 triplets (sorted in
descending order of probability).

After separation, there were 205,877 tripletsfrom 21,327 triplet
groupsin the training set, and 49,756 triplets from 4547 triplet
groupsin the test set.

https://medinform.jmir.org/2020/5/€17645

There were in total 335 triplets from 25 triplet groups in the
evaluation data set. We distributed the 25 triplet groups evenly
among the 5 relationships to be evaluated.

Baselines and I mplementation

All trandlational distance-based TransX models could be
extended to be PrTransX. Thus, the evaluation target was to
compare the performances of the TransX methods and their
corresponding PrTransX methods. We selected some of the
trandationa distance-based TransX models: Transk [5], TransH
[6], TransR [7], TransD [8], and TranSparse [9].

In addition to TransX, we also examined whether probabilistic
inference algorithms, such as the naive Bayes, are feasible in
this application. The conclusion was that they were not. To
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predict tail entities—that is, to calculate P(t = tj|h = hy, r =r()
for each candidate tail entity—the conditional likelihood P(h =
holt =t;, r =rg) must be available from thetraining set. However,
since the data split of the triplet group ensuresthat no triplet in
the form of (hg,rq.t) exists in the training set, the conditional
probability is not available.

In the experiments, we set the size of the embedding vectors of
all entities and relations to be 20. We used the L1 distance in
training. We set the other parameters asfollowsfor all models:
K=1000, y=1, A=10, a,={ 1,1,1,1,1,10} , 3,={ 15,10,10,15,10,0},
£,=10~*, and £,=10"". The values of each relation of a, and B,
ae in the sequence of  disease to_medicine,

Lietd

disease to_symptom, disease to_operation,
disease to_laboratory, disease to_examination, and
upper_disease to lower_disease.

Evaluation Results

Figures 3, 4, and 5 compare the performance of TransX
algorithmsand the corresponding PrTransX agorithms, interms
of Hits@10, mean rank, and NDCG@10. The score for each
algorithm is the average value on al of the triplets in the
evaluation set. In our study, PrTransX performed better than its
corresponding TransX model for X=E/H/R/D/Sparse in nearly
all performance indicators, achieving a higher Hits@10 and
NDCG@10 and lower mean rank.

Figure 3. Proportion of corrected entities ranked in the top 10 of the tested algorithms.
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Figure5. Normalized discounted cumulative gain of the top 10 predicted tail entities of the tested algorithms.
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In addition to comparing the average score on the triplets for
all the relations, we also examined the detailed performances
for each relation.

In order to describe the distribution characteristics of entities
by each relation in a quantitative manner, we calculated the
number of head entities per tail entity by relations. For agiven
relation and tail entity, the number of head entities per tail entity
isthe number of distinct head entitiesthat relate to thetail entity.
Next, the numbers of head entities for each of the tail entities
for a given relation form the distribution of head entities
numbers for the relation.

Figure 6. Distribution of head entities numbers by different relations.
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Figure 6 illustrates the distribution of head entities numbers by
different relations. For each box, the upper bound, the median
line with a notch, and the lower bound represent the value at
the 75%, 50%, and 25% percentiles of the data, respectively.
The median number of relation disease to_examination isnear
150, and the 75% percentile value is above 350, which means
that 50% of examination entities are related to near 150 diseases
and 25% are related to more than 350 diseases. The average
numbers of related diseases for other entities (ie, laboratory,
symptom, medicine, and operation) are al less than the
examination entity. The one with the fewest is operation.
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Figure 7 comparesNDCG@10 of TransX withits corresponding
PrTransX by different relations. Each subgraph represents the
NDCG@10 comparison of TransX and PrTransX for a given
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X mode on each of the 5 relations. The performance of
PrTransX is drawn as a solid line, while the performance of
TransX is drawn as a dashed line.
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Figure 7. Comparison of normalized discounted cumulative gain of the top 10 predicted tail entities of TransX and PrTransX by different relations.
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Discussion

Principal Findings

As Figures 3, 4, and 5 show, PrTransX performed better than
the TransX model for X=E/H/R/D/Sparse in nearly al
performance indicators, achieving a higher Hits@10 and
NDCG@10 and lower mean rank. All these data proved that
by adding probability-based lossinto the trandl ation-based | oss
functions, the obtained embedding vectors improved the link
prediction performance. Furthermore, PrTransR performed the
best across al PrTransX algorithms under Hits@10 and
NDCG@10, and PrTransE performed better under mean rank.

The performance of TranskE was generally better than that of
TransH/R/D. This was due to the property of our medical KG.
In the entire test set, there were only 5 different relations. The
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number of relations was so small that it was possible to train
the embedding of al entities and relations in the same space to
satisfy the training objective, which was similar to the result
that the link prediction performance of TransH was worse than
TransE on the WN18 data set used by Wang et al [6].

The results of TransE and PrTransE were quite similar under
the Hits@10 and NDCG@10. In particular, the NDCG@10 of
TransE was dightly better than that of PrTransE. Such similar
performances were because TransE embedded all entities and
relations into the same space. The probability-based training
targets of the different relations were impossible to satisfy in
the same space. The results of PrTransH/R/D show that the
probability-based training targets introduced significant
improvements in the Hits@10 and NDCG@10 over those
measures of the TransH/R/D model.
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These statistics in Figure 6 indicate that the relation
disease to_examination was not specific, since each
examination entity wasrelated to huge amount of disease entities
on average. In contrast, disease to_operation was the most
specific relation, as the median number was 10. This conforms
the medical common sense that the same examination is
applicable to many types of diseases, but the same operation is
applicable to only afew types of diseases.

Regarding the obvious performance difference for different
relations shown in Figure 7, we can conclude that if the tail
entity typeis not specific (eg, examination), the link prediction
on the evaluation data set is relatively difficult, sinceit is hard
totraintail entitiesto fit distance requirements of alarge amount
of distinct head entities. Otherwise, if the tail entity type is
specific to disease (eg, operation), thelink prediction task would
be relatively easier because the training objective is easier to
be satisfied.

Overdll, the polygons with solid lines (PrTransX) are larger
than those of dashed lines (TransX), which meansthat PrTransX
performed better. First, the best NDCG@10 score was achieved
by PrTransR in the relation disease to_operation. Moreover,
in relation to disease_to_operation,
PrTransD/Sparse(share)/Sparse(separate)  also  achieved
significant improvements over the respective TransX. Such
results echo the previous argument that the link prediction task
would be relatively easier for specific relations than for
unspecific relations. Second, even if the relation
disease to_examination is unspecific (difficult to predict),
PrTransX outperformed TransX in thisrelation for all models.
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Limitations

Thisstudy had several limitations. First, the algorithm PrTransX
can only obtain performance improvement on a probabilistic
KG. For the KGs in general domains that have no probability
over the relations, PrTransX algorithms are the same as the
classical TransX algorithms. Second, the evaluation data set
used by thelink prediction task contained only 335 tripletsfrom
25 triplet groups, since the labeling is quite labor-intensive.

Future Studies

It should be noted that the application scenarios of knowledge
embedding are far beyond link prediction. In state-of-the-art
natural language processing research, such as ERNIE [10],
significant improvements in various knowledge-driven tasks
are achieved by using both text contexts and KGs to train
word-embedding vectors. In the medical field, Zhao et al [11]
also reported that embedding vectors from TranskE and latent
factor models could be used in a conditional random field to
infer possible diagnoses based on laboratory test results and
symptoms. Applying embedding vectors learned by PrTransX
from a probabilistic medical KG into the clinical decision
support system isworth exploring in the future.

Conclusion

We proposed PrTransX to learn the embedding vectors of a
probabilistic KG. We performed the study on a medical KG
constructed from large-scale EMR data, and evaluation on link
prediction indicated that the embedding learned by the PrTransX
significantly outperformed that learned by corresponding TransX
algorithms. We can conclude that the proposed PrTransX
successfully incorporated the uncertainty of the knowledge
tripletsinto the embedding vectors.
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Abstract

Background: The most current methods applied for intrasentence relation extraction in the biomedical literature are inadequate
for document-level relation extraction, in which the relationship may cross sentence boundaries. Hence, some approaches have
been proposed to extract relations by splitting the document-level datasetsthrough heuristic rules and | earning methods. However,
these approaches may introduce additional noise and do not really solve the problem of intersentence relation extraction. It is
challenging to avoid noise and extract cross-sentence relations.

Objective: This study aimed to avoid errors by dividing the document-level dataset, verify that a self-attention structure can
extract biomedical relations in a document with long-distance dependencies and complex semantics, and discuss the relative
benefits of different entity pretreatment methods for biomedical relation extraction.

Methods: This paper proposes a new data preprocessing method and attempts to apply a pretrained self-attention structure for
document biomedical relation extraction with an entity replacement method to capture very long-distance dependencies and
complex semantics.

Results:. Compared with state-of-the-art approaches, our method greatly improved the precision. The results show that our
approach increasesthe F1 value, compared with state-of-the-art methods. Through experiments of biomedical entity pretreatments,
we found that a model using an entity replacement method can improve performance.

Conclusions:  When considering all target entity pairs as a whole in the document-level dataset, a pretrained self-attention
structure is suitable to capture very long-distance dependencies and learn the textual context and complicated semantics. A
replacement method for biomedical entitiesis conducive to biomedical relation extraction, especially to document-level relation
extraction.

(JMIR Med Inform 2020;8(5):e17644) doi:10.2196/17644
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relations and form structured knowledge. Some biomedical
datasets have been proposed for extracting biomedical relations,
such as drug-drug interactions (DDI) [1], chemical-protein
relations (CPR) [2], and chemical-induced diseases (CID) [3].
Theformer 2 datasets are sentence-level annotated datasets that

Introduction

A large number of biomedical entity relations exist in the
biomedical literature. It is beneficial for the development of
biomedical fields to automatically and accurately extract these
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extract relations on a single sentence containing a single
entity-pair mention, and the latter isadocument-level annotated
dataset, which means that it is uncertain whether relations are
asserted from within sentences or across sentence boundaries.

Most approaches [4-7] have focused on single sentences
containing biomedical relations. For example, Zhang et al [4]
presented a hierarchical recurrent neural network (RNN) to
combine raw sentences with their short dependency pathsfor a
DDl task. To deal with long and complicated sentences, Sun et
al [5] separated sequences into short context subsequences and
proposed a hierarchical recurrent convolutional neural network
(CNN). Because these approaches cannot be directly applied to
document-level datasets, some existing methods [8,9] divided
the document-level dataset into 2 parts and trained an
intrasentence model and an intersentence model. Nevertheless,
because of long-distance dependencies and co-references, their
methods cannot be adapted to cross-sentence relation extraction.
Furthermore, splitting the dataset resulted in noise and
rule-based mistakes.

Currently, for intersentence relation extraction, some studies
[10-12] generate dependency syntax treeswithin sentences and
across sentences and employ agraph neural network to capture
dependencies. However, it is costly to build dependency syntax
trees. In addition, few studies, except those by Li et a [13] and
Verga et a [14], have considered the influence of noisy data
dueto the segmentation of datasets and taking advantage of the
textual context. For a document-level annotated corpus, an
entity-pair mention within sentences or across sentences has a
biomedical relationship by thinking simply, which will
undoubtedly cause errors and may ignore plenty of useful
information such that many sentences with co-occurring or
co-referential medical entity mentions refer to biomedical
relations.

For example, the chemical-disease relation (CDR) dataset is a
document-level corpus designed to extract CID relations from
biomedical literature [15]. For CID relation extraction, most
current methods [8,16,17] divide the CDR dataset into
intrasentence-level and intersentence-level relation instances
using heuristic rules. Although these heuristic rules are effective,
they inevitably generate noisy instances of CID relations or
ignore some useful information. For example, the following
sentence expresses CID relations between the chemical
amitriptyline and the disease blurred vision: “The overall
incidence of side effects and the frequency and severity of
blurred vision, dry mouth, and drowsiness were significantly
less with dothiepin than with amitriptyline.”

According to heuristic rules[8], the token distance between two
mentionsin an intrasentence level instance should be <10. The
token distance between the chemical amitriptyline and the
disease blurred vision in this example is 12; therefore, this
sentence is discarded. However, factually, this sentence is the
only sentence in the document [18] that describes the CID
relation between the chemical amitriptyline and the disease
blurred vision. Obvioudly, heuristic rules cannot precisely
partition the CDR dataset, and they can induce the wrong
classification by models, although they use multi-instance
learning to reduce these errors.
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Therefore, when constructing relation instances from a
document-level dataset, it is necessary to consider sentences
with multiple mentions of target entitiesin the entire document.
Whiletreating all target entitiesin adocument asawhole brings
benefits, the challenges are very long-distance dependencies
and complex semantics, from which traditional neural networks
such asCNN or RNN cannot accurately extract document-level
relations. Recently, pretrained self-attention structures, such as
SciBERT [19] and BERT [20], were proposed and were not
necessarily better than RNN at capturing long-range
dependencies. However, they performed better at increasing the
number of attention heads [21]. A pretrained transformer has
already learned more semantic features, and it performs well
for sentence-level relation extraction; however, it did not apply
to document-level relation extraction.

To address these problems, this paper proposes a pretrained
self-attention mechanism and entity replacement method to
extract document-level relationships. In thisway, this paper has
several contributions. First, to avoid errors by dividing the
document-level dataset, this paper proposes a new data
preprocessing method that treats the target entity pair of some
sentencesin adocument as an instance. Second, to better focus
on thetarget entity pairsand their context, areplacement method
is proposed to replace biomedical entity pairs with uniform
words. Compared with the different entity preprocessing for
biomedical entity pairs, the replacement method is more
effective for biomedical relation extraction. Third, to solvethe
problem of long-distance dependencies and learning complex
semantics, a pretrained self-attention structure is proposed for
document-level relation extraction and to achieve superior
performance than state-of-the-art approaches. Through analysis
and visualization of the model structure, the effectiveness of
the self-attention structure for document-level datasets is
demonstrated.

Methods

Data Preprocessing for the Document-L evel Corpus

Asalready mentioned, splitting the document-level corpus will
increase noise and may |ose some useful information. To address
this problem, the sentences in which the target entity pair is
located and the sentences between them are constructed to an
instance. This approach hasthe following benefits. First, it does
not introduce error messages. The sentences do not need to be
labeled after the segmentation of the dataset. The relationship
between the marked relation pairsin the document corresponds
to the instances one by one. Second, it discards useless
information that is not related to the relationship of the target
entities. Some are not related to those sentences in which the
target entities are located; hence, they are noise for relation
extraction. Discarding them will focus the model on the
sentences in which the entity pair is located. Third, it keeps a
lot of useful information, such as contextual information about
entities and the relationship of entities.

As shown in Figure 1, a document [22] in the CDR dataset is
constructed into biomedical relation instances. All chemical or
disease entities are bold.
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Figurel. Anexample of document-level relation instance construction.
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Raw document

QT syndrome (D2).

noted.

a) Two cases of amisulpride (C1) overdose (D1): a cause for prolonged

b) Two cases of deliberate self-poisoning (D3) with 5 g and 3.6 g of
amisulpride (C1), respectively, are reported.
¢) In both cases, QT prolongation (D2) and hypocalcaemia (D4) were

d) The QT prolongation (D2) appeared to respond to administration of
intravenous calcium gluconate (C2).

. Annotation
CID relations: information
C1-D2,C1-D4
—_—

Positive instance of C1-D2
a) Two cases of amisulpride (C1) overdose (D1): a cause
for prolonged QT syndrome (D2).

b) Two cases of deliberate self-poisoning (D3) with 5 g and
3.6 g of amisulpride (C1), respectively, are reported.

¢) In both cases, QT prolongation (D2) and hypocalcaemia
(D4) were noted.

d) The QT prolongation (D2) appeared to respond to
administration of intravenous calcium gluconate (C2).

Positive instance of C1-D4
a) Two cases of amisulpride (C1) overdose (D1) : a cause
for prolonged QT syndrome (D2).
b) Two cases of deliberate self-poisoning (D3) with 5 g and
3.6 g of amisulpride (C1), respectively, are reported.
¢) In both cases, QT prolongation (D2) and hypocalcaemia
(D4) were noted.

In this document, there are 2 chemical entities, “amisul pride”
(C1) and “calcium gluconate” (C2), and 4 disease entities:
“overdose” (D1), “prolonged QT syndrome/QT prolongation”
(D2), “poisoning” (D3), and “hypocalcemia’ (D4). It should be
noted that C1, C2, D1, D2, D3, and D4 are added to the
document to indicate which are chemical entitiesand which are
disease entities. Hence, the document can be constructed into
8 instances, in which 2 instances of C1 and D2 or C1 and D4
have CID relations. @), b), c), and d) conformed the instance of
Cland D2. a), b), and c) conformed the instance of C1 and D4.

Semantically, both the intralevel sentence a) and the interlevel
sentences b) and ¢) express the CID relationship of C1 and D2.
However, according to heuristic rules, b) and ¢) will be
discarded because only the entities that are not involved in any
intrasentence level instance are considered at the intersentence
level. Third, instances are full of contextua information of
chemical and disease entities, which is conducive to
document-level relation extraction when exploiting it well.

There are lots of biomedical entities in a document. When
constructing the instances of thetarget entity pair, it isinevitable

http://medinform.jmir.org/2020/5/€17644/

Generating 2 positive
instances and 6 negative
instances

Negative instance of C1-D1
a) Two cases of amisulpride (C1) overdose (D1): a
cause for prolonged QT syndrome (D2).

Negative instance of C2-D2

a) Two cases of amisulpride (C1) overdose (D1): a

cause for prolonged QT syndrome (D2).

b) Two cases of deliberate self-poisoning (D3) with
5 g and 3.6 g of amisulpride (C1), respectively,
are reported.

¢) In both cases, QT prolongation (D2) and
hypocalcaemia (D4) were noted.

d) The QT prolongation (D2) appeared to respond
to administration of intravenous calcium
gluconate (C2).

that the same instance is tagged with different labels, resulting
in incorrect classification. For example, as mentioned in the
Methods section, the instances of C1-D2 and C2-D2 are the
same but tagged with different labels. To solve this problem,
entity pretreatment methods are presented.

There are 2 different biomedical entity pretreatments, as shown
in Figure 2. In the first pretreatment, the target chemical and
disease entities are respectively replaced with “chemical” and
“disease” which are called the replacement method. For
example, in the instance of C1 and D2, sentence a) will be
processed into “Two cases of chemical entity: a cause for
disease.” In addition to the replacement method, there isanother
datapreprocessing method, called the addition method. Different
marks are added to the boundaries of chemical and disease
entities, related to the relation instance. For instance, sentence
a) will be processed into “Two cases of [[ amisulpride ]]
overdose: a cause for << prolonged QT syndrome >>". In the
Results section, we will describe theadvantages and
disadvantages of the 2 different pretreatment methods.
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Figure2. Aninstance with two different biomedical entity pretreatments.

Positive instance of amisulpride (C1)-prolonged QT
syndrome (D2)

a) Two cases of chemical overdose: a cause for disease.

b) Two cases of deliberate self-poisoning with 5 g and 3.6
g of chemical, respectively, are reported.

¢) In both cases, disease and hypocalcaemia were noted.

d) The chemical appeared to respond to administration of|
intravenous calcium gluconate.

a) The replacement method

Positive instance of amisulpride (C1)-prolonged QT
syndrome (D2)

a) Two cases of [[amisulpride ]] overdose: a cause for <<
prolonged QT syndrome >>.

b) Two cases of deliberate self-poisoning with 5 g and 3.6
g of [[ amisulpride ]], respectively, are reported.

¢) In both cases, < < QT prolongation > > and
hypocalcaemia were noted.

d) The << QT prolongation >> appeared to respond to
administration of intravenous calcium gluconate.

b) The addition method
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M odel Architecture

As shown in Figure 3, when adopting this data preprocessing,
the length of most instances is very long, which results from
very long-distance dependencies and complex semantics.

Self-attention structure can directly calculate similarities
between words, so that the distance between wordsis 1, which
can intuitively solve long-distance dependencies. As
demonstrated by Tang et a [21], Transformer, a combined
sdlf-attention structure, is capable of semantic feature extraction
far exceeding that of RNN and CNN and performs better when
increasing the number of attention structures. Therefore, a
pretrained self-attention structure, namely a pretrained
transformer, is applied for these problems.

However, for document-level relationship extraction, according
to our preprocessing method, the length of instances is longer
than the experimental data in the paper by Tang et a [21], and
the semantics are more complicated. There are multiple target
entity pairsintheinstances, somereflect the correct relationship,
and some do not. Therefore, the transformer structure must have
acertain reasoning ability. To verify the validity of a pretrained
self-attention structure on document-level relation extraction,
we adopted the structure of SciBERT, which was pretrained on
the scientific literature, and added a feed-forward network
(FNN) as a classifier. A visual model architecture is provided
in Figure 3. We fine-tuned the model on the preprocessed CDR
dataset. The structure of model is described in detail in the
following paragraphs.

http://medinform.jmir.org/2020/5/€17644/

Basde on the structure of BERT, SciBERT built a new
vocabulary, called SCIVOCAB, and wastrained on a scientific
corpusthat consists of computer science domain and biomedical
papers. Following SciBERT, we still employ the same input
representation, constructed by summation of token embedding,
segment embedding, and position embedding. The tokens
“[CLS]” and “[SEP]” are added at the beginning and end,
respectively, of each instance. In addition, when tokenizing
words, WordPiece embedding [23] was used with SCIVOCAB
to separate words and split word pieces with “##” .

SciBERT ismade up of N transformer stacks. Transformer stack
k is denoted by Transformer,, which has its own parameters

and consists of 2 components: multi-head attention and FFN.
Sk = Transformerk(Sk-1) (1)

where S 0 R™? is the output of the transformer stack k. S is

the input representation of text sequence X, X OR™. nis the

length of text sequence, and d is the dimension of input

representation. The whole text sequence shares the same
parameters as the transformers.

The multihead applies self-attention, or scaled dot-product
attention, multiple times. Through the mapping of the query Q,
key K, and value V, scaled dot-product attention obtains a
weighted sum of thevalues. Q, K, VO R™? are the same matrices
in the self-attention computation that are the input of
transformer.
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Figure 3. The architecture of the model.

Liuetd

Classifer

Feed-forward network

0]
0|

[O0
e,

[

[elele]
[eee]
[OO0]
[see]
[see]
LI
[see]
[see]
[see]
[soe]
[soe]
[soe]
[ee]
[se®]

[ TS i~ e
FEEEEEEEEEEEEE:
JE8BEEEBEEEMEHE

—

Add & norm

Feed-forward
network

X

Pretrained

Y

Add & norm

transformer ‘

Multihead
attention

A O S| A O = 0 0 = = A o

PEFEEEEEREEREEEEE: g ole

eEone 4 5B r‘4 HEHRREEEREN o 5 B

E oge clsBCRcNelCReNele 8 o & O

) & NN S K d s A D S B

& ¢ ;;:: P P AL $ R F&FF G L 2

& Q \q) & e S &\\a@\ \c%;x} S & & 9\36\006\\ T Oeees \c;’o
£ %) <

Instead of applying a single scaled dot-product attention,
multihead attention applies query Q, key K, and value V to
linearly project the input h times with different, learned linear
projectionsto n x | dimensions, respectively, wherel = d/h and
h is the number of the head. The reason for that is multihead
attention can form different representation subspaces at different
positions, learn more semantic information, and capture
long-distance dependencies better.

Oh = softmax(QWIQ(KWIK)T / sgrt(dh) VWiV (2)
Where the projections are parameter matrices WR 0 R™! WX
OR™ WY OR™, and 0, 0 R .sgrt(dy) is a scale factor to

prevent the result of the dot-product attention from enlarging,
and sgrt( ) indicates that the square root is extracted.

Then, the outputs of the individual attention heads are merged,
denoted as O O R™. The input and output of the multihead
attention are connected by residua connection. Layer
normalization, denoted LN, is applied to the output of the
residual connection.

O=10y;.-504] (3)
M = LN(S2+0) (4)
WhereM 0 R™

The second component of the transformer stack is 2 layers of
pointwise FFN. On the other hand, it can be described as 2
convolutions with kernel size 1.

http://medinform.jmir.org/2020/5/€17644/
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S = ReLU(MW,+h;)W,+b, (5)

where W; O R™™ b, O R™™ W, O R™Y and b, 0 R™. Each
row of or isthe same, and m = 4d.

The final layer is an FFN, arelation classifier. It corresponds
to the final output of transformer of the token “[CLS]”".

c=W'™s, (6)

Where W™ ] R4 s the weight matrix and s 0 R isthefinal
output of the token “[CLS]”.

Results

Overview

In this section, we first describe some experimental datasets
and provide some experiment settings. Then, we compare the
performance of SCIBERT with that of existing methods and
validate the availability of the pretrained self-attention structure
on the document-level dataset through the visualization of the
multihead attention. Finally, experimenting on different datasets,
including 2 sentence-level corporaand adocument-level corpus,
we compare various biomedical entity pretreatmentsand analyze
which preprocessing is better for the self-attention structure.

Datasets

Table 1 shows the statistics of the CDR [3], protein-protein
interactions affected by mutations (PPIm) [24], DDI [1], and
CPR [2] datasets. The CDR and PPIm datasets are
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document-level annotated corpus, and the DDI and CPR datasets  discussthe advantages and disadvantages of different biomedical

are sentence-level annotated corpora, which are only used to  entity pretreatments.
Table 1. Descriptions of the chemical-disease relation datasets.

Dataset, Types Training set Development set Test set

CDR?
Documents 500 500 500
Positive 1038 1012 1066
Negative 4324 4134 4374

PPImP®
Documents 597 N/AC 635
Positive 750 N/AC 869
Negative 1401 N/AC 1717

pDI¢
Sentence 18,872 N/AC 3843
Positive 3964 N/AC 970
Negative 14,908 N/AC 2873
Int 183 N/AC %
Advice 815 N/AC 219
Effect 1654 N/AC 357
Mechanism 1312 N/AC 298

CPR®
Sentences 6437 3558 5744
Positive 4172 2427 3469
Negative 2265 1131 2275
CPR:3 777 552 667
CPR:4 2260 1103 1667
CPR:5 173 116 198
CPR:6 235 199 293
CPR:9 727 457 644

8CDR: chemical-disease relation.

bPPIm: protein-protein interaction affected by mutations.
“Development sets do not exist in the PPIm an dDDI datasets.
9D drug-drug interaction.

€CPR: chemical-protein relation.

The CDR dataset is used to extract CID and is a 2-label
classification task. The PPIm dataset is released to extract
protein-protein interactions affected by genetic mutations, which
is a 2-label classification. Aimed at extracting drug-drug
interactions, DDI is concerned with classifying into 5 relation
types, including theint type, advicetype, effect type, mechanism
type, and negative type. For the DDI dataset, we adopted some
rules to filter some negative sentences as described by Quan et
al [25]. With the purpose of extracting chemical-protein
relations, the CPR dataset is labeled as 10 types of

http://medinform.jmir.org/2020/5/€17644/

chemical-protein relations, 5 of which are used for evaluation.
The chemical-protein relations of CPR are classified into 6
categories.

Dueto the size of the CDR dataset, we merged the training and
development sets to construct the training set. After
preprocessing the CDR and PPIm datasets, we counted the
average number of sentences per instance, average number of
tokens per instance, and average number of tokens per sentence
in the constructed instance set. Table 2 shows the statistics of
the constructed instance set.
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Experiment Setup

We employed the parameters of the uncased SciBERT with the
vocabulary SCIVOCAB and fine-tuned on the CDR datasets.
The model parametersare described as: SCIBERT e K= 12,
h=12,d =768, m=3072.

Due to the distinction of the length of instances in the dataset,
theinput dimensions of the corresponding model for each dataset

Liuetd

are different. For the CDR and PPIm datasets, the length of the
input sequence is set to 512, and the batch size is set to 6. For
the DDI dataset, the length of the input sequenceis set to 150,
and the batch size is set to 32. For the CPR dataset, the length
of the input sequence is set to 200, and the batch sizeis set to
23. The epoch of al model training is set to 3. All results are
averaged across 5 runs. For consistency of comparisons, we
merged the training and devel opment sets to train the models.

Table 2. Statistics of the constructed instance sets of the chemical-disease relation (CDR) and protein-protein interaction affected by mutations (PPIm)

datasets.

Dataset, Types Training set Test set

CDR with preprocessing
Instances 10,407 5418
Positive 1947 1042
Negative 8460 4376
Sentences per instance 111 121
Tokens per instance 161.5 168.9
Tokens per sentence 14.6 14.0

PPIm with preprocessing
Instances 2151 2586
Positive 750 869
Negative 1401 1717
Sentences per instance 9.0 8.8
Tokens per instance 169.6 186.6
Tokens per sentence 18.7 21.2

Comparison of thePretrained Self-Attention Structure
With Other Methods

For the CDR dataset, we compared our method with 6
state-of-the-art models without any knowledge bases. Zhou et
al [9] proposed amethod based on feature engineering and long
short-term memory. Gu et al [8] combined CNN with maximum
entropy. A recurrent piecewise CNN [13] was the piecewise
CNN. A bi-affine relation attention network [14] incorporated
an attention network, multi-instance learning, and multitask
learning. A labeled edge graph CNN [12] was used for

http://medinform.jmir.org/2020/5/€17644/

document-level dependency graphs. For the PPIm dataset, we
compared our method with 4 models. Because few studies
focused on the PPIm dataset, the 4 models are not realy
state-of -the-art. Table 3 shows the result of the comparisons.

As shown in Table 3, compared with other approaches, our
method with the replacement method greatly improved the
precision. The F1 scoreis 1.9% higher than the best result from
Vargas et al [19] with the CDR test set. Our method also has
great performance with the PPIm. It shows that a pretrained
self-attention structure can be suitable for a document-level
dataset.
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Table 3. Performance of the chemical-disease relation (CDR) and protein-protein interactions affected by mutations (PPIm) test datasets compared

with state-of-the-art methods.

Dataset, Model P2 o RO 9% FL %
CDR
LSTMC[9] 55.6 68.4 61.3
CNNY[g] 55.7 68.1 613
RPCNN®[13] 55.2 63.6 59.1
BRAN' [14] 55.6 70.8 62.1
GCNNY[12] 52.8 66.0 58.6
Our method 65.5 62.6 64.0
PPIm
svM"[26] 320 34.0 33.0
CNN (without KB') [27] 382 373 37.8
MNMI [28] 40.3 323 35.9
MNM-+Rule [28] 38.0 37.0 375
Our method 835 90.4 86.8
p: precision.
BCNN: convolutional neural network.
CR: recall.

dLsT™: long short-term memory.

®RPCNN: recurrent piecewise convolutional neural network.
BRAN: bi-affine relation attention network.

9GCNN: graph convolutional neural network.

hsvM: support vector machine.

iKB: knowledge base.

IMNM: memory neural network.

Effects of Pretreatment Methods for Biomedical
Entities

As described later, there are 2 methods, one of which is the
replacement method, that replace biomedical entities with
uniform words. The second method is the addition method,
which adds extra tags in the left and right sides of biomedical
entities. We conducted experiments with the CDR, PPIm, DDI,
and CPR datasets. The comparison of the 2 pretreatments for
biomedical entitiesis shown in Table 4.

http://medinform.jmir.org/2020/5/€17644/

For each dataset, the recall rate and F1 score obtained with our
model with the replacement method were higher than obtained
with our model with the addition method, especially for the
CDR dataset. The reason is that biomedical entities are
complicated, and most are compound words. For the pretrained
self-attention structure, the word embeddings of biomedical
entities are hard to learn from small biomedical datasets. Asa
consequence, replacing the target entities with uniform words
isbeneficial for the model to understand target entities and pay
more attention in the context of target entities.
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Table 4. Comparison of 2 pretreatments (addition and replacement) for biomedical entities using our method.

Dataset, Types Addition method Replacement method
P g5 RY 9% F1, % P.% R % F1, %
CDR®
Positive 67.4 54.8 60.4 65.5 62.6 64.0
PPIm¢
Positive 79.3 91.5 84.8 835 90.4 86.8
DDI®
Int 74.8 46.2 571 76.2 46.9 58.0
Advise 87.2 84.7 85.9 88.6 89.0 88.8
Effect 77.2 82.1 79.5 77.0 82.6 79.7
Mechanism 84.8 80.4 825 82.1 86.0 84.0
All 81.6 78.6 80.0 81.2 813 814
cPrR'
CPR:3 735 80.3 76.7 754 79.5 774
CPR:4 84.4 88.8 86.6 83.7 90.4 86.9
CPR:5 80.7 82.0 81.3 81.2 86.5 83.7
CPR:6 84.0 89.4 86.7 86.5 88.2 87.3
CPR:9 76.2 86.9 81.2 79.5 90.1 84.5
All 80.4 86.5 833 814 87.9 845
8P: precision.
bR: recall.

°CDR: chemical-drug reaction.

9ppIm: protein-protein interaction affected by mutations.
®DDI: drug-drug interaction.

fePR: chemical-protein reaction.

Comparison of Different Pretrained Models

BERT and SciBERT are the pretrained models that have the
same self-attention structure. The difference between the two
isthat BERT is pretrained on the wiki corpus and SCiBERT is
pretrained on a large quantity of scientific papers from the
computer science and biomedical domains. Table 5 presents

http://medinform.jmir.org/2020/5/€17644/
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the comparison of BERT and SciBERT on 4 biomedica data
sets. As shown by Table 5, SCiBERT performs better than
BERT, particularly with the F1 score, which was improved by
3.5% on the CDR data set. Therefore, the model pretrained on
the biomedical corpus is beneficial for extracting biomedical
relations.
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Table 5. Comparison of different pretrained models using our method.
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Dataset, Type BERT SGiBERT
P 5 RY 9 F1, % P % R, % F1, %
CDR®
Positive 62.9 58.3 60.5 65.5 62.6 64.0
PPImY
Positive 79.0 922 85.1 835 90.4 86.8
DDI®
Int 69.8 42.7 52.8 76.2 46.9 58.0
Advise 91.3 89.0 9.1 88.6 89.0 88.8
Effect 74.1 776 75.7 77.0 82.6 79.7
Mechanism 785 80.1 79.3 82.1 86.0 84.0
All 79.0 775 782 81.2 813 81.4
CPR'
CPR:3 738 765 75.1 75.4 795 77.4
CPR:4 817 89.7 855 83.7 90.4 86.9
CPR:5 793 80.7 79.9 81.2 86.5 83.7
CPR:6 80.2 84.6 82.2 86.5 88.2 87.3
CPR:9 765 88.2 81.9 795 2.1 845
All 79.0 85.9 82.3 814 87.9 845
3p: precision.
bR: recall.

°CDR: chemical-drug reaction.

9ppIm: protein-protein interaction affected by mutations.
®DDI: drug-drug interaction.

fePR: chemical-protein reaction.

Analysis of Each Component of the Method

Data preprocessing (DP) and pretraining means (PTM) are
important components of our method; DP aims to alleviate
noise, and PTM is designed to solve the long-distance

Table 6. Performance changes by removing different parts of our model.

dependencies. We compared the importance of each component
of our method with the CDR dataset. Table 6 showsthe changes
in performance on the CDR dataset by removing DP and PRM.
PTM resulted in a greater performance improvement than DP.

CDRA dataset P, % RC % F1, % Change, %
Baseline 65.5 62.6 64.0 N/A
Remove DP 67.0 54.3 60.0 -6.3
Remove PTM® 46.1 395 42.6 -334
Remove DP and PTM 489 312 38.1 —405

8CDR: chemical-drug reaction.
bp: precision.

°R: recall.

dDP: data preprocessing.
€PTM: pertraining means.
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Discussion

Principal Findings

To fully illustrate that our model can solve the problem of
long-distance dependencies, we set 50 as the unit of instance
length to count the number of positive and negative instances
of the CDR test set, as shown in Table 7. As can be seen from

Table 7. Quantity distribution of the chemical-disease relation test set.

Liuetd

the table, the instance length of the test sets is concentrated in
the range of 50 to 300.

We calculated the precision rate, recall rate, and accuracy rate
of each interval length in the test set. The results are shown in
Table 8. As can be seen in the table, the model has good
performance when theinstancelength islonger than 100, except
for the instances with lengths of 201 to 250. Therefore, our
model can capture long-distance dependencies.

Interval length Positive Negative Sum
0-50 70 344 414
51-100 181 884 1065
101-150 200 845 1045
151-200 160 756 916
201-250 158 663 821
251-300 177 571 748
301-350 56 216 272
351-400 34 64 98
>400 6 33 39

Table 8. Results of each interval length in the test set using our replacement method.
Interval length = Rb, % F1, %
0-50 54.2 64.3 58.8
51-100 57.5 57.5 57.5
101-150 67.7 64.0 65.8
151-200 64.4 71.2 67.7
201-250 66.2 54.4 59.7
251-300 69.9 69.5 69.7
301-350 70.8 60.7 65.4
351-400 80.0 824 81.2
>400 100.0 66.7 80.0

8p: precision.

bR: recall.

To verify that the pretrained self-attention mechanism works
aswe believe, which isthat it can take advantage of the textual
context and capture very long-range dependenciesto understand
the complex semantics of biomedical text, we visualized the
output of token “[CLS]” inthe multihead of the final transformer
stack, as shown in Figure 4.

http://medinform.jmir.org/2020/5/€17644/

As seen by the token colors, thetoken “[CLS]” isrelated to the
following tokens: “chemical,” “disease” “drug,” “related,
“bilateral,” “[CLS],” and “[SEP]”. The 12 different colors refer
to the different head attentions. The more and darker the colors,
the more relevant the token. Lines between two tokens denote
acorrelation between two tokens. Their clarity depends on the
result of the head attentions.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e17644 | p.289
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Liuetd

Figure 4. Visualization of the output of token “[CLS]” in the multihead attention of the final transformer stack.
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From the perspective of semantic analysis, thereare 2 placesin
this example reflecting a relationship between a disease and
chemical: “ Drug-related disease are most often associated with
chemical.” and “ Bilateral disease after the use of entity, without
concurrent chemical use, have never been reported.” In thefirst
sentence, the relation between chemical and disease is mainly
determined by the following tokens: “associated,” “chemical,”
“disease” “related,” and “drug.” In the second sentence, the
relation between chemical and diseaseis mainly determined by
thefollowing tokens: “reported,” “never,” “chemical,” “disease,”
“without,” and “concurrent.” Token “[CLS]” is related to the
most keywords in both sentences. Therefore, the pretrained
sel f-attention structure can take advantage of the textual context
and capture very long-range dependencies from document-level
instances. On the other hand, the distribution of the different
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colors shows that multihead attention can form diverse
representati on subspaces to learn more complicated semantics.

However, from the gradation of the colors, the relationship
between token“[CLS]” and the keywordsis not strong enough.
Token “[CLS]” isnot highly correlated with token “disease” in
this instance. We visualized the output of tokens “chemical”
and “disease” in the final multihead attention, as shown in
Figures5 and 6. Asseeninthesefigures, thetokens“chemical”
and “disease” in the sentences capture more local information,
compared with the token “[CLS].” It may be inferred that, for
document-level relation extraction in the final layer of the
pretrained self-attention structure, designing a special network
to capture the relationships between different target entitiesis
better than applying adense layer.
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Figure5. Visualization of the output of token “disease” in the final multihead attention.
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[SEP]
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Figure 6. Visualization of the output of token “chemica” in the final multihead attention.
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Conclusions

For adocument-level annotated dataset, instead of dividing the
dataset, we considered all target entity pairs as a whole and
applied apretrained self-attention structure to extract biomedical
relations. The results and analysis show that the pretrained
self-attention structure extracted relations of multiple entity
pairs in a document. Through the visualization of the
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transformer, we verified that the pretrained self-attention
structure can capture long-distance dependencies and learn
complicated semantics. Furthermore, we conclude that
replacement of biomedical entities benefits biomedical relation
extraction, especially for document-level relation extraction.

However, this method still has some issues. In future work, we
plan to design amore effective network to capture local relations
between biomedical entities and improve our method.
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Abstract

Background: Rabiesis an acute infectious disease of the central nervous system caused by the rabies virus. The mortality rate
of rabiesis almost 100%. For some countries with poor sanitation, the spread of rabies among dogs is very serious.

Objective: The objective of this paper was to study the ecological transmission mode of rabiesto make theoretical contributions
to the suppression of rabiesin China.

Methods: A mathematical model of the transmission mode of rabies was constructed using relevant data from the literature and
officially published figuresin China. Using this model, we fitted the data of the number of patients with rabies and predicted the
future number of patients with rabies. In addition, we studied the effectiveness of different rabies suppression measures.

Results: The results of the study indicated that the number of people infected with rabies will rise in the first stage, and then
decrease. The model forecasted that in about 10 years, the number of rabies cases will be controlled within a relatively stable
range. According to the prediction results of the model reported in this paper, the number of rabies cases will eventually plateau
at approximately 500 people every year. Relatively effective rabies suppression measures include controlling the birth rate of
domestic and wild dogs as well asincreasing the level of rabies immunity in domestic dogs.

Conclusions: The basic reproductive number of rabiesin Chinais still greater than 1. That is, China currently has insufficient
measures to control rabies. The research on the transmission mode of rabies and control measures in this paper can provide
theoretical support for rabies control in China.

(IMIR Med Inform 2020;8(5):e€18627) doi:10.2196/18627

KEYWORDS
rabies; computer model; suppression measures; basic reproductive number

environment and the physiological status of various hosts [2].
More than 6% of infectious diseases that affect human beings
originate from animals, and more than half of animal diseases

Introduction

Since ancient times, infectious diseases have brought much

distress to human beings, and recorded deaths from infectious
diseases abound. For example, the Black Death that killed a
quarter of the European population during the medieval period
was transmitted by fleas and black rats. In the mid-14th century,
a plague killed another 25 million people [1]. The number of
diseases transmitted from animals to humans has been
increasing. By mutating, viruses become better adapted to their

http://medinform.jmir.org/2020/5/€18627/

can betransmitted to humans; as such, researchers pay particular
attention to such diseases [3]. The zoonotic disease studied in
this paper israbies, which is caused by the rabies virusand can
damage the central nervous system in humans. Rabies has a
fatality rate of 100%, the highest in theworld [4]. Although the
fatality rate of rabies is extremely high, effective control
measures can prevent the transmission of the disease.
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Rabies is a zoonotic acute infectious disease of the central
nervous system caused by the rabies virus. As patients with
rabies have the clinical manifestation of being afraid of drinking
water, thisdisease was previoudly called hydrophobia. However,
animal swith rabies do not have this characteristic [5]. Themain
symptoms are mania, anxiety, fear of wind and water, salivation,
and pharyngeal muscle spasm. Paralysis is a life-endangering
symptom. One of the characteristics of this disease is that
different patients have incubation periods of different lengths.
Most cases occur within 3 months of infection, with 4%-10%
occurring after more than 6 months, and about 1% of cases
exceeding 1 year. The longest incubation time reported in the
literature is 10 years [6]. Factors that affect the length of the
incubation period are age (shorter in children), wound site
(shorter if on the head or face), depth of wound (shorter with
deeper wounds), the amount of virus, the virulence of the strain,
and whether formalized debridement processing and preventive
vaccination were performed. Factors such as trauma, cold, and
overwork may contribute to early onset [7].

Humans have been aware of the disease rabies since the time
of Ancient Babylonians. At that time, there were no effective
rabies control methods. Due to the pain and high fatality rate
of rabies, many people committed suicide after being bitten by
dogs|[8]. Today, there are more than 150 countriesin the world
that have alarge number of deaths contributed to thewild spread
of rabies. At present, only one-quarter of the world’s countries
effectively control the occurrence of rabies. In some countries
where severe health conditions are prevaent, the number of
rabies casesishigh and the spread is difficult to control. In Asia,
India has the most severe rabies situation, with an annual
incidence of 20,000 cases, followed by Southeast Asiaand most
parts of Africa.

In China, the vaccination rate of dogs is relatively low,
especiadly in rura areas, where free-range dogs are rarely
vaccinated. As such, the death toll from rabies is significant.
Over the past two decades, the number of people who died of
rabiesin Chinafirst increased and then decreased. The number
of deathsfrom rabiesrose rapidly in the 1990s, reaching a peak
in 2007. After the unremitting efforts of relevant personnel in
China, the number of deaths from rabies began to decrease;
deaths had decreased by about 76% as of 2013 [9]. Wild dogs
are a source of rabies infections that cannot be ignored as they
are not domesticated and may bite humans. Therefore, we
conducted acomprehensive study of domestic dogs, wild dogs,
and humans in the context of rabies transmission.

Dueto the highly infectious nature of therabiesvirus, it isbeing
studied by researchers worldwide. Simulation research is a
research method that can transform complex biological
phenomena into mathematical problems; such mathematical
methods may enable better logical reasoning and disease
transmission analysis. Some researchers have established
mathematical models of rabies transmission from dogsto other
animals and studied the transmission mode of rabiesin animals
to ascertain the optimal time for vaccine control [10]. Other
researchers have designed a rabies transmission model based
on transmission in the domestic population. In building the
model described in this paper, dogs and humanswere classified
into thefollowing 4 categories: susceptibility, latency, infection,
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and recovery. The transmission mode of rabies among
populations was determined and effective rabies prevention
methods were proposed [11]. Other researchers previously
designed a transmission model for domestic and wild dogs.
Studies have shown that to control the spread of rabies, the
management of domestic dog breeding must be strengthened
[12]. Therefore, we conducted a simulation study of the
ecological infection model of rabies to provide theoretical
support for rabies research.

To study the transmission mode of rabies and determine
effective measures for suppressing rabies, we first constructed
amathematical model for the transmission mode of rabies. To
construct the mathematical model, data from the literature and
officialy published datain Chinawas used. The model fitsthe
number of patients with rabies and predicts the number of
patients with rabies in the future. In addition, we studied the
effectiveness of different rabies suppression measures. This
paper will provide theoretical support for rabies suppressionin
China

Methods

Establishment of a Mathematical M odel of Rabies
Transmission

Rabi estransmission models of humans, wild dogs, and domestic
dogs were established. Dogs and humans were divided into 4
categories: susceptibility, latency, infection, and recovery. S,
E, |, and R, represent the 4 categories of susceptibility, latency,
infection, and recovery inwild dogs. S, E, 1, and R, indicate
the 4 categories of susceptibility, latency, infection, and recovery
in domestic dogs. S, E,, |, and R, represent the 4 categories
of susceptibility, latency, infection, and recovery in humans.
Before the simulation study, it was hypothesized that only dogs
that have been in contact with an infected person would become
infected and dogsin the incubation period have both vaccination
and autoimmunity. The transmission model of rabiesis shown
in Figure 1. The arrows in the figure represent the direction of
rabies transmission.

According to this, the corresponding mathematical model was
established. The mathematical models for transmission among
dogs are shown in Equations 1-8.

@

The mathematical models for human transmission are shown

in Equations 9-12.
E

Corresponding to the actual situation, the parameters in
Equations 1-12 are nonnegative.

For both dog groups, A indicates the birth rate and p indicates
theratio of thetwo dog groupsthat are classified as susceptible
in the incubation period of rabies but that have not developed
disesse.
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b,S,l, and b, S,l,, indicate the number of rabies infections in
wild dogs in two dog groups within a unit of time. b,S)l,, and

by, S1, indicate the number of rabiesinfectionsin domestic dogs
intwo dog groupswithin aunit of time. Additionally, yindicates
the rate of immunity of the two dog groups, | indicates the
natural mortality rate of the two dog groups, a indicates the
fatality rate of the two dog groups, A indicates the failure rate
of vaccination in dogs, ¢, indicatesthekilling rate of wild dogs,
¢, indicates the killing rate of immune wild dogs, o indicates
the removal rate between the two dog groups in the incubation
and infected periods.

Figure 1. Rabies transmission mode.

-

Model Dynamics

Model dynamicsisused to study the relationship between rabies
suppression measures and the number of patients with rabies.
For dog groups, it is obtained as follows.

E
According to the actual situation, the number of groupsin this

mathematical model isawaysgreater than 0. Then, the equation
is obtained as shown below.

]

Thus, a can obtain the positive invariant set X of the model as

follows.
@]

Similarly, the positive invariant set X of the human situation
can be obtained as follows:
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For the human population, H indicates the birth rate in the
human population, p indicatesthe ratio of the human population
that is classified as susceptible during the incubation period of
rabies but has not devel oped disease, and A indicatesthefailure

rate of vaccination in the human population. b.S.l, and b, Sy,
indicate the number of rabies infections in humans caused by
the two dog groups within a unit time, y indicates the rate of
immunity of the human population, m indicates the natural
mortality rate of humans, and o indicates the fatality rate of the
human population.

The rabies-free equilibrium point [E] in a dog group can be
found using Equations 1-8. The rabies-free equilibrium point

" in a human population can be found using Equations 9-12.
Therefore, the basic reproductive number (BRN) of this rabies
transmission mode is shown bel ow.

In dog groups, the BRN isﬁ. The occurrence of crossinfection
greatly affects the BRN. Therefore, cross infection should be
considered in regard to daily protection.

Parameter Estimation

There is currently no fixed database of rabies in China.
Therefore, the datain this paper were obtained from previously
published literature and reports. The number of patients with
rabies used for this paper corresponds to the data reported by
the Public Health Scientific Data Center and the National Health
and Family Planning Commission. Taking the year as the unit,
the data shown in Table 1 was obtained.
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Parameter Symbol Value
Average number of wild dogs born each year Ay 2 47x10°
Infection rate of susceptible dogs by wild dogs in unit time Ba 291x10°°
Infection rate of susceptible dogs by domestic dogs per unit time Bp 220x10°7
Infection rate of susceptible human by wild dogsin unit time Be 3.39x1012
Killing rate of wild dogs Ca 0.06
Migration rate from latent wild dogs to infected dogs (N 0.35
Failure rate of vaccination in dogs A 0.5
Average number of domestic dog births per year Ap 1.80x10°
Infection rate of susceptible wild dogs by domestic dogs in unit time Ba 6.01x10°7
Infection rate of susceptible domestic dogs by wild dogs in unit time By 5.01x10°7
Infection rate of susceptible humans by domestic dogsin unit time Be 6.79x10° 12
Killing rate of domestic dogs Cy 04
Immunity rate of wild dogs Ya 0.05
Migration rate of humans from incubation period to infection period O¢ 0.33
Birth rate in the human population H 1.49x107
Theratio of wild dogs and domestic dogs during the incubation period that did not haverabies p, 0.35
outbreak and recovered to susceptible persons

Theratio of domestic dogsin incubation period who did not have rabies outbreak and recov-  py, 0.37

ered to susceptible population

Theratio of people in incubation period who did not have rabies outbreak and recovered to  pc 0.33
susceptible population

Natural mortality of wild dogs Ha 0.24
Disease-caused mortality of wild dogs Og 1

Failure rate of vaccination in people Ac 1

Results

Fitting and Prediction Results of the Number of
Infected Patients
According to the number of patientswith rabiesin Chinainthe

past 10 years, the rabies disease data in the model were fitted.
Theinitia values of each parameter are detailed below.

The initial values of susceptible individuals in the wild dog
group, the domestic dog group, and the human popul ation were
2x10° 3x10’, and 1.29x10°, respectively. Theinitial values of
the latent individuals in the wild dog group, the domestic dog

group, and the human population were 7x10% 2x10°, and 400,
respectively. The initial values of infected individuals in the
wild dog group, the domestic dog group, and the human

population were 2x10* 5x10 and 158, respectively. Theinitial
values of recovered individuas in the wild dog group, the

domestic dog group, and the human population were 1x10°,
5x10°, and 2x10°, respectively.

http://medinform.jmir.org/2020/5/€18627/

Fitting of the model image was performed. During the image
fitting process, other unknown parameters were obtained. Figure
2 shows the predicted future number of patients with rabies
based on this model.

It can be seen from the above figure that the number of people
with rabiesrisesat first and then decreases. From thefitted data,
the number of patients with rabies peaked around 2005. As
people's awareness of rabies increases, more people will be
vaccinated after being injured by a dog, which will reduce the
incidence of rabies and the number of cases. Additionally, due
to the development of modern medicine, the effectiveness of
therabiesvaccineisgradually increasing, which greatly reduces
the number of patients with rabies. Compared to the number of
rabies cases in 2016, the number of infected patients is
undergoing acontinuous decline. In about 10 years, the number
of rabies casesisforecasted to be controlled within arelatively
stable range. According to the prediction results of this model,
the number of rabies caseswill eventually be controlled to about
500 people every year. According to the values of the parameters
in the model, the BRN is estimated to be 1.069.
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Figure 2. Fitting and prediction data of the number of infected patients.
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The effect of the degree of immunity of wild (y,) and domestic

Effect Results of Each Parameter on the BRN (Vp) dogs on the value of the BRN is shown in Figure 4.

The effect of the birth number of wild (A,) and domestic dogs
(A,) onthe BRN is shown in Figure 3. It can be seenin Figure 4 that although an increasein the degree
of immunity in wild dogs can reduce the BRN, its effect on the

It can be seen from the figure above that when more wild dogs  BRN issmall and it cannot reduce the BRN to less than 1. This
arekilled, fewer wild dogs are born. Therefore, the value of the may be because wild dogs are friendly or fearful of humansand
BRN can be reduced to less than 1 by killing wild dogs. A generally do not attack humans. Therefore, the degree of
reduction in the BRN means that the number of people with  immunity in wild dogs does not play a significant role in
rabies will also decrease. Therefore, by killing wild dogs, the  reducing the number of peoplewith rabies. Conversely, domestic
incidence of rabies can be effectively reduced. Due to the dogs spend a lot of time with people. When playing, it is
Chinese people's love of dogs and the tradition of having dogs  possiblethat they will accidentally injure peopleif their strength
as pets, the number of domestic dogs is far higher than the s not well-controlled. Thus, for domestic dogs, the degree of
number of wild dogs. Therefore, the management of domestic  jmmunity can greatly affect the number of people with rabies.
dogsin Chinaisaso challenging. As can be seenfromthefigure  |mproving the degree of immunity of domestic dogs can greatly
above, by controlling the birth number of domestic dogs, the  reduce the BRN to less than 1.
value of the BRN can also be effectively controlled. Thus, the o ) ) . .
management of domestic dogsin Chinaneedsto be strengthened The _vaI uesin Figure 4 also show that i ncrgas ng f[he |mmunlty
to acertain extent, especially the birth number of domestic dogs, _Of wild dogs.can reduce the numb(_er Of patlen_ts with rablles, but
it cannot achieve the effect of eliminating rabies. Increasing the
immunity of domestic dogs is a practical and effective way to

which requires strict control.
reduce the number of patients with rabies.

Figure 3. The effect of the birth number of wild (A,) and domestic dogs (A},) on the RO.

RO
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Figure 4. The effect of the degree of immunity of wild (y;) and domestic
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Discussion

Overview

Rabies is caused by the rabies virus and can cause damage to
the human central nervous system, with afatality rate of 100%.
Among infectious diseases, rabies has the highest fatality rate
in the world [13]. Although the fatality rate of rabies is
extremely high, the disease can be prevented if effective control
mesasures are taken. The number of patientswith rabiesin China
has declined in recent years, but the number of cases is still
relatively high. Therefore, we conducted a study on the
transmission mode of rabies and effective suppression measures.
First, amathematical model of the transmission mode of rabies
was constructed by drawing relevant data from the officially
published data in China and research data from previously
published papers. According to this model, the study fit the
present number of patients with rabies and predicts the future
number of patients with rabies. In addition, we studied the
effectiveness of different rabies suppression measures.

In the process of data fitting, through the observation and
calculation of each parameter, the BRN of rabiesin Chinawas
determined to be about 1.069. This figure indicates that the
current rabies response is not ideal and cannot effectively
prevent the occurrence of rabies. In this paper, when analyzing
the effects of each parameter on the BRN, it was found that the
higher the number of wild dogs killed, the smaller the number
of wild dogs born. Therefore, the value of the BRN can be
reduced to less than 1 by killing wild dogs. Controlling the
number of births of domestic dogs can also effectively control
the value of the BRN. Therefore, the management of domestic
dogs in China needsto be strengthened, especially the number
of births of domestic dogs, which requires strict control.
Although an increase in the degree of immunity of wild dogs
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can effectively reduce the BRN, the effect of this parameter on
the BRN is small and cannot reduce the BRN to less than 1.
Improving the degree of immunity of domestic dogs can reduce
the value of the BRN to lessthan 1. The research resultsin this
paper are similar to the results of research conducted by others
on how rabies suppression measures affect the number of
patients with rabies [14].

Conclusion

Due to the large number of patients with rabies in China and
the severity of this condition, this paper investigated the
transmission mode of rabies and rabies suppression measures.
By counting the number of patients with rabies in China for
many years and using softwareto fit the data, our model forecast
an increase in the number of patients with rabies in Chinain
the next few decades. In addition, this paper studied the effect
of various measures on reducing the number of patients with
rabies. Ultimately, controlling the birth rate of domestic dogs
and wild dogs as well as increasing the degree of immunity in
domestic dogs are all relatively effective rabies suppression
measures. The BRN of rabies in Chinais still greater than 1.
Therefore, in terms of rabies control, China still needs more
research, policy formulation, and grassroots implementation.

Although the research in this paper obtained relatively
considerable results, there are still some limitations: (1) The
number of wild dogs in Chinais relatively high, and effective
sterilization measures have not been implemented for wild dogs.
Therefore, this problem was not considered during the
construction of the model used in this paper. (2) The research
in this paper is still in the theoretical stage, and further studies
are required to determine whether it is effective in practice.
Therefore, future research will be based on the results of this
paper, and will observe whether the results are correct and
feasible in practice.
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Abstract

Background: Brucellaisagram-negative, nonmotile bacterium without a capsule. The infection scope of Brucellaiswide. The
major source of infection ismammals such as cattle, sheep, goats, pigs, and dogs. Currently, human beings do not transmit Brucella
to each other. When humans eat Brucella-contaminated food or contact animals or animal secretions and excretionsinfected with
Brucella, they may develop brucellosis. Although brucellosis does not originate in humans, its diagnosisand cure are very difficult;
thus, it has a huge impact on humans. Even with the rapid development of medical science, brucellosisis still a major problem
for Chinese people. Currently, the number of patientswith brucellosisin Chinais 100,000 per year. In addition, due to the ongoing
improvement in the living standards of Chinese people, the demand for meat products has gradually increased, and increased
meat transactions have greatly promoted the spread of brucellosis. Therefore, many researchers are concerned with investigating
thetransmission of Brucellaaswell asthe diagnosisand treatment of brucellosis. Mathematical models have become animportant
tool for the study of infectious diseases. Mathematical models can reflect the spread of infectious diseases and be used to study
the effect of different inhibition methods on infectious diseases. The effect of control measures to obtain effective suppression
can provide theoretical support for the suppression of infectious diseases. Therefore, it is the objective of this study to build a
suitable mathematical model for brucellosis infection.

Objective: We aimed to study the optimized precontrol methods of brucellosis using adynamic threshol d—based microcomputer
model and to provide critical theoretical support for the prevention and control of brucellosis.

Methods: By studying the transmission characteristics of Brucella and building a Brucella transmission model, the precontrol
methods were designed and presented to the key populations (Brucella-susceptible popul ations). We investigated the utilization
of protective tools by the key populations before and after precontrol methods.

Results: Animprovement in the amount of glove-wearing was evident and significant (P<.001), increasing from 51.01% before
the precontrol methods to 66.22% after the precontrol methods, an increase of 15.21%. However, the amount of hat-wearing did
not improve significantly (P=.95). Hat-wearing among the key populationsincreased from 57.3% before the precontrol methods
to 58.6% after the precontrol methods, an increase of 1.3%.

Conclusions: By demonstrating the optimized precontrol methods for a brucellosis model built on a dynamic threshol d—based
microcomputer model, this study providestheoretical support for the suppression of Brucellaand theimproved usage of protective
measures by key populations.

(IMIR Med Inform 2020;8(5):€18664) doi:10.2196/18664
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brucellosis; dynamic model; protective measures; precontrol methods
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Introduction

Infectious diseases enter the human body through pathogens
such as bacteria, fungi, or viruses, causing bodily damage or
even death. In serious cases, infectious diseases cause large-scale
transmission of diseases among the population [1]. Furthermore,
the number of diseases transmitted from animals to humansis
increasing at an alarming rate. Viruses mutate over time, and
some mutations make them more suited to living in the current
environment and the physiological states of various hosts [2].
More than 60% of theinfectious diseasesin humans are caused
by animals and more than half of animal diseases can be
transmitted to humans, which underscores the need for
researchers to study such diseases [3]. The infectious disease
investigated in this study is brucellosis, which is a zoonotic
disease caused by Brucella [4].

Brucella is a gram-negative, nonmotile bacterium without a
capsule. It is an aerobic intracellular parasite that can reduce
nitrates. Brucella has a strong ability to adapt to the
environment, which makes it able to tolerate dryness and cold
temperatures and survive in meat or dairy products for up to 2
months. However, Brucella is not heat-resistant and is killed
by boiling water. Common disinfectants need several hours to
destroy Brucella.

In terms of transmission, Brucella passes through the digestive
tract, the respiratory tract, the skin, and mucous membranes.
By eating Brucella-contaminated food or contacting animals or
animal secretionsand excretionsinfected with Brucella, humans
can become infected with Brucella [5]. Once infected with
Brucella, the infected person will go through the acute and
chronic stages of brucellosis. At first, the infected person isin
the acute stage, at which timethey will have symptoms of other
systemic diseases. During this stage, brucellosis is relatively
easily cured; however, the infection is often not effectively
diagnosed as brucellosis at this point. After the infected person
entersthe chronic stage, brucellosisis very difficult to cure[6].

At present, most of the studies on the transmission of brucellosis
are in single populations. When studying the process of
infection, transmission between humans is ignored, and only
direct infection is considered. However, the transmission process
of brucellosis is complicated, and its transmission form is not
the same in different regions and between populations. Due to
its asymptomatic characteristics, an outbreak of brucellosisis
often synchronized between humans and animals. Investigating
the spread of brucellosiswould help researchers understand and
prevent the onset and large-scale transmission of brucellosis.
Researchers have built a model for the transmission of
brucellosis between humans and flocks. The effects of different
control methods on the transmission of brucellosis are known,
which aids researchers in designing more effective methods to
inhibit the spread of brucellosis[7]. Other researchers have built
a mixed model of brucellosis based on sheep-bovine-human
transmission. Thistransmission model revealed that disinfection
and immunization are the two most effectiveinhibitory measures
against the transmission of brucellosis[8]. This study explores
the transmission of brucellosis among goats to provide
theoretical support for the suppression of brucellosis.
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By understanding the effect that control measures have on
transmission suppression, we can create theoretical support for
the suppression of infectious diseases[9]. The abjective of this
study was to construct a mathematical model of brucellosis
infection. By studying the transmission characteristics of
Brucella and building a Brucella transmission model, the
precontrol methods for key populations (Brucella-susceptible
populations) were designed. We then determined the utilization
rate of protective tools by key groups before and after a
presentation on precontrol methods. This study provides
theoretical support for the suppression of Brucella and protective
measures for key populations.

Methods

Proposed Algorithm

Model Construction

Based on the characteristics of Brucella transmission from goat
flock to humans, we built amodel of Brucella transmission that
dividestheflock into two groups:. ordinary ewesand other goats.
In addition, we divided the ordinary female flock further into
susceptible goats, infected goats, and vaccinated goats. The
human popul ation was divided into two groups: susceptible and
infected people. Additionally, infected people were divided into
acute and chronic infections. Models were built based on the
characteristics of Brucella transmission. The following
hypotheses were made: (1) Thereisno route of infection among
humans. Brucella infections in humans come from direct or
indirect contact with goats. (2) Goats and humans have natural
deaths. (3) The number of human births and the number of goat
flocks are considered, as are the natural death of bacteria and
bacterial death caused by disinfection. The transmission of
brucellosis is shown in Figure 1. The diamonds represent the
ordinary ewes, the rounded rectangles represent other goats,
and the rectangles represent the human population.

InFigurel, S, V, E, and |, represent ordinary ewes that are
susceptible, vaccinated, inapparently infected, and isolated
positive infections, respectively,. S, Vy, E,, and |, represent
susceptible, vaccinated, inapparently infected, and isolated
positive infections of other goats, respectively. W represents
Brucella in the environment, while S, I., and Y represent
susceptible, acute, and chronic human populations, respectively.
As shown in Figure 1, Brucella infection among susceptible
human populations can be caused by Brucella in the
environment and inapparently infected goats in the flock.
Brucella in the environment is caused by the inapparently
infected goats and the isolated positively infected goats.
Additionally, Brucella dies naturaly in the environment.
Therefore, the differential equation of Brucella transmission
can be obtained, as shown in Equations 1-12.

@

In these equations, A is the input constant value, b is the
probability of each infection, m is the conversion rate of the
young to mature goats, d is the production rate, t is the ratio of
the adult and young infection rates in the flock, which should
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be between 0 and 1 combining with the actual situation, aisthe
mortality rate of infected sheep due to brucellosis, k is the

Huang & Li

release rate of infected bacteria per unit time, and d is the
Brucellamortality rate in the entire goat flock.

Figure 1. Diagram of the transmission of Brucellosis. S, susceptible ewe; V5 immunized ewe; E,: recessive infected ewe; |5 isolated infected ewe;
Sy sheep with hepatitis B; V,: immunized sheep; Ey,: recessive infected sheep; Iy: isolated infected sheep; W: environmental Brucella; Sg: susceptible
human population; | acutely infected human population; Y .. chronically infected human population.
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Model Dynamics

Since the last 3 equations are independent of the previous 9,
only thefirst 9 equations are included when considering model
dynamics. Within equations 1-9, an equilibrium point free of
brucellosis can be found, represented by the equation below:

]

The resulting positive invariant set of the research systemisas

follows:
@]
Numerical Simulation

Based on the number of brucellosis cases reported on the
internet, a hypothetical estimation and numerical simulation
process were performed. The values used in the numerical
simulation are described here. First, 2-3 years is the inventory
time of ordinary ewes, and the number of ewes is about 4.2
million; therefore, the average removal rate of ordinary ewes
d, is 0.4, and the supplement amount of ordinary ewes A, is
1.68 million. According to the actual data, the production rate
of the flock is about 60%. Therefore, the removal rate of other
goats is 0.6, and the supplement amount is 1.976 million.
Second, according to population data, the natural death ratein
the human population is 5.68%; thus, the supplement rate of
the human popul ation is estimated, and the supplement amount
isabout 9,150. Third, according to the existing data, the culling
rate of infected goats can reach 0.15; therefore, the positive
detection rate of ordinary ewes and other goats was set to 0.15
for this model. Additionally, according to the average 1-month
survival time of affected goats, the culling rate of infected ewes
and other goatsis set to 12.

https://medinform.jmir.org/2020/5/€18664

Precontrol Methods of Brucellosis

Studies have shown that the daily behavior of susceptible
populations (that is, those with high frequency of contact with
animals) is the key to whether brucellosis can be effectively
transmitted, and that theirregular daily behaviors of susceptible
populations greatly increase therate of Brucella infection; thus,
it is important for them to protect themselves during daily
exposure [10]. Due to the generaly low level of education of
the key populations in this study, they lack self-protection
awareness and knowledge of protective measures to varying
degrees. Intheir daily contact with animals or related products,
they cannot achieve comprehensive and universal protection
from Brucella infections.

The precontrol methods in this study included giving lectures
on prevention, control, and health education to the experimental
population, so that they would have a comprehensive
understanding of Brucella. This laid the foundation for
additional precontrol works. Subsequently, Brucella bacterial
preventivetools (such as gloves, masks, and disinfectants) were
distributed to the key populations and the relevant preventive
training was delivered, followed by a question and answer
session that answered the key populations questions about
Brucella protection. This strengthened their protection awareness
and led them to change their daily habits and use of protective
tools. The experimental population involved in this study was
the staff on a farm. All personnel were included in the
experiment and signed informed consent forms.

Follow-up visits or phone calls were made to infected patients
to understand whether they are used to the corresponding
prevention and control behaviors, and whether their prevention
and control behaviors are correct. Additionally, any questions
that susceptible populations and infected patients have about
brucellosis should be answered promptly to reduce panic and
strengthen the effect of precontrol methods.
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Statistical M ethods

SPSS 22.0 software (IBM) was used to statistically analyze the
data obtained in this study and make corresponding statistical
descriptions. The Chi-square test was used to statistically
analyze the clinical characteristics of the diseased populations
with different disease forms and different Brucella contact
history. P<.05 indicates that the difference is statistically
significant. For comparison between multiple groups, the
Chi-sguare test was used, and the check level was a=2alk(k-1),

Huang & Li

where k is the number of grouping groups, and P<a represents
that the differences are statistically significant.

Results

Results of the Numerical Smulation

The numerical simulation process was performed according to
the actual data, which enabled usto generate the data shownin
Figure 2. As shown in Figure 2, the numerical simulation
suggested that the number of people with brucellosis will be
stable in the future.

Figure 2. Fitting and short-term prediction of Brucellosis cases. This figure shows the relationship between the number of brucellosis cases and time
in the region, and the appropriate number of measures required to obtain aforecast of the number of future brucellosis cases.
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Precontrol Results of Brucellosis

The mathematical model of this study suggeststhat humansare
infected with Brucella through direct or indirect contact with
animals. Therefore, to avoid Brucella infection, it is necessary
to first isolate humans from Brucella, a process in which
utilizing many protective tools is the most critical step.

Thedistribution of brucellosisin the study populationis shown
in Figure 3, demonstrating that the majority of brucellosis
patients are men, and the difference in gender distribution is
statistically significant (P<.001). In addition, most brucellosis
patients are aged 30-59 years. One possible reason for thisis
that the experimental population was the staff of afarm, where
most staff are in that age range.

Figure 4 shows the proportion of different symptoms
experienced in different stages of the disease. As shown in
Figure4, the clinical manifestations of patientswith brucellosis
in the acute stage are mostly fever, pain in muscles and joints,
sweating, and fatigue. The above clinical phenomena are
significantly more common in patients in the acute stage than
those in the chronic stage. The difference is statistically
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RenderX

significant (P=.006). Conversely, liver and spleen enlargement
occurred at both disease stages, and the difference was not
statistically significant. However, the probability of testicular
enlargement in patients was significantly higher in the acute
stage than in the chronic stage; the difference was statistically
significant (P=.003). Finally, thelikelihood of lymphadenopathy
in patientsin the chronic stage is significantly higher than that
in patientsin other stages (P=.005).

Figure 5 shows the utilization of protective tools by the key
populations before and after the intervention. As shown in the
figure, the utilization of protective tools by the key populations
improved significantly following theintervention. Many people
in the key populations now wear gloves, masks, rubber shoes,
hats, and work clothes; wash their hands frequently; and
disinfect animal shelters. The improvement in glove-wearing
was the most striking, as it increased from 51.01% before the
precontrol methods to 66.22% after the precontrol methods, an
increase of 15.21%. The difference was statistically significant
(P<.001). However, hat-wearing did not improve significantly
(P=.08). It increased from 57.3% before the precontrol methods
to 58.6% after the precontrol methods, anincrease of just 1.3%.
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Figure 3. The number of people with brucellosisin different stages by gender (A) and age (B).
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Discussion

Overview

Brucella has a strong ability to adapt to the environment. It can
tolerate dryness and cold temperatures, and can survivein meat
and dairy products for up to 2 months. Presently, it is not
possible to completely remove the infection sources of
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brucellosis. Additionally, it is not currently possible to develop
a practical and effective vaccine for brucellosis. Studies have
shown that the daily behavior of susceptible populations (that
is, those with a high frequency of contact with animals) is the
key to whether brucellosis is transmitted further. Indeed, the
irregular daily behaviors of susceptible populations could greatly
increase the rate of Brucella infection; thus, it isimportant that
they protect themselveswhen in contact with animals, consistent
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with previously published research [11] on the suppression of
brucellosis transmission.

In thisstudy, wefirst designed atransmission model of Brucella
in animals and humans. It found that human infection by
Brucella is through direct or indirect contact with animals.
Therefore, to avoid Brucella infection, it is necessary to be
isolated from animalsinfected with Brucella. The utilization of
various protective equipment and tools is critical. Prior to the
precontrol methods and information dissemination, due to the
generaly low level of education in the key popul ations studied,
people lacked knowledge about protective measures to varying
degrees. When in daily contact with animals or related products,
people in these key populations could not achieve
comprehensive and universal protection from Brucella
infections.

After the precontrol methodsin this study, the study populations
improved their use of protective tools compared to before the
precontrol methods. The utilization of several protective tools
improved to varying degrees. In particular, the improvement in
glove-wearing was the most striking, as it increased from
51.01% before the precontrol methods to 66.22% after the
precontrol methods, an increase of 15.21%. The difference was
statistically significant (P<.001). However, hat-wearing did not
improve significantly (P=.95), asit increased from 57.3% before
the precontrol methods to 58.6% after the precontrol methods,
anincrease of 1.3%. A possiblereason isthat peoplein the key

Huang & Li

populations do not notice the protective effects of wearing ahat
during daily contact with animals; thus, they do not pay attention
to wearing hats as protection. The research results also reflected
the age distribution and level of education of the key
populations; their acceptance of information is slow, and their
acceptance of new knowledge islow. However, in general, the
utilization of protective tools by the key populations improved
significantly. Most people in the key populations wear gloves,
masks, rubber shoes, hats, and work clothes; wash their hands
frequently; and disinfect animal shelters.

Conclusion

This study researched brucellosis transmission and the effects
of precontrol methods on protective equipment usage by key
populations. The results of our numerical simulation indicated
that the incidence of brucellosisis projected to become stable,
without a major increase or decrease. After the precontrol
methods, the utilization of protective tools by the key
populations improved significantly. Most people in the key
populations wear gloves, masks, rubber shoes, hats, and work
clothes; wash their hands frequently; and disinfect animal
shelters. This study achieved our objectives, but there are still
some deficienciesin the research process. Dueto the limitation
of time, thisstudy failed to analyze the prevalence of brucellosis
in key populations after the precontrol methods. In a future
study, we aim to research precontrol methods and the subsequent
number of brucellosis infections.
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Abstract

Background: The incidence of diabetes is increasing in China, and its impact on national health cannot be ignored. Smart
medicineis amedical model that uses technology to assist the diagnosis and treatment of disease.

Objective: Theaim of this paper was to apply artificial intelligence (Al) in the diagnosis of diabetes.

Methods: We established an Al diagnostic model inthe MATLAB software platform based on a backpropagation neural network
by collecting data for the cases of integration and extraction and selecting an input feature vector. Based on this diagnostic model,
using an intelligent combination of the LabVIEW development platform and the MATLAB software-designed diabetes diagnosis
system with user data, we called the neural network diagnostic module to correctly diagnose diabetes.

Results: Compared to conventional diagnostic procedures, the system can effectively improve diagnostic efficiency and save

time for physicians.

Conclusions: The development of Al applications has utility to aid diabetes diagnosis.

(IMIR Med Inform 2020;8(5):€18682) doi:10.2196/18682

KEYWORDS
artificial intelligence; diabetes; neura network

Introduction

Artificial Intelligence and Smart Medicine

Artificial intelligence (Al) has meaningful benefits for human
beings; its promotion in the devel opment of medical technology
can enable machines, algorithms, and big data to serve human
health needs. In China, the incidence of diabetesisontherise,
and its impact on national health cannot be ignored. Diabetes
isadisease in which the body metabolizes proteins, fats, sugars,
and other substances in the blood, liver, and other organs
because it does not properly produce or use insulin.

Smart medicine is amedical model that uses Al technology to
assist diagnosis and treatment. In the future, smart medicine
will be a core technology to fight disease and prolong human
life. The advent of Al has increased the intelligence of
computers, enabling them not only to “learn” expert medical
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knowledge but also to simulate the thinking and reasoning of
physiciansregarding patients. Therefore, computers can provide
reliable diagnoses and treatment plans. Al can process huge
amounts of data rapidly. Through the study of big data, Al can
discover rules and summarizestheir differences with regularity
to diagnose diseases. Based on this background, in this paper,
weintroduced Al technology to an auxiliary diabetes diagnosis
system. We used an Al neural network algorithm to establish
an auxiliary diagnosis model and judge the type of diabetes
based on physiological parameters input by a user. This may
aid the diagnosis of diabetes in under-resourced areas or by
inexperienced physicians.

Theoretical Basis

Al is an area of research and development involving the
simulation, extension, and expansion of cutting-edge science
and interdisciplinary intelligence theory, methods, techniques,
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and applications. The famous British scientist Alan Turing is
known asthefather of Al; in 1950, he published afamous paper
[1], “ Computing Machinery and Intelligence,” which provided
the first definition of Al from a behaviorist point of view and
proposed the concept of a “thinking machine” as well as the
“Turing test” to determine whether a machine is intelligent.
Many human activities, such as problem solving, riddle solving,
online shopping, preparation of plans, writing computer
programs, and even driving a car, require intelligence. If a
machine can perform such tasks, the machine can be considered
to possess artificial intelligence. Machine learning is a type of
Al that uses algorithmsto analyze data, learn from the analysis,
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and draw inferences or make predictions. As an important
mathematical algorithm model in machine learning, neural
networks have been successfully applied to many practical
problems that are difficult for computers to solve in the fields
of automatic control, pattern recognition, medicine, and
economics. Neural networks have good intelligence
characteristics and strong nonlinear processing ability. The
application of neural networksin diabetes analysisand research
has great significance. The relationship between neural
networks, machinelearning, and Al isshownin aVenn diagram
inFigure1[2].

Figure 1. Venn diagram showing the relationship between neural networks, machine learning, and artificial intelligence.
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Overview of Artificial Neural Networks
Figure 2 shows a multilayer forward neural network. The

computing nodes in this network are hidden layer and output
layer neurons.

Hebb's|earning rule adjusts the connection weight (w;;) between
neurons according to the principle that when neuronsi and j are
simultaneously excited, the connection between them must be
strengthened:

Awi = nui(t)u(t) (1)

Neurocytology has confirmed that this rule is consistent with
conditioned reflex theory [a]. n(0<n<1l) represents the
proportionality constant of the learning rate and is also called
the learning factor or learning step.

The d learning rule adjusts the connection weight (w;;) between

neurons. When the output value of a neuron does not match the
expected value, the weight of the neuron must be adjusted
according to the difference between the expected value and the
actua value[3]:

Aw; = n[d; —yiOlyi(® (2)

This is the minimum mean square error learning rule. It is a
special case of the d learning rule. Its principleis adjustment of
the mean sguare error between the actual output of the neuron
and the expected output to the minimum, that is:

]
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The principleisthat “the winner isfully profitable,” that is, the
neuron in a layer of neurons that produces the largest output
valuefor theinput isthe “winner.” Then, the weights connected
to the “winner” can simply be adjusted to bring it closer to the
valuation of the input sample pattern:

Aw;; = nlg(x) —w;(0)] (4)

A neural network simulates the structure of the human brain;
the simplest model of a neural network is a perceptron, which
consists of a set of interconnected nodes constituting a chain.
Figure 3 showsthe structure of aperceptron. It contains 2 types
of nodes: several input nodes, consisting of attributes used to
represent the input, and an output node that provides an output
model. The nodes in a neural network structure are called
neurons or units. In a perceptron, the input nodes and output
node are connected by aweighted chain.

After the weighted summation of the input by the perceptron,
the offset factor t is subtracted, and then the output value 7 is
obtained according to the sign of the result. For example, in a
perceptron with 3 input nodes, the weight of each node to the
output node is 0.3, the paranoid factor t is 0.4, and the output
calculation formula of the model is as follows:

]
©)

The difference between the input node and the output node of
the perceptron is that the input node directly transmits the
received value to the output chain without any conversion, while
the output node performs a weighted summation on the input
and then subtracts the bias term; the symbol then produces an

JMIR Med Inform 2020 | vol. 8 | iss. 5 |€18682 | p.310
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

output according to the result. Equation 6 is a mathematical
representation of the output of the perceptron model:

¥ = sign(wlxl + w2x2 + ... + wnxn —t) (6)
where wy, Wy, ..., W, is the weight of the input chain, X3, X,, ...
, X, istheinput attribute value, and sign isa symbolic function;
when the parameter is positive, the activation function of the

Figure 2. Schematic of amultilayer forward neural network.
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Figure 3. Schematic of a perceptron.
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Principles of Data Mining

Data mining is also referred to as data collection or data
gathering. The process of data mining involves finding and
extracting information and knowledge with potential use value
from alarge amount of incomplete, noisy, and random practical
application data. Data mining is an iterative process. In this
process, information discovery is performed manually or
intelligently. When exploring and researching an unknown

Figure 4. Schematic of the data mining process.
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neuron is output +1, and when the parameter is negative, the
activation function of the neuronisoutput —1 [4]. The perceptron
model can also be expressed by Equation 7:

¥y =sign(wx —1) (7)

where w is the weight vector and x is the input vector.

Output layer

Hidden layer

|—| J(¥)

database, it is impossible to predict the knowledge and
information it contains. In contrast to traditional data analysis
technology, data mining technology can describe the hidden
features of many data categories, predict their development
trends, and identify useful information with high
decision-making value and guiding significance for work and
life. Asshownin Figure 4, datamining isuniversally applicable
to various types of data[5].
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Diabetes Data Processing

Influencing Factors of Diabetes
At present, because the onset of diabetes is extremely
complicated, its etiology and pathogenesis have not been fully
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elucidated. The recognized factorsinfluencing the incidence of
diabetes according to many medical report studies and data
analyses of diabetic patients are shown in Figure 5.
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Figure5. Influencing factors of diabetes.
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Genetic Factors

The onset of diabetes has familial characteristics; if family
members in the previous generation have diabetes, the
probability of their offspring having diabetesis very high. The
genetic factors of diabetes are clear. The prevalence of diabetes
in people with a blood relationship to patients with diabetes is
5 times higher than that of people who do not have such ablood
relationship [6]. Moreover, the risk of genetic factorsin type 1
diabetes is 40% higher than in type 2 diabetes [7]. Medical
research hasidentified avariety of genetic mutationsthat affect
the onset of diabetes. For example, type 1 diabetes is closely
related to the DQ site polymorphism in the human leukocyte
antigen gene, and multiple DNA sites will affect the onset of
the disease. Type 2 diabetes is also affected by mutations of
genes such as the insulin-hormone gene and the glucokinase
gene[8].

Dietary Factors

When the human body consumes more energy than it expends
for along time, obesity can result. Obesity isthe most important
risk factor for diabetes. Most patients with type 2 diabetes have
other conditions, such as obesity, hypertension, and
hyperlipidemia

Environmental Factors

Environmental factors affecting diabetes mainly include
population aging, reduced exercise volume, viral infection, and
psychological stress. In populations susceptible to conditions
caused by genetic factors, the onset of diabetes may also be
affected by environmentad factors. Lifestyle changesalso greatly
contribute to the increasing number of people with type 2
diabetes. In an American Indian tribe in Arizona, theincidence
of obese and diabetic patients rose from 0% to 50% due to
changesin the original lifestyle of the tribe members[9].

Psychological Factors

Psychological factors are often ignored by researchers; however,
in recent years, many clinical medical studies have found that
psychological factors have effects on the pathogenesis of
diabetes [8]. Most scholars hold the view that when a person
remains in a state of mental stress and depression for a long
time, excessive stress and negative emotionswill cause the body
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to respond to stress, quickly produce a large number of
hormones that can increase blood sugar, and inhibit the
production of insulin [3]. Studies have found that when a
person's mood fluctuates, the blood glucose levelsin their body
will rise to varying degrees. If the person remains in this state
for along time, they have a high chance of developing diabetes
[5].

Other Factors

There are various additional predisposing factors for diabetes.
In addition to the 4 factors mentioned above, comprehensive
influences include various physical indicators, such as age,
gender, height and weight, blood pressure and blood lipids;
adverse living habits, such as smoking and alcohol abuse; and
taking estrogen [7].

Diagnostic Criteria of Diabetes

The blood glucose cutoff pointsfor diabetic diagnosisarefasting
blood glucose =7.0 millimoles per liter (126 milligrams per
deciliter); 2 hour oral glucosetolerancetest blood glucose=11.1
mmol/L (200 mg/dL); and random blood glucose 211.1 mmol/L
(200 mg/dL) [10].

Patients with typical symptoms of diabetes (eg, frequent
drinking, polyuria, polyphagia, weight loss) and who meet any
of the above cutoff points can be diagnosed with diabetes. For
those with no obvious symptoms, only thefirst or second cutoff
point can be used as a diagnostic condition, and the patient’s
blood glucose levels must be checked on another day. In
impaired glucose regulation, the fasting blood glucose or glucose
tolerancetest 2 hours after taking glucose exceeds normal values
but does not meet the diagnostic criteriafor diabetes.

Methods

Collection and Preprocessing of Diabetes Data

We combined the theoretical knowledge of medical datamining
to integrate and preprocess medical datafrom a Top 3 hospital
in Lanzhou. The initia fasting blood glucose and 2 hour
postprandial blood glucose levels of all patients with diabetes
exceeded the standard values. More than 95% of the initial
symptoms of patients with type 2 diabetes included thirst, dry
mouth, excessive drinking, polyphagia, polyuria, and weight
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loss. Theinheritance of diabetes was mainly manifested in type
1 diabetes. Type 2 diabetes was mostly caused by acquired
habits or endocrine disorders. By comparing health data, it was
found that people who smoke and drink perennially are at 50%
higher risk for diabetes. Therefore, the above symptoms were
used as important indicators for diagnosing patients with
diabetes. In the data, 1 indicates yes and 0 indicates no.

Establishment of the DiagnosisM odel and Analysis of
the Results

Model Establishment Based on the Backpropagation
Neural Network

There is currently no quantified standard for selecting the
number of hidden layer units. [El isusually used to determine
Figure 6. Establishment of the model based on the BP neural network.
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The sample regression coefficients are shown in Figure 7.

The 650 screened groups of patientswith diabetesincluded 395
groups (60.8%) of patientswith type 2 diabetes and 255 groups
(39.2%) of patients with type 1 diabetes. The training set
contained 590 groupsin total, including 343 groups (58.1%b) of
patientswith type 2 diabetes and 247 groups (41.9%) of patients
with type 1 diabetes. The test set used 60 groups of data,
including 39 groups (65%) of patients with type 2 diabetes and
21 groups (35%) of patients with type 1 diabetes.
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the number of hidden layer units. In this study, n was taken as
19, m as taken as 1, and the range of the numbers of hidden
layer unitsin this model was initially determined.

As can be seen in Figure 6, when the number of hidden layer
units is 12, the network and the number of iterations of the
training effects are the best. Therefore, in this paper, we selected
the number of hidden layer units as 12 to modd the
backpropagation neural network.
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The outputs of the test set were obtained after training the
backpropagation neural network. The results showed that of the
41 type 2 diabetes groups, 38 (93%) were accurately diagnosed,
while 3 (7%) were misdiagnosed. For the 19 type 1 diabetes
groups, 17 (89%) were accurately diagnosed, while 2 (11%)
were misdiagnosed.

Among the test data of the 60 groups, 5 groups of data were
misdiagnosed, and the average correct diagnosisrate was 55/60
(92%). This percentage is feasible for diabetic diagnosis.
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Figure 7. Sample regression with 12 hidden layer units.
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Discussion

Implementation of a Diabetes Diagnosis System

The MATLAB platform (MathWorks, Inc) has a long history
of usein research and application of neural networks; avariety
of itsimplementation technol ogies and methods are now quite
mature, especially since the emergence of the neural network
toolbox. However, MATLAB has many limitationsin practical
applications, such as a poor user interface. Therefore, in this
paper, we combined LabVIEW software (Nationa Instruments
Corporation) with MATLAB; we used the LabVIEW platform
to design a graphical user interface while calling MATLAB
script nodes and using their functional characteristicsto diagnose
diabetes.

System Design User Interface

Theuser login interface was mainly constructed using the while
loop, event structure, Boolean function, string control, and
conditional structure in LabVIEW. At the same time, the
username subvirtual instrument (SubV ) and password decision
SubVI were set in the main program of the login system.

When the Boolean space of the front panel account login value
changes, the block diagram will check whether the account and
password match the data stored in the user VI. A conditional
structure is used. When the account and password are correct,
the judgment condition is true; thus, the attribute node opens
and the user can enter the main program, as shown in Figure 8.
When the account and password data are not found in the user
V1, thejudgment condition isfalse, and an account or password
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RenderX

error occurs. The program was written using both local variables
and attribute nodes; thus, it is simple and functional. The
password decision SubV1 is shown in Figure 9.

In order to adapt to the situation where the user forgets their
account name and password when using the diabetes diagnosis
system, a password modification VI was designed in the main
program. When the user forgets the account name and password,
the password can be retrieved through the password recovery
interface; Figure 10 shows a block diagram of the password
modification function, which includesthe conditional structure,
Boolean function, and string control.

In the main program, the diabetes diagnosis system is
constructed with a tiled sequential structure. There is no
sequential structure in text programming; a text programming
language can execute statements in order, but the order of
sequential execution is changed by loops and conditional
structures. In contrast, LabVIEW uses a data flow method
involving a multi-threaded parallel structure that drives the
programming direction through the data flow. At the sametime,
we can implement multi-threading without any additional
programming, which is an additiona advantage of
multi-threaded operation. In this operation mode, whether the
node can run normally in LabVIEW depends entirely on whether
the data are flowing into al the required inputs of the node.
LabVIEW dataisfreeto“swim.” It does not necessarily follow
the default direction of data flow from left to right. Therefore,
the sequence in which the block diagrams run is somewhat
random, and the sequence of the LabVIEW block diagrams
cannot be decided with complete accuracy.
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Figure 8. The main program of the login system.

Figure 9. The password decision SubV1.
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Figure 10. The password modification V1.
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Call of the MATLAB Neural Network Diagnostic
Module

LabVIEW can relate to other languages and software through
interfaces; it can also be extended to multiple target platforms
and operating systemsto achieve user requirementsfor different
numerical calculationsand analyses. By running programswith
MATLAB scripts in LabVIEW and communicating with

Figure 11. Locations of the MATLAB script nodesin LabVIEW.
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MATLAB script nodes in MATLAB through LabVIEW,
MATLAB'’s powerful numerical calculation functions can be
used in LabVIEW. Based on the above background, in this
paper, we used LabVIEW to build a diabetes diagnosis system
while modeling neural networkswith MATLAB. Thelocations
of the MATLAB script nodesin LabVIEW are shownin Figure
11
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Conclusions

In recent years, the development of smart medicine has been
increasing in Chinaaswell asin other countries. Breakthroughs
in key technol ogies such asimage recognition, depth of learning,
and neural networks have resulted in a new round of
developments in Al. On the other hand, with the continuous
improvement of human living standards, the incidence of
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diabetes in our country has also continued to rise; in redlity,
medical resources are unevenly distributed, with insufficient
numbers of physicians, less experienced community physicians,
and other issues. More efficient allocation of medical resources
reduces misdiagnosis due to lack of experience; this paper
proposes combining Al technology with diabetes diagnosis to
build a diagnostic system that helps physicians diagnose
diabetes.
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