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Abstract

Background: Health information technology is used in nursing practice worldwide, and holistic patient care planning can serve
as a guide for nursing practice to ensure quality in patient-centered care. However, few studies have thoroughly analyzed users’
acceptance of care plan systems to establish individual plans.

Objective: Based on the technology acceptance model 3 (TAM3), a user technology acceptance model was established to
explore what determines the acceptance of care plan systems by users in clinical settings.

Methods: Cross-sectional quantitative data were obtained from 222 nurses at eight hospitals affiliated with public organizations
in Taiwan. Using the modified TAM3, the collected data were employed to analyze the determinants of user acceptance of a care
plan system through structural equation modeling (SEM). We also employed moderated multiple regression analysis and partial
least squares–SEM to test the moderating effects.

Results: We verified all significant effects from the use of a care plan system among bivariate patterns in the modified TAM3,
except for moderating effects. Our results revealed that the determinants of perceived usefulness and perceived ease of use
significantly influenced perceived usefulness and perceived ease of use, respectively. The results also indicated that nurses’
perceptions of subjective norm (path coefficient=.25, P<.001), perceived ease of use (path coefficient=.32, P<.001), and perceived
usefulness (path coefficient=.31, P<.001) had significantly positive effects on their behavioral intention to use the care plan
system, accounting for 69% of the total explained variance.

Conclusions: By exploring nurses’ acceptance of a care plan system, this study revealed relationships among the variables in
TAM3. Our results confirm that the modified TAM3 is an innovative assessment instrument that can help managers understand
nurses’acceptance of health information technology in nursing practice to enhance the adoption of health information technology.

(JMIR Med Inform 2020;8(5):e15686)   doi:10.2196/15686

KEYWORDS

care plan system; technology acceptance model 3; behavioral intention
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Introduction

Nurses’ ability to develop detailed care plans considerably
influences the quality of patient care [1]. Care plans are essential
tools for promoting holistic care and are used to guide the
practice of, communication about, and recording of the provided
care in routine care settings [2,3]. Suitable individual care plans
have been associated with correct medical observations and
appropriate nursing diagnoses [4-6]. Therefore, it is reasonable
to infer that such care plans lead to the appropriate
implementation of care, accurate judgments of achieved patient
goals, and clinically effective nursing interventions. In nursing
environments, informatics has been used to improve data
management and promote care planning [7]. With the help of
information technology, a care plan system was developed to
facilitate the planning, organization, coordination, and recording
of the nursing process.

Several models have been proposed to examine the factors
affecting individual reactions to information technology. For
example, the user acceptance of technology model is the most
popular model used to evaluate information systems [8]. The
technology acceptance model (TAM) identifies why individuals
adopt new technologies in various domains and is a popular
topic of research in the information systems field. The original
TAM contains two belief constructs, namely perceived
usefulness (PU) and perceived ease of use (PEOU), which have
been defined by Venkatesh and Davis [9] and Venkatesh [10],
respectively (see Table 1). These constructs determine an
individual’s behavioral intention (BI) toward using information
technology; PU has a stronger and more direct impact than does
PEOU [9-11].

Venkatesh and Bala [11] developed a theoretical framework for
TAM-related research by synthesizing prior research conducted
on the TAM. This theoretical framework involves the social
influence, systemic characteristics of determinants, individual
differences, and facilitating conditions related to PU and PEOU.
Social influence encompasses the social processes and
mechanisms that shape individuals’ perceptions of various
aspects of a technology. Systemic characteristics refer to the
identity of a system and can help individuals perceive the ease
of use and usefulness of said system. Individual differences are
personal characteristics or demographics that influence PEOU
and PU. Finally, facilitating conditions refer to organizational
infrastructure and support, which promote the adoption of a
technology in a given context. Venkatesh and Bala [11]
combined a theoretical model of the determinants of PEOU and
PU with the original TAM and called this extended model
TAM3. This model has since proven to be reliable and highly
accurate for predicting and explaining user acceptance of various
forms of information technology.

Theoretical processes such as social influence and cognitive
instruments explain the relationship between PU and its
determinants (ie, subjective norm [SN], image [IMG], job
relevance [REL], and result demonstrability [RES]). SN and
IMG are categorized as social influence processes, whereas
REL and RES are system characteristics that reflect the effects
of cognitive instrumental processes. Furthermore, according to
the theoretical framework of TAM3, individual differences and
facilitating conditions explain the determinants of PEOU through
the anchoring and adjustment of human decision making.
Anchoring involves four constructs, namely perception of
external control (PEC), computer self-efficacy (CSE), computer
anxiety (CANX), and computer playfulness (PLAY). These
constructs reflect how individuals anchor the PEOU of a target
system to their beliefs. The adjustment of perceived enjoyment
(ENJ) and objective usability modifies individuals’ PEOU of a
target system. Objective usability is determined through the
comparison of the amount of time spent by an expert with that
spent by a novice to perform a task using the system [10]. The
specific definitions of the determinants of PU and PEOU are
provided in Table 1.

The variables of the original TAM have the power to predict
nurses’ technological acceptance of and intention to use
information technology [12,13]. One study employed the
original TAM to explore nurses’ acceptance of a nursing
information system for care planning. The researchers reported
that PEOU and PU significantly influenced nurses’ acceptance
levels [14]. Zhang et al [15] conducted a study on the
determinants of PU in the context of mobile homecare nursing
to better understand the acceptance of a technology.

After reviewing the literature on user acceptance of a nursing
information system, we noted that most studies were based on
the original TAM only or theories regarding the determinants
of PU. In addition to studying the relationships of REL and RES
with PU, Zhang et al [15] observed that SN and IMG within an
organization were significant antecedents of PU and that PU
was the most influential factor in the adoption of mobile
information technology by homecare nurses. In other words, to
date, few studies have examined the determinants of PEOU or
developed a combined model of the determinants of PEOU and
PU in the context of nursing information system use. The care
plan system in this study was developed by the North American
Nursing Diagnosis Association on the basis of their classification
system and was validated by our previous research [16]. This
paper presents an empirical study on this care plan system that
incorporated the modified TAM3 to explore the acceptance
mechanism of a care plan system. The objectives of this study
were to (1) identify the determinants of nurses’ acceptance of
a care plan system and (2) determine the influence of bivariate
patterns in the modified TAM3 on the use of a care plan system.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15686 | p.5https://medinform.jmir.org/2020/5/e15686
(page number not for citation purposes)

Ho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Definitions of constructs in the modified technology acceptance model 3.

DefinitionConstruct

The degree to which an individual believes that using a technology will enhance his or her job performance [9]Perceived usefulness

Social influence

An individual’s perception of whether the people who are important to them think that they should use the target
system [9]

Subjective norm

The degree to which an individual perceives that using a technology will enhance their image or status in their
social circle [9,17]

Image

Cognitive instruments

One’s perception of a technology as facilitative to their job [9]Job relevance

An individual’s perception of the tangible (observable and communicable) results from using the target system
[9,17]

Result demonstrability

The degree to which an individual believes that using a technology will be free of effort [10]Perceived ease of use

Anchoring

Individuals’ perceptions regarding the availability of organizational responses to facilitate the use of a target
system [11]

Perception of external
control

Individuals’ beliefs regarding their abilities to use information technology [11]Computer self-efficacy

An individual’s degree of fear or apprehension when they use or consider using a target system [10,18]Computer anxiety

The degree of perceived spontaneity in an individual’s interaction with a technology [10]Computer playfulness

Adjustment

The performance-related consequences of using a target system and the degree to which using said system is
perceived to be enjoyable [10]

Perceived enjoyment

Moderator

The strength of individuals’ beliefs regarding how well a system enables the performance of a task with respect
to said individuals’ job goals [10]

Output quality

The rating range of voluntary use of a target system [10]Voluntariness

Methods

Theoretical Framework of the Technology Acceptance
Model 3
This study proposed a modified version of TAM3, developed
by Venkatesh and Bala [11], to express user acceptance of a
care plan system. The study hypotheses are described as follows
(Figure 1): (1) PU and PEOU have significant relationships
with BI (H1 and H2, respectively); (2) the effects of SN on BI
(H3), SN on IMG (H4), and SN and IMG on PU (H5 and H6,

respectively) are related to social influence; (3) REL and RES
represent the cognitive instrumental processes of PU (H7 and
H8, respectively); (4) PEOU has a significant relationship with
PU (H9); (5) the relationship of PEC, which refers to personnel
beliefs, with PEOU (H10) is a facilitating condition; (6) the
effects of CSE, PLAY, and CANX on PEOU (H11, H12, and
H13, respectively) represent individual differences in terms of
general beliefs about computers and computer use; and (7) ENJ
can be adjusted to predict the PEOU of a system (H14). The
degree to which the adjustment of objective usability determines
the PEOU of a target system was not validated in this study.
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Figure 1. Modified technology acceptance model 3 adopted in this study. Hm1: hypothesis moderator 1; Hm2: hypothesis moderator 2.

Venkatesh and Bala [11] included output quality (OUT) as a
moderating variable (Table 1). REL on PU was stronger when
OUT was higher. In addition, to distinguish voluntary use from
mandatory use, the researchers included voluntariness (VOL)
as a moderator (Table 1) of the relationship between SN and
BI.

Study Design and Sample
This cross-sectional study was approved by the Medical Ethics
Committee of the Tri-Service General Hospital (TSGHIRB No.
B-104-13). The study period was from October 2015 to January
2016. All participants were registered nurses aged older than
20 years who had been using a care plan system for longer than
1 month. Using convenience sampling, 250 nurses were

recruited from eight hospitals affiliated with public organizations
in Taiwan. Data for this study were drawn from the same sample
as that used in our previous study but were employed for
different purposes and presented as a different type of data in
this study. After informed consent was obtained from all
participants, a structured questionnaire was employed for data
collection.

Hair et al [19] proposed the estimation of the minimum sample
size in partial least squares (PLS)–structural equation modeling
(SEM) analysis with multiple regression models by applying
Cohen [20] definitions; effect sizes of 0.02, 0.15, and 0.35 were
considered small, medium, and large, respectively. To facilitate
PLS-SEM analysis, the research sample size was calculated
based on the recommendations of Hair et al [19]. The sample
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size was calculated using the G*Power 3.0 software program
(UCLA) with a power of .80, a medium effect size of 0.15, and
alpha set at .05 for multiple regression of the maximum number
of variables in a construct in our research framework, with five
predictors used. A minimum sample size of 92 was necessary.
Furthermore, a minimum sample size of 200 is often
recommended for PLS-SEM [21,22]. Therefore, considering
the 25% attrition rate, we recruited 250 nurses. The valid
questionnaires completed by 222 nurses were used for data
analysis, yielding a response rate of 88.80%.

Measures
Our questionnaire collected the demographic data of the nurses,
and self-reported data were collected using the questionnaire
about TAM3 designed by Venkatesh and Bala [11]. Following
approval from the original author, 50 items in the modified
TAM3 questionnaire composed the constructs investigated in
our research model.

The modified TAM3 questionnaire consisted of the TAM
constructs PU, PEOU, and BI; the determinants of PEOU (CSE,
PEC, CANX, PLAY, and ENJ); the determinants of PU (SN,
IMG, REL, and RES); and the moderators OUT and VOL.
Except for the construct of CSE, items for all constructs were
rated on a 7-point Likert scale ranging from 1 (strongly disagree)
to 7 (strongly agree). The CSE items were measured on a
10-point Guttman scale ranging from 1 (strongly disagree) to
10 (strongly agree). The TAM3 questionnaire had high internal
consistency reliability (Cronbach alpha ranging from .76 to .93)
and high validity [11].

Data Analysis
Descriptive statistics were employed using SPSS Statistics
version 20.0 (IBM Corp) to analyze sociodemographic variables
and use characteristics of the care plan system. We estimated
the measurement model, tested the structural model, and
analyzed the relationships among all variables through
PLS-SEM in SmartPLS version 3.0 (University of Hamburg).

Measurement Model Estimation
In accordance with the model evaluation criteria proposed by
Hair et al [19], we assessed reliability, convergent validity, and
discriminant validity. Internal consistency reliability was ensured
if the composite reliability (CR) scores of all constructs and
Cronbach alpha were higher than .70. Indicator reliability was
ensured if all indicators’ outer loadings were greater than .70.
Convergent validity was confirmed if the average variance
extracted (AVE) scores of all constructs were higher than .50.
The square root of the AVE of each construct needed to be
higher than the correlation between the latent variables, and all
the indicators’ outer loadings on their own constructs had to be
higher than their cross-loadings with other constructs to satisfy
the requirements of discriminant validity.

Moderating Effect Estimation
The PLS approach in SmartPLS and moderated multiple
regression analysis in SPSS version 20.0 for Windows were
applied to analyze and interpret interactions. We used SmartPLS
version 3.0 to analyze the coefficients of interaction terms. The
significance of a moderator was confirmed by t value (t >1.96)

for all interaction effects (path coefficients). SPSS version 20.0

for Windows was used to calculate the model fit (R2 without

moderator), new model fit (R2 with moderator), difference

between these R2 values, and significance of this difference for
all endogenous latent variables.

Structural Model Analysis
To evaluate the multicollinearity of the structural model, two
correlated variable correlation coefficients had to be <.85 [23].
A standardized root mean square residual (SRMR) lower than
.10 indicated acceptable goodness of fit in the model [24]. The

coefficient of determination values (R2) representing weak,
moderate, and substantial were .25, .50, and .75, respectively
[19]. PLS-SEM with a bootstrapping procedure was employed
to test the study hypotheses and analyze the path coefficients
(significance level=5%).

Results

Participant Characteristics
The respondents reported their sociodemographic characteristics
and use of the target information system. Of the 222 nurses,
95.5% (212/222) were women and 4.5% (10/222) were men.
In total, 4 (1.8%) had a senior vocational school degree in
nursing, 88 (39.6%) had an associate degree, and 130 (58.6%)
had a bachelor’s degree or higher. Most participants had more
than 6 years of professional nursing experience (150/222,
67.6%). The use of health information technology for less than
6 years had the highest representation throughout the study
sample (190/222, 85.6%). Most of the participants (141/222,
63.5%) did not feel under pressure when using a computer.

Measurement Model Results
As presented in Multimedia Appendix 1, for internal consistency
reliability, all Cronbach alpha scores for the study variables
were higher than .70, and CR scores ranged from .84 to .96,
which were all acceptable. The outer loadings of all indicators
were above .70, which implied satisfactory indicator reliability
(see Multimedia Appendix 1). Multimedia Appendix 1 indicates
that AVE scores for all variables were above .64. This result
satisfied the requirement for convergent validity. To confirm
the discriminant validity of constructs, we examined whether
the square root of the AVE from each construct (see Multimedia
Appendix 1) exceeded the correlation between the constructs
in the research model. Moreover, as presented in Multimedia
Appendix 2, we ensured that all indicators had outer loadings
in relation to their own latent variables that were higher than
their cross-loadings with other constructs. Therefore, we
concluded that the measurement model satisfied the criteria for
internal consistency, indicator, convergent, and discriminant
validity.

Analysis of Moderating Effects
Moderated multiple regression analysis and PLS-SEM were
employed to test the moderating effects. All test results are
presented in Multimedia Appendix 3. The t values for all path
coefficients were lower than 1.96, and differences among the

R2 values of all endogenous latent variables were minor and
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nonsignificant. Therefore, VOL and OUT did not exert any
moderating effects.

Structural Model Analysis and Hypothesis Testing
In this study, all bivariate correlations were lower than .85
(Multimedia Appendix 1). Therefore, multicollinearity was
avoided. Multimedia Appendix 4 and Figure 2 present the

explained variance of each construct. SN, IMG, REL, RES, and
PEOU yielded approximately 79% of the variance for PU. The
effects of CSE, PEC, CANX, PLAY, and ENJ on PEOU yielded
approximately 72% of the total variance. The combination of
SN, PEOU, and PU accounted for 69% of the variance observed
for BI. This result indicated that the model explained high levels
of variance.

Figure 2. Analysis path of the structural model. aP<.05. bP<.01. cP<.001. Note: No moderator variable was used in this model.

In our research model, the SRMR was .09, which indicated
good model fit of the data. Therefore, the model was considered
acceptable. The total indirect effect and total effect of all
constructs on BI toward using the care plan system are presented
in Multimedia Appendix 4, including the total indirect effects
of SN (.11) and PEOU (.08) on BI. Combined with the direct
effect, the total effects of SN (.36), PU (.31), and PEOU (.40)
on BI were calculated.

A bootstrapping procedure was used to calculate the statistical
significance of all path coefficients. Our researchers selected

5000 samples and recruited 222 nurses to estimate the path
coefficients. As indicated by the PLS analysis results presented
in Figure 2 and Multimedia Appendix 3 and Multimedia
Appendix 4, all study hypotheses were supported by the data.
The results revealed that SN, PEOU, and PU (path coefficients

range=.25–.32) were all significant determinants of BI (R2=.69).
SN, IMG, REL, RES, and PEOU (path coefficients

range=.17–.25) all had a significant effect on PU (R2=.79).

PEOU (R2=.72) was significantly influenced by PEC, CSE,

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15686 | p.9https://medinform.jmir.org/2020/5/e15686
(page number not for citation purposes)

Ho et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


PLAY, ENJ (path coefficients range=.19–.28) and CANX (path
coefficient=−.12).

Discussion

Principal Findings
This study is the first to reveal the ability of TAM3 to
comprehensively explore the determinants of BI for use of a
care plan system. Our results indicated that the research model
accounted for 69% of the variance in the care plan system, and
all hypotheses supported the use of TAM3 except for the
nonsignificant moderating effects of VOL and OUT. Few studies
in nursing settings have explored user acceptance based on the
determinants of PEOU and the combination of such determinants
with those of PU. Our study empirically demonstrated that the
determinants of PEOU influence PEOU and the determinants
of PU and PEOU influence PU and SN, PEOU, with PU
consequently predicting BI. Well-organized health information
technology positively influences nurses’ intentions to use a care
plan system in professional settings [25]. This study provided
an innovative methodology for evaluating and understanding
nurses’ acceptance of and need for a care plan system to
implement well-organized health information technology and
improve performance in nursing practice.

Using the modified TAM3, our research model explained 69%
of the total variance, which was more than that explained by
other TAM studies [12-15]. Our study results demonstrated that
TAM3 is highly suitable for determining nurses’ perceptions
of using health information technology in nursing settings. Wu
and Shen [26] indicated that PEOU, PU, and SN all had direct
effects on health care professionals’ BI. Moreover, in health
care environments, PEOU and PU are key factors influencing
the acceptance of health information technology by nursing
personnel [12,15,27]. Using TAM3 with PU, PEOU, and SN
to analyze users’ BIs, we observed 69% variance for BI. In
addition, SN, PEOU, and PU all had strong positive effects on
BI, with path coefficients of .25 (P<.001), .32 (P<.001), and
.31 (P<.01), respectively. In this study, the significant total
effects of SN (path coefficient=.36), PU (path coefficient=.31),
and PEOU (path coefficient=.40) on BI were also notable.
Therefore, we assumed that the constructs of SN, PEOU, and
PU are powerful predictors of nurses’ BI to use a care plan
system and contribute to the substantial explained variance of
the modified TAM3. We suggest that implementing new health
information technology in routine nursing care would improve
related performance in nursing practice [25], broaden
professional perspectives, and highlight preferences to enhance
the ease of use of health information technology and improve
key individual’s opinions regarding the use of health information
technology.

Using the modified TAM3, this study empirically verified the
collected data and confirmed that the determinants of PEOU
for measuring nurses’ BI as well as all the determinants of
PEOU had significant relationships with PEOU and explained
72% of the variance of PEOU. Moreover, we observed that
PEOU had not only the most significant influence on BI to use
the care plan system but also the strongest direct effect on BI.
This result differed from those of previous studies [12,15,25].

In the pooled data for TAM3, PEC, CSE, PLAY (path
coefficients range=.15–.33), and CANX (path coefficient=−.18)
had a direct relationship with PEOU, and the total explained
variance for PEOU was 52% [11]. The result of our research
proved that PEC, CSE, PLAY, ENJ (path coefficients
range=.19–.28), and CANX (path coefficient=−.12) significantly
influence PEOU and jointly explain 72% of the variance in

PEOU (R2=.72). We posit that this research model with all the
determinants of PEOU differed considerably from those used
in previous studies, which adopted the modified TAM or the
determinants of PU. That is, the TAM3 model provides a
comprehensive set of PEOU determinants and an exhaustive
explanation of the power of the PEOU of a care plan system.
On the basis of our results, we recommend increasing
individuals’ BI to use computers to perform specific tasks,
increase cognitive spontaneity related to computers, enhance
enjoyment during the use of a target health information
technology system, and reduce the level of fear in individuals’
interactions with health information technology to promote
nurses’ PEOU toward the care plan system.

By comparing the direct effect of SN, IMG, REL, RES, and
PEOU on PU in this study with the pooled data for TAM3 [11],
we obtained SN, IMG, REL, RES, and PEOU values of .21/.04,
.18/.24, .19/.03, .17/.26, and .25/.08, respectively. In this study,
the determinants of PU explained 79% of the variance in PU

(R2=.79). As indicated in the pooled data of TAM3, PU is jointly
predicted by the determinants of PU, with 67% of the total

variance explained (R2=.67) [11]. By contrast, other studies that
adopted the modified model with the determinants of PU have
predicted that PU accounts for 46% to 59% of the explained
variance [15,28]. Our results were consistent with those of some
previous studies [15,28], where nurses’PU of a care plan system
was enhanced when they perceived that key individuals wanted
them to use the health information technology in question. In
addition, nurses’social status is enhanced when using said health
information technology. Moreover, the significant relationships
of REL (path coefficient=.19) and RES (path coefficient=.17)
with PU in our study indicated that the nurses perceived health
information technology as appropriate to their work. More
tangibly, health information technology had a positive influence
on the PU of the care plan system. When a user perceives that
health information technology is useful, they also believe that
it is easy to use [15]. Another key finding in our study was that
PEOU had the most significant effect on PU. The determinants
of PU in TAM3 are appropriate constructs for evaluating user
belief regarding the usefulness of health information technology
in nursing settings.

Venkatesh and Bala [11] argued that VOL and OUT are
influential moderating variables in contexts where information
technology is used. By contrast, our results revealed that the
moderating variables VOL and OUT had no significant effects
on the care plan system. Sun and Zhang [29] indicated that a
weaker moderating effect elicits a stronger response from a
more experienced user. The moderating effect of VOL weakens
over time. Zhang and Cocosila [15] reported that the experience
moderator did not influence homecare nurses’beliefs regarding
the use of information technology. We assumed that all of our
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participants had accumulated considerable experience of using
a care plan system and that this led to the aforementioned
nonsignificant moderating effects. The other reason for these
effects may have been that our study adopted cross-sectional
quantitative data to determine user acceptance, whereas TAM3
has generally been employed in longitudinal field studies.
Therefore, the moderators had no significant effects.

Limitations and Recommendations
The first limitation of this study is that the cross-sectional data
used were all collected at the same time. This could have yielded
nonsignificant moderating effects. Moreover, our participants
had already used the care plan system for more than 1 month.
Therefore, this may have led to the moderating effects of VOL
on the bivariables weakening with increasing experience. To
avoid confusion in the results, the experience moderator was
not measured in this study. We recommend that in the future,
researchers explore the factors of user acceptance in the early
stages of health information technology implementation and
conduct longitudinal field studies.

Second, individual knowledge, attitude, and skill level with
respect to nursing are crucial for designing patient-centered care
plans and improving patient care quality [2,30]. Because the
decision-making aspect of care planning varies from person to
person and nursing students have insufficient nursing knowledge
to design suitable care plans for patients, the measurement of

objective usability—a comparison between the amounts of time
spent by an expert and a novice to perform a task using the
system—is conflicted. Therefore, we did not examine the
objective usability variable in this study. To examine the
relationship between objective usability and PEOU, future
studies could employ a simple operating system, such as a
patient physical data record system.

In health care, information technology developments adapt to
changing needs [14]. To increase the use of information
technology and improve its performance, we recommend that
health care institutions adopt a model that measures nurses’
perceptions of health information technology use to identify
why the implementation of health information technology is
accepted or rejected.

Conclusion
We applied TAM3 [11] to validate and measure determinants
that affect the BI of nurses to use a care plan system. The critical
determinants affecting nurses’ acceptance of a care plan system
were empirically examined. The results emphasize that SN,
PEOU, and PU all predicted users’ BI to use the care plan
system, and the determinants of PU and PEOU significantly
influenced PU and PEOU. This research contributes to the
exploration of user acceptance and to a better understanding of
care plan system use in routine nursing practice.
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AVE: average variance extracted
BI: behavioral intention
CANX: computer anxiety
CR: composite reliability
CSE: computer self-efficacy
ENJ: perceived enjoyment
IMG: image
OUT: output quality
PEC: perception of external control
PEOU: perceived ease of use
PLAY: computer playfulness
PLS: partial least squares
PU: perceived usefulness
REL: job relevance
RES: result demonstrability
SEM: structural equation modeling
SN: subjective norm
SRMR: standardized root mean square residual
TAM: technology acceptance model
VOL: voluntariness
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Abstract

Background: Since the early 1970s, health care provision has experienced rapid growth in the investment and adoption of
health information technologies (HITs). However, the development and deployment of HITs has often been conducted in silos,
at different organizational levels, within different regions, and in various health care settings; this has resulted in their infrastructures
often being difficult to manage or integrate. Health information standards (ie, the set norms and requirements that underpin the
deployment of HITs in health care settings) are expected to address these issues, yet their adoption remains to be frustratingly
low among health care information technology vendors.

Objective: This study aimed to synthesize a comprehensive framework of factors that affect the adoption and deployment of
health information standards by health care organizations.

Methods: First, electronic databases, including Web of Science, Scopus, and PubMed, were searched for relevant articles, with
the results being exported to the EndNote reference management software. Second, study selection was conducted according to
pre-established inclusion and exclusion criteria. Finally, a synthesized best fit framework was created, which integrated a thematic
analysis of the included articles.

Results: In total, 35 records were incorporated into the synthesized framework, with 4 dimensions being identified: technology,
organization, environment, and interorganizational relationships. The technology dimension included relative advantage, complexity,
compatibility, trialability, observability, switching cost, standards uncertainty, and shared business process attributes. The
organization dimension included organizational scale, organizational culture, staff resistance to change, staff training, top
management support, and organizational readiness. The environment dimension included external pressure, external support,
network externality, installed base, and information communication. Finally, the interorganizational relationships dimension
included partner trust, partner dependence, relationship commitment, and partner power.

Conclusions: The synthesized framework presented in this paper extends the current understanding of the factors that influence
the adoption of health information standards in health care organizations. It provides policy and decision makers with a greater
awareness of factors that hinder or facilitate their adoption, enabling better judgement and development of adoption intervention
strategies. Furthermore, suggestions for future research are provided.

(JMIR Med Inform 2020;8(5):e17334)   doi:10.2196/17334
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Introduction

Background
During the last 50 years, the health care sector has experienced
rapid technological growth, with the investment and adoption
of health information technologies (HITs) showing promise to
increase patient safety, reduce medical errors, improve
efficiency, and reduce overall costs. However, health care
systems are inherently complex, incorporating numerous
interrelated and independent components [1]. A plethora of
HITs exist across different levels of health care organizations
[2]; however, underlying infrastructural issues have caused a
multitude of integration and management issues [3]. This has
resulted in many limitations, resulting in organizations not
reaping the adoption benefits that were once promised, in
particular, reduction in medical service costs [4]. For this reason,
HITs should be adopted in a way that creates interoperability
with other health care systems, enabling organizations to realize
such benefits [5]. This can be resolved through the
implementation of consensus standards [6]. The use of consensus
standards is based on the idea of developing an agreed set of
specifications or standards for data exchange that are not
dependent on any proprietary software and are universally
understood and accepted for data exchange [7].

Objective
Despite health information standards being seen as fundamental
to the development of interoperable solutions [8,9], their
adoption remains to be frustratingly low among information
technology (IT) vendors and health organizations [10]. Prior
studies have shown that the adoption of such standards in health
care organizations is scarce [11-13]; however, there has been
some exploration into the adoption of information standards
not just in the health care sector. According to the results of
these studies, different adoption factors may lead to difficulties
for decision makers to explicitly understand, measure, and
decrease inhibiting factors or enhance facilitating forces [14].
Hence, there is a need to synthesize those insights to provide
decision makers with a holistic view of the adoption of health
information standards. To achieve this goal and bridge the
research divide, a comprehensive framework of factors that
influence the adoption of health information standards is
synthesized in this paper. The synthesized framework provides
policy and decision makers with a more informed understanding
of the factors that hinder or facilitate the adoption of health
information standards, enabling better judgement and
development of suitable strategies for adoption intervention.
The following research questions (RQs) were proposed in this
study：

• RQ1: What common factors have been included in previous
studies that influence the adoption of health information
standards by health care organizations?

• RQ2: Is there a framework that contains these factors more
comprehensively from different dimensions?

• RQ3: If so, how will the adoption factors, included in the
presented comprehensive framework, specifically affect
the adoption of health information standards by health care
organizations?

To answer these questions, this study aimed to identify and
review existing articles on the adoption of information standards,
extracting and summarizing their adoption factors to create a
synthesized framework of the factors that affect the adoption
of health information standards by health care organizations. A
substantial number of stakeholders, including policy makers,
citizens/patients, health care IT vendors, health care business
owners, assessment bodies and regulators, clinicians and health
care professionals, authorities and public administration
departments, funders and health insurance companies, and
academic departments, will find the presented framework
beneficial in practice and when considering future research
directions.

Methods

Study Design
A systematic review and framework synthesis were used as the
methodological underpinning for our study. The systematic
review was conducted according to the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA)
[15], whereas the best fit framework synthesis approach,
proposed by Booth and Carroll [16], was adopted. The best fit
approach is a relatively recent development, adapted from
framework analysis, which involves systematically organizing
data into an a priori conceptual framework. This study employed
this  approach for  2  reasons.  Firs t ,  the
technology-organization-environment (TOE) framework,
proposed by Tornatzky and Fleischer [17], seen as the most
suitable framework for understanding technology adoption in
organizational contexts, can be used as an a priori framework
to integrate the factors that influence the adoption of health
information standards. Second, although the approach is largely
deductive (testing a framework), it also includes an inductive
(thematic) analysis that is useful in understanding the
phenomenon, especially the adoption of information standards
from a health care perspective. Thus, this study will use the best
fit approach to synthesize a comprehensive framework of factors
affecting the adoption of health information standards by
organizations based on the retrieved literature.

Search Strategy
This study comprehensively searched for all relevant literature
in 3 electronic databases: Web of Science, Scopus, and PubMed.
The search strategy employed is described in the following
sections.

Web of Science
The Web of Science database was searched on July 25, 2019,
and included 216 documents. The keywords used were as
follows:

TS=(“information” OR “data”) AND TI=(“standards”) AND
TI=(“adopt*” OR “accept*” OR “implement*”) AND
TS=(“factors” OR “determinants” OR “barriers” OR
”facilitators”)

LANGUAGE=English
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Scopus
The Scopus database was searched on July 25, 2019, and
included 209 documents. The keywords used were as follows:

(TITLE-ABS-KEY(“information” OR “data”) AND
TITLE(“standards”) AND TITLE(“adopt*” OR “accept*” OR
“implement*”) AND TITLE-ABS-KEY(“factors” OR
“determinants” OR “barriers” OR ”facilitators”))AND
(LIMIT-TO(LANGUAGE, “English”))

PubMed
The PubMed database was searched on July 25, 2019, and
included 36 documents. The keywords used were as follows:

((((information OR data)) AND standards[Title]) AND
(adopt*[Title] OR accept*[Title] OR implement*[Title])) AND
(factors OR determinants OR barriers OR facilitators). Filters:
English

Inclusion Criteria
Studies were considered eligible (1) if they were related to the
adoption of protocol, data sets, classification, coding,
specification, terminology, identification, system framework,
assessment, and other information or data standards; (2) if they
involved research into the factors (including barriers and
facilitators) that influence the adoption or implementation of
standards; and (3) if they were based on relevant adoption
theories, models, or frameworks, or if they involved the proposal
of an adoption model or framework.

Exclusion Criteria
Studies considered ineligible for this research included those
that (1) were not focused on the adoption of information or data
standards; (2) did not involve factors that influenced standard
adoption; or (3) did not involve relevant adoption theories,
models, or frameworks.

Study Selection
In this study, search results were exported and indexed in
EndNote X9.2, a reference management software. Once
duplicates and patent documents were removed, LH screened
the titles and abstracts of all remaining records for relevance.
In the next step, the full-text articles of the retrieved results were
examined by LH and JL for inclusion. Discrepancies were
adjudicated by a senior researcher (JM).

Data Extraction and Synthesis
In this study, the best fit framework synthesis approach was
followed, which integrates a thematic analysis to synthesize a
comprehensive framework. The process consisted of the
following stages:

1. Familiarization with collected data. On the basis of the
understanding of the terminologies or terms used in the
included studies, the factors influencing the adoption of
information standards were initially extracted.

2. Generation of initial codes. According to definitions used
in the identified studies, the extracted adoption factors were
examined successively to make necessary mergers and
trade-offs, generating a list of factors appropriate for health
information standard adoption scenarios. The process

included the following situations: (1) the factors with the
same or similar meanings were combined into the same one
and named with the most common term used in the
literature; (2) the factors with different meanings were
considered as juxtaposed dissimilar ones; and (3) if one
factor was subordinate to another, the former was subsumed
into the latter. For instance, expected benefits had the same
meaning as relative advantage; these were combined into
the same factor and named the latter. Similarly, government
support, vendor support, and partner support were all
related to external support, with the first three being
subsumed into the last.

3. Search for themes and define and name themes. This stage
consisted of 2 steps. First, the 3 dimensions of the prior
framework (TOE) were used as initial themes for a
deductive analysis, that is, based on the perceived
commonality of the themes, the factors were analyzed and
organized into 3 dimensions: technology, organization, and
environment. The TOE framework explains that an
organization’s decision to adopt technology can be jointly
explained by 3 comprehensive dimensions, including
technological, organizational, and environmental contexts.
The technological context is essentially described by
depicting the important attributes of the technology. The
organizational context is depicted using descriptive
measures concerning the organization (eg, scope, size, and
managerial structure) and is influenced by formal and
informal intraorganizational mechanisms for communication
and control. The resources and innovativeness of the
organization also play a role. The environmental context
refers to the different attributes of the external environment
in which an organization operates [18]. In the second step,
apart from the 3 dimensions, another cluster of adoption
factors, which could not be mapped against the TOE
framework, was identified. The factors in this cluster were
subsequently inductively analyzed, and a new dimension,
titled interorganizational relationships, was generated. The
interorganizational relationships are concerned with
relationships between and among organizations, and it is a
complex concept including many aspects, such as partner
uncertainty, power, trust, and intermediary of relationship.

4. Review themes. This stage consisted of 2 levels. First,
reviewing at the level of coded data. All adoption factors
were reanalyzed within and across the dimensions to ensure
consistency and independence. Second, reviewing at the
level of themes. The dimensions were reviewed one final
time to ensure they reflected the meaning of the adoption
factors.

Ultimately, a comprehensive framework containing 4
dimensions (ie, technology, organization, environment, and
interorganizational relationships) was synthesized. Throughout
the synthesis, to ensure consistency in the classification of
adoption factors, 3 researchers (LH, JL, and JM) discussed the
factors to eliminate divergence.
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Results

Search Results
In this study, 461 records were retrieved from the ISI Web of
Science, Scopus, and PubMed databases. After removing 162
duplicate and 26 patent documents, the remaining 273 records
were screened based on their titles and abstracts, according to
the inclusion and exclusion criteria. As a result, 223 articles
were deemed ineligible and were excluded. Then, after

examining the full texts of the remaining 50 articles, 35 met the
inclusion criteria and were included in the final review. Articles
were excluded for the following reasons: 2 studies did not focus
on the adoption of information or data standards; 2 studies did
not involve factors that influence adoption; 2 studies were
presented without relevant adoption theories, models, or
frameworks; and 9 studies were not available in full. A flowchart
summary of the literature search conducted is presented in the
PRISMA diagram shown in Figure 1.

Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram.

Characteristics of Included Studies
The 35 articles included in this synthesis were mainly published
from 2010 to 2018 (24/35, 68%). Among the included studies,
19 employed a quantitative design, 15 were qualitative, and 1
adopted a mixed methods approach. The quantitative studies
mainly employed a questionnaire or survey, whereas the
qualitative studies largely used interviews and focus group
discussions. Eight studies were related to the adoption of
information standards in the medical field, such as Health Level
seven [13], health data standards [12,19,20], and data protection
standards [21]. The remaining 27 focused on the IT field. For
example, Internet Protocol version 6 [22-24], RosettaNet
[25-27], and electronic data interchange [28-30]. Only 13 articles
comprehensively considered the 3 dimensions of technology,
organization, and environment [12,13,18,22,25,26,28,30-35],
whereas one of them also included interorganizational
determinants [28].

Results of Synthesis
This study took the adopting organization as the unit of analysis.
On the basis of the best fit framework synthesis approach, the

final synthesized framework included technology, organization,
environment, and interorganizational relationships (Figure 2).
The technology dimension incorporated relative advantage,
complexity, compatibility, trialability, observability, switching
cost, standards uncertainty, and shared business process
attributes. The organization dimension included organizational
scale, organizational culture, staff resistance to change, staff
training, top management support, and organizational readiness.
The environment dimension contained external pressure,
external support, network externality, installed base, and
information communication. Finally, the interorganizational
relationships dimension included partner trust, partner
dependence, relationship commitment, and partner power. These
common factors identified in the included studies will have an
impact on the adoption of health information standards by health
care organizations. The specific impact of these factors will be
detailed in the next section. The factors that influence the
adoption of health information standards under the 4 dimensions
are shown in Table 1 (for the definition of each factor, see
Multimedia Appendix 1).
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Figure 2. The synthesized framework.
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Table 1. Factors that influence the adoption of health information standards under the 4 dimensions.

ReferencesDimensions and factors

Technology

[22,24,26,28,30-41]Relative advantage

[12,13,22,24,26,28,31-34,36,38,41,42]Complexity

[12,13,18,24-26,28,32-36,38,41,42]Compatibility

[24,26,41,42]Observability

[24,26,34,36,41,43]Trialability

[12,23,34,44,45]Switching cost

[25]Standards uncertainty

[35]Shared business process attributes

Organization

[13,26,28,31,32,38,41]Organizational scale

[12,25,26,31,41,46]Organizational culture

[12]Staff resistance to change

[18,46]Staff training

[18,22,26,28,32,35,37,38,40,42,46]Top management support

[26,28,30-32,34,35,38,40,41,43,44,47,48]Organizational readiness

Environment

[18,22,23,27,30,37,43,48-50]External pressure

[13,18,23,24,26,27,32,34,38,40,43,46,49]External support

[12,24,28,34,44,45]Network externality

[24,31,33]Installed base

[24,50]Information communication

Interorganizational relationships

[26-29,43]Partner trust

[28,29]Partner dependence

[26,28,29]Relationship commitment

[26,27]Partner power

Discussion

Principal Findings
As identified in the included studies, there exist various objects
(standards), fields of inquiry, and methodological approaches
when it comes to exploring factors that influence the adoption
of health information standards; each study has its own specific
object and approach (for details of included studies, see
Multimedia Appendix 2). In all studies, the adoption factors
were identified and selected according to relevant theories,
models, or frameworks and the specific standard. The resulting
differences may be partly because of the different characteristics
of the adopted standards and their different requirements for
the adoption environment. However, the factors that influence
their adoption can be useful in better understanding the adoption
of health information standards by organizations. This study
sought to identify the contributing factors that influence the
adoption of health information standards in the health care

sector, providing a comprehensive synthesized framework. As
previously mentioned, the adoption factors have been organized
into 4 dimensions, as explained in the following sections.

Technology Dimension
The characteristics of innovation have been frequently studied
in research relating to innovation adoption. Whether an
innovation can be adopted by an individual, organization, or
industry and its own characteristics and advantages, namely,
its own technical factors, play a pivotal role. Therefore, the
technical factors of the adopted standards are the primary
consideration for the adoption of health information standards.
The results of this study indicate that 19 studies used factors of
technical characteristics for assessing the impact on adopting
information standards [12,13,18,22-26,28,30-43,45]. In this
study, relative advantage, complexity, compatibility, trialability,
observability, switching cost, standards uncertainty, and shared
business process attributes were included in the synthesized
framework.
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Roger identified 5 perceived attributes of an innovation that
may determine the innovation’s rate of adoption [51]. These
attributes are relative advantage, complexity, compatibility,
trialability, and observability, which are deemed useful for
assessing the decision to adopt standards. The degree of relative
advantage may be measured in economic terms, such as faster
development, less maintenance, and cost saving [41]; these
advantages could generate new markets, products, and services,
which in turn create a competitive advantage for early adopters
[24]. Thus, the greater the perceived relative advantage of the
standard, the more rapid its rate of adoption will be [41]. The
increased complexity of each standard increases the effort
required to implement it and, therefore, reduces the number of
potential adopters [24]. Thus, the more complex a standard, the
less likely it is to be adopted by the organization. If the adopted
standard is compatible with existing technologies or
infrastructure, and consistent with past experiences of the
organization, the organization will tend to upgrade to the new
standard to gain a competitive advantage. Furthermore, if the
adopted standard is of high trialability, the organization can
reduce uncertainty and the risk of deploying the standard and
obtain an increased perceived value through an initial pilot
study, which will increase the organization’s willingness to
adopt the standard. Similarly, if the adopted standard has
significant observable benefits and quantifiable advantages, it
will reduce the perceived risk and make the organization more
willing to adopt the standard. In summary, when the adoption
of standards is perceived as having greater relative advantage,
compatibility, trialability, observability, and less complexity,
the organization will be more inclined to adopt standards
[24,26,41].

The cost of switching between standards was observed as a
negative factor to standard adoption by health care organizations
[12,23,34]. Cost is typically associated with the unfamiliarity
of the organization with existing resources and skills regarding
the standards. For example, if there is a lack of experts who can
deal with or lead the adoption, then it will cost large sums to
consult relevant experts. As a result, a great deal of staff training,
and a high degree of change management, will be required.
Mapping issues from the old information infrastructure to the
new standardized one will also be a real cost concern; thus, the
organization will consider that it has already invested in their
current infrastructure and will be reluctant to discard an amount
of capital and equipment, as a result of the requirements of
adopting the new standard [12].

Standards uncertainty represents the perception of whether the
process specifications and associated technologies will be stable,
over a certain period, and able to deliver the intended benefits
[25]. As David and Greenstein [52] noted, a firm may not be
willing to adopt a standard until it becomes a de facto standard
in the industry. Thus, if decision makers perceive that the
technology and processes required for standard adoption are
not stable and are not going to change in the future, this will
hinder the adoption of standards by organizations. Finally, as
adopted standards are often based on business processes and
information sharing between organizations, shared business
process attributes, such as transaction volume needs, timeliness
of exchange, effectiveness of communications, accuracy and

integrity needs, and collaboration levels between participants,
will influence the organization’s decision on whether to adopt
the standards or not [35].

Organization Dimension
Choosing whether to adopt standards or not is an
organizational-level decision executed in an interorganizational
context. There are various aspects of standard adoption that
cannot be explained by technical factors alone [28]. Although
the adoption of health information standards will promote better
information sharing and connectivity within and between
organizations, there are certain risks and uncertainties in
adoption behavior because of past experiences; hence,
organizational factors play a significant role in decision making.
On the basis of our findings, 19 studies used organizational
characteristic factors to assess the impact of adopting
information standards [12,13,18,22,25,26,28,30-35,37,38,
40-43,46-48]. In this study, organizational scale, organizational
culture, staff resistance to change, staff training, top management
support, and organizational readiness were included in the
synthesized framework.

Organizational size makes a significant contribution to the
adoption of standards [13,26,28,31,32,38,41]. According to
some prior studies, large enterprises have several advantages
over smaller ones. Large enterprises command considerable
funds, talent, and research and development capacity, so they
can realize the envisaged benefits quickly after adoption. On
the contrary, other studies suggest that the bureaucracy of large
enterprises is more complex and requires more time for decision
making. Small- and medium-sized enterprises are effective and
more conducive to adopting new technologies because of their
efficient top-down introduction process; however, examination
of the introduction effect may require further analysis to
determine this conclusion.

Organizations that have a culture of innovation are more likely
to experiment with standards at earlier stages [41]. Similarly,
organizations should seek to strengthen internal knowledge
management practices by constructing a learning organization,
as knowledge management enables the knowledge of employees
to evolve into the knowledge of the organization and teams.
Organizations with rich knowledge of standard adoption are
more likely to make decisions quicker and more effectively
[31]. Furthermore, an organization’s willingness to share
information with its trading partners plays a key role in the
success of standard adoption [26]. In short, organizations with
a culture of innovation, learning, and information sharing are
more likely to be early adopters of standards
[12,25,26,31,41,46].

Alkraiji et al [12] established that employee reactions are a
barrier to the adoption of health information standards because
of the lack of understanding of the importance and benefits
brought by standards. In addition, the staff’s resistance to change
also comes from their lack of relevant technical knowledge and
ability. Sobol et al [53] indicated that the IT knowledge and
capabilities of employees critically influence medical
computerized system implementation; in other words, if the
staff were more knowledgeable about standards, there would
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be fewer advocator obstacles and less resistance against
adoption.

Training is also deemed an important organizational mechanism
that contributes to implementation success [54,55]. Employees
must acquire new knowledge based on the understanding of the
need for change to be able to overcome knowledge barriers and
thus adopt new innovations effectively. Having an adequate
training program is likely to increase employees’ confidence
and reduce resistance to standard adoption [56]. Moreover,
training has been proven to enhance employee productivity and
assist in utilizing the innovation to its full potential, which in
turn can help organizations realize the full benefits derived from
an innovation [57,58]. Therefore, the development of staff
training effectively improves employees’ relevant skills,
capabilities, and knowledge of standard adoption, thus
promoting the adoption process [18,46].

Previous studies have shown that top management support has
a positive effect on technology adoption [13,59,60]. Senior
managers can provide a long-term strategic vision, initiatives,
and commitment to create a positive environment suitable for
change [61]. Top management support can also enhance work
satisfaction by modifying the rules and procedures that regulate
and motivate employees’ behavior to overcome the resistance
to innovation implementation [62]. Young and Poon [63]
asserted that top-level management support is essential in
promoting interest and employees’ satisfaction with the
innovation. In the context of standard adoption, a high level of
top management support means that top managers understand
the benefits associated with the standard and demonstrate their
commitment and political support. Therefore, top management
support is expected to have a positive effect on standard
adoption [18,22,26,28,32,35,38,42,46].

The success of innovation adoption is further dependent on an
organization’s preparation for the innovation. Organizational
readiness, including technology readiness and resource
readiness, can be used to measure an organization’s capabilities
for innovation adoption. Technology readiness refers to the
level of sophistication of IT usage and management in an
organization [35]. It includes top-level support from managers
for related technologies [64], IT personnel, professional
knowledge, skills, and experiences required for standard
adoption [28,41]. Resource readiness measures whether an
organization has enough resources to undertake the adoption
[65]. It includes available financial resources to pay for
installation costs, implementation of any subsequent
enhancements, and ongoing expenses during usage [35], as well
as other necessary resources, such as human resources, material
resources, and information resources. If an organization has a
high level of technology and resource readiness, it will have
sufficient capacity to adopt standards, which will enable the
organization to make decisions on standard adoption
[26,28,30-32,34,35,38,41,43,48].

Environmental Dimension
All organizations exist in a certain social environment and will
inevitably be affected by various external factors. When it comes
to the adoption of health information standards, environment
is a force that can encourage or impede an organization to adopt

standards [28]; thus, environmental factors are also important
factors that cannot be ignored. On the basis of the data extracted
from the literature, 23 studies used environmental characteristic
factors to assess the impact of adopting information standards
[12,13,18,22-28,30-35,37,38,40,42,43,45,46,48-50]. In this
study, external pressure, external support, network externality,
installed base, and information communication were included
in the synthesized framework.

An organization’s decision to adopt standards is stimulated by
pressures from various external sources, including the
government [66-68], the industry in which it operates (ie,
business partners and/or competitors) [69-71], and other sources,
such as suppliers, customers, regulatory agencies, and
professional associations [18]. Under the stimulation of these
pressures, organizations may adopt relevant standards to seek
sustainable development or actively strive for market
competitiveness [18,22,23,27,30,43,48-50].

The level of external support is critical to the adoption of
standards [13,18,23,24,26,27,32,34,38,43,46,49]. Morison [72]
concluded that it is difficult for an organization to adopt a new
standard without the intervention of an external agent in a
position of power. Here, external support includes that from the
government [30,73-75], which refers to governmental support
for standard adoption through financial incentives, tax cuts, and
pilot programs [49] and other forms of support that come from
suppliers, external experts, and consultants [18,38,49], which
will provide the organization with the necessary assistance and
impetus to adopt standards.

Network externalities is one of the 2 main theories used within
the stream of an economics perspective of standards and is
related to the benefits created through the adoption of new
standards by the potential community of adopters [12]. Positive
network externalities provide support to the expectations of
widespread adoption of a standard. Typically, the result is a
reduction in cost because of the economies of scale and
synergies created through increased opportunities of interactions
among adopters [24]. As more organizations adopt the standard,
barriers to adoption for others in the community are lowered
[76,77]; thus, the network externalities have a positive influence
on organizations to adopt standards [12,24,28,34].

In an internet environment that emphasizes interoperability, the
large existing installed base and the resulting inertia (perception
of switching costs and sunk costs) have a significant negative
impact on the adoption of standards by organizations [24,31,33].
Farrell and Saloner [78] suggested that the current state of
infrastructure, characterized by its installed base, the resulting
inertia, and sunk costs in existing technology, can play an
important role in determining the attractiveness of the
environment for adoption. A well-established standard with a
large installed base can create high drag and inertia, making the
environment less attractive, thereby deterring organizations
from adopting the new standard [24].

For an innovation to be adopted, information about it must be
available to potential adopters [79,80]. The extent of information
availability will depend on the level and nature of
communication within the industry [81]. An environment with
successful adoption cases and pioneering adopters can provide
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favorable preconditions for information communication among
organizations, thus raising awareness and encouraging
innovation adoption [82]. Researchers view communication as
vital to encourage the voluntary adoption of a new technology;
this is because of a voluntary environment, where the lack of
information might prompt other organizations to view the
technology as risky, which fights against adoption [50].
Therefore, the effective communication of information relating
to standards will play a positive role in propelling standard
adoption by organizations [24,50].

Interorganizational Relationships Dimension
As the adoption of health information standards requires
cooperation between two organizations, the relationship between
an organization and its partner is salient [28]. In a
technologically mature society, technology outsourcing becomes
a prevalent method of satisfying an organization’s technology
needs. Technical issues become relatively insignificant
compared with the interorganizational relationships in
information standard adoption [83,84]. The major challenge is
to build new electronic relationships [70,85]. Of the 35 included
studies, 5 used factors of interorganizational relationships in
assessing the impact on information standard adoption, which
were grouped into a new dimension in this study [26-29,43].
Partner trust, partner dependence, relationship commitment,
and partner power were included in the synthesized framework.

The trust between organizations lowers stress and improves
adaptability [86]. In addition, information exchange is
facilitated, and the effectiveness of joint problem solving is
improved [87]. According to Shang et al [88], trust was an
important factor in explaining interorganizational relationships.
When business partners collaborated in their supply chains, an
organization that trusted its partners was more likely to reach
a consensus in terms of achievable benefits by the adoption of
standards [27]. Thus, partner trust facilitates the adoption of
standards by organizations [26-29,43].

Interdependence results from a relationship in which both
organizations perceive mutual benefits from interaction [89]
and in which any loss of autonomy will be equitably
compensated through the expected gains. Both parties recognize
that the advantages of interdependence provide benefits greater
than those that either parties could attain by themselves [90].
Therefore, the interdependence will enable the partners to rely
on each other and benefit from the adoption of standards based
on a high degree of cooperation, which will facilitate the
adoption of standards by organizations [28,29].

Another important antecedent for promoting standard adoption
includes partner commitment to the trading relationship [29].
Commitment represents the willingness of trading partners to
make efforts toward the relationship. Information standards
requires a richer, more cooperative relationship [91]. The
standard adopters working collectively with their trading
partners can provide better service to customers (or suppliers),
thereby increasing their market share [29]. Hence, if the partners
can take coordinated actions, based on commitment to the
relationship, it will be beneficial for both parties to reach a
consensus on the adoption of standards [26,28,29].

It is possible that an organization may exert pressure on its
trading partners to adopt standards based on partner power
[26,27]. Partner power is defined as the capability of an
organization to exert an influence on another organization to
act in a prescribed manner [92]. Therefore, it is possible that in
an interorganizational relationship, organizations with larger
partner power can use compulsory or convincing power over
their business partners in the adoption of standards [93].

The aforementioned factors that influence the adoption of
information standards are extracted from the retrieved literature.
The careful and comprehensive consideration and categorization
of these factors yield a conceptual framework that can be used
as a model for the adoption of health information standards,
while remaining subject to adjustment and customization
according to specific health information standards and the
environment in which they are adopted. The adoption of health
information standards can be illustrated in this conceptual
framework against 4 dimensions: technological, organizational,
environmental, and interorganizational relationships. Any
consideration from a single perspective could be biased and fail
to provide an accurate delineation of the phenomenon. However,
it is worth noting that the synthesized conceptual framework
was developed based on an extensive literature review related
to information standard adoption and is currently in a
preliminary stage. The relationships between the 4 dimensions
contained in the framework and the relationships between the
adoption factors and the adoption of health information
standards by health care organizations can be examined through
further empirical studies.

Limitations
This study has some limitations that should be acknowledged.
First, because of the broad connotation of information standards,
the search strategy employed in this study did not fully cover
all concepts of information standards, which may lead to
potential articles not being identified. Furthermore, because of
resource constraints, the databases retrieved in this study were
limited, which may result in other relevant studies not being
retrieved. Second, this study excluded articles that did not
involve relevant adoption theories, models, or frameworks and
may have omitted some articles that solely proposed adoption
factors. Finally, because of the overlap and intersection between
the concepts of the adoption factors involved in the literature,
there exists some subjectivity and bias in the concept definition
and selection of factors and organizing the factors into
corresponding dimensions in the synthesized framework.

In view of the above limitations, the synthesized framework
may not include all possible adoption factors, which should be
further improved and supplemented by research in the future.
Nevertheless, this study has fully considered the factors that
influence the adoption of health information standards, and the
comprehensive framework provides references for future
research and insights into the formulation and adoption of health
information standards.

Conclusions
This study has comprehensively reviewed the factors that
influence the adoption of information standards in the published
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literature. A synthesized framework of integrated factors that
influence the adoption of health information standards by
organizations was extracted and presented.

This study delivers contributions at different levels. First, at the
theoretical level, the synthesized framework has addressed
knowledge gaps in the adoption of health information standards
in health care organizations. Second, at the practice level, it will
help guide policy and decision makers in better judging and
developing suitable strategies for adoption interventions. For
health care organizations, in particular, strategies for the
adoption interventions include upgrading infrastructure and
enriching technical resources and skills to better adapt to new

standards; establishing an innovative culture, strengthening staff
training, raising the attention of top managers, and increasing
the investment of technology and resources to promote the
implementation of new standards; heading on competitive
pressure, leveraging external forces and information
communication channels, and overcoming the industry inertia
to actively respond to the adoption of new standards; and
establishing trust and interdependency relationships among
partners based on commitment and making reasonable use of
partner power to create the industry fashion of standard
adoption. Furthermore, it also provides directions for future
research to enrich the factors that influence the adoption of
relevant standards or health care technologies.
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Abstract

Background: In the current era of personalized medicine, there is increasing interest in understanding the heterogeneity in
disease populations. Cluster analysis is a method commonly used to identify subtypes in heterogeneous disease populations. The
clinical data used in such applications are typically multimodal, which can make the application of traditional cluster analysis
methods challenging.

Objective: This study aimed to review the research literature on the application of clustering multimodal clinical data to identify
asthma subtypes. We assessed common problems and shortcomings in the application of cluster analysis methods in determining
asthma subtypes, such that they can be brought to the attention of the research community and avoided in future studies.

Methods: We searched PubMed and Scopus bibliographic databases with terms related to cluster analysis and asthma to identify
studies that applied dissimilarity-based cluster analysis methods. We recorded the analytic methods used in each study at each
step of the cluster analysis process.

Results: Our literature search identified 63 studies that applied cluster analysis to multimodal clinical data to identify asthma
subtypes. The features fed into the cluster algorithms were of a mixed type in 47 (75%) studies and continuous in 12 (19%), and
the feature type was unclear in the remaining 4 (6%) studies. A total of 23 (37%) studies used hierarchical clustering with Ward
linkage, and 22 (35%) studies used k-means clustering. Of these 45 studies, 39 had mixed-type features, but only 5 specified
dissimilarity measures that could handle mixed-type features. A further 9 (14%) studies used a preclustering step to create small
clusters to feed on a hierarchical method. The original sample sizes in these 9 studies ranged from 84 to 349. The remaining
studies used hierarchical clustering with other linkages (n=3), medoid-based methods (n=3), spectral clustering (n=1), and multiple
kernel k-means clustering (n=1), and in 1 study, the methods were unclear. Of 63 studies, 54 (86%) explained the methods used
to determine the number of clusters, 24 (38%) studies tested the quality of their cluster solution, and 11 (17%) studies tested the
stability of their solution. Reporting of the cluster analysis was generally poor in terms of the methods employed and their
justification.

Conclusions: This review highlights common issues in the application of cluster analysis to multimodal clinical data to identify
asthma subtypes. Some of these issues were related to the multimodal nature of the data, but many were more general issues in
the application of cluster analysis. Although cluster analysis may be a useful tool for investigating disease subtypes, we recommend
that future studies carefully consider the implications of clustering multimodal data, the cluster analysis process itself, and the
reporting of methods to facilitate replication and interpretation of findings.

(JMIR Med Inform 2020;8(5):e16452)   doi:10.2196/16452
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Introduction

Background
There is mounting evidence to suggest that some disease labels
are in fact umbrella terms, which encompass distinct disease
subtypes with different underlying mechanisms and clinical
symptom manifestations [1-3]. This has encouraged the
investigation into heterogeneity within disease populations,
which has received considerable interest across diverse domains
of medicine [4-6]. There are numerous motivations for better
understanding heterogeneity within disease populations, from
the development of targeted therapeutics [6] to the delivery of
more personalized care in clinical practice [7].

It is now understood that asthma is one such umbrella term used
to encompass multiple diverse underlying disease symptoms
and pathophysiology [7]. Asthma is a common chronic condition
characterized by reversible airway obstruction. The Global
Burden of Disease Study 2017 estimated the global prevalence
of asthma (both symptomatic and asymptomatic) to be 273
million [8]. This study estimated that in 2017, there were 43
million new cases of asthma and 495,000 deaths attributed to
asthma [9]. Attempts to categorize asthma into distinct disease
subtypes date back to the 1940s [10] and are ongoing. However,
the methods for discovering these underlying categories have
shifted from observing clinical patterns to using data-driven
approaches such as cluster analysis [11].

Cluster analysis is a statistical technique used to identify
subgroups in data based on multiple variables (for convenience,
herein, we have used the term features). It is an unsupervised
statistical learning method, and the correct number of underlying
clusters is typically unknown a priori [12]. The technique has
found increasing use in recent years because of the practical
unmet clinical need to identify subtypes of disease and stratify
patients to improve health care delivery. This has been made
feasible by the increasing availability of clinical datasets and
the development of statistical software packages facilitating the
application of algorithmic methods.

Clinical datasets are often multimodal; for the purposes of this
paper, we defined a multimodal dataset as a dataset that includes
features from different sources, measured on different scales.
For completeness and to avoid ambiguity, we clarified that the
term multimodal has a different meaning in statistical literature
(ie, features with multiple modes in terms of its distribution);
the use of the term in this study is aligned with clinical literature
(having features from different sources). Popular methods of
cluster analysis such as k-means and hierarchical clustering
with the Ward method have been developed for continuous
features measured on a common scale. In practice, however,
many of these techniques are frequently applied to multimodal
clinical datasets comprising different feature types measured
on different scales, conditions that violate some of the

underlying principles and assumptions made by algorithmic
methods [13]. Although steps can be taken to prepare
multimodal clinical data for cluster analysis [13], the results of
a previous review suggest that these steps are rarely taken in
practice [11]. This previous review focused on the clinical
findings of the studies and touched only briefly on the challenges
of clustering multimodal data specifically.

Objectives
This review aimed to comprehensively explore whether studies
applying cluster analysis to multimodal clinical data to subtype
asthma are using appropriate clustering methodologies. The
contribution of this study is to make recommendations for the
robust application of cluster analysis to multimodal clinical
data. We believed this would be of interest to the ever-growing
number of asthma researchers engaging or planning to engage
in disease subtyping, as well as to the wider community of
researchers applying cluster techniques for the purpose of
disease subtyping.

Methods

Eligibility Criteria and Search Strategy
This review is reported following the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines. Multimedia Appendix 1 shows the completed
PRISMA checklist.

We sought to identify studies that applied cluster analysis to
multimodal clinical data with the aim of identifying subtypes
of asthma. One researcher (EH) searched PubMed and Scopus
databases (search queries are provided in Textbox 1) to retrieve
studies focusing on patients diagnosed with asthma, which
included the term cluster analysis or clustering. Our search was
restricted to studies published between January 1, 2008, and
May 23, 2019, as Haldar et al’s study [14] is widely
acknowledged to be the first to apply cluster analysis to identify
subtypes of asthma. Our search excluded comment articles,
editorials, letters, reviews, and meta-analyses. We excluded
articles that were not written in English.

We excluded nonrelevant studies by first screening the abstracts,
then referring to the full text where necessary. We excluded
studies in which (1) none of the aims or objectives were to
identify subtypes of asthma (studies looking exclusively at, eg,
childhood wheeze were excluded); (2) the data were not
multimodal (ie, were measured from a common source and on
a common scale); and (3) none of the features were considered
clinical (eg, studies concerned only with -omics data). Finally,
we excluded studies that used latent class analysis or mixture
models to group their data to narrow the scope of this review
to methods that cluster samples based on pairwise dissimilarities.
The use of latent class analysis to distinguish asthma phenotypes
has been reviewed previously by Howard et al [15].
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Textbox 1. Search query to identify studies to include in this review.

• The following query was inserted in PubMed on May 23, 2019:

English[Language] AND (“2008/01/01”[Date - Publication] : “2019/05/23”[Date - Publication]) AND (“cluster
analysis”[Text Word] OR “clustering*”[Text Word]) AND “asthma*”[Text Word] NOT (comment[Publication Type]
OR editorial[Publication Type] OR letter[Publication Type] OR review[Publication Type] OR
meta-analysis[Publication Type])

• The following query was inserted in Scopus on May 23, 2019:

PUBYEAR > 2007 AND (TITLE-ABS-KEY ( “cluster analysis” ) OR TITLE-ABS-KEY(“clustering*”)) AND
TITLE-ABS-KEY (“asthma*”) AND SRCTYPE (“j”) AND DOCTYPE (“ar”) AND LANGUAGE (“English”)

Data Extraction
In total, 2 researchers (EH and HT) independently extracted
information from the full text and supplementary material of
each study. Information was extracted following the steps
outlined in the following Cluster Analysis Steps section. The
data dictionary, which provides details of all items extracted,
is presented in Multimedia Appendix 2.

Cluster Analysis Steps
To provide context for this review, we outlined the key steps
in the application of cluster analysis to multimodal clinical data.
Figure 1 summarizes the steps in the order in which they
generally occur, but as with most analytic processes, this
depends on the context, and the process may be somewhat
iterative.

Figure 1. Schematic of the typical cluster analysis steps.
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Initial Considerations

Identify Candidate Features

The first step is to identify the set of features of interest, which
we referred to as candidate features. These may be identified
based on previous studies or clinical input using domain
expertise. In some cases, all the candidate features may be used
in the cluster analysis (we referred to the features used in cluster
analysis as cluster features). In other cases, formal feature
selection processes may be applied to the candidate features to
identify the cluster features, as covered in the Feature Selection
section.

Missing Data

Most common cluster analysis methods use complete case
analysis (ie, the cluster features have no missing entries, which,
in practice, might be achieved by removing samples for which
any cluster feature entry is missing). However, it may be more
data efficient to develop a strategy to work around missing
entries instead of discarding samples. Missing values may be
handled through the calculation of dissimilarities, as described
by Hastie et al [16]. Alternatively, missing data could be
imputed, or for categorical features, a missing category could
be introduced.

Sample Size

Despite the widespread use of cluster analysis, at present, there
is no consensus regarding the minimum sample size required
to ensure stable and meaningful clustering. Dolnicar et al [17]
suggested that 70 samples per cluster feature is adequate, based
on the findings of their simulation study. Small sample sizes
may obscure the true clustering by causing the user to pick the
wrong number of clusters (see the Choosing the Number of
Clusters section) or by producing solutions that are neither
reproducible nor stable (see the Stability and Quality
subsections).

Feature Engineering

Feature Types

The features that we may want to use in a clustering algorithm
often come from multimodal clinical data. Hence, they may be
of different types (eg, continuous, nominal, ordinal, binary, etc)
and are likely to be measured on different scales (eg, kilogram
for mass, years for age). Most dissimilarity measures and
clustering algorithms assume that the features are of the same
type and are measured on a common scale. These requirements
can be addressed using feature encoding and feature scaling.

Feature Encoding

When dealing with categorical features, it is vital to consider
how these are encoded (nominal, ordinal, or binary), as this
determines how they are treated in the calculation of
dissimilarities and in the clustering algorithm. A common
approach is to encode ordinal features as integers and to encode
nominal features as dummy binary features [18].

Feature Scaling

Feature scaling may be used to address 3 issues related to
continuous features. The first is that continuous features may
be measured in different units and should therefore be rescaled

to bring them onto a common scale before calculating
dissimilarities. The second is that continuous features measured
in the same units may have different variances. In some cases,
the differences in variance may be useful for clustering, but in
others, these may obscure the true underlying cluster structure
in the data. In the latter case, the continuous features should be
rescaled. Common approaches to these 2 issues are to
standardize features to have 0 mean and unit variance (referred
to as z-scores) or to use range normalization techniques, for
example, to scale each feature so that it is in the interval of 0
to 1.

The third issue is that the features may not follow the desired
probability distribution properties for further analysis (eg, having
Gaussian-distributed features). This issue needs to be considered
when statistical methods make distributional assumptions.
Although few dissimilarity-based clustering methods make
distributional assumptions, several methods involve the
calculation of cluster means (eg, k-means, hierarchical clustering
with the Ward linkage). The mean is a poor choice of summary
statistic for a feature that is skewed (or a feature with multiple
modes), so a power transformation may be advantageous as a
preprocessing step when using such clustering methods.

When dealing with mixed-type data, it may be necessary to
scale the categorical features to avoid assigning categorical
features greater weight over continuous features or vice versa.
This issue is discussed in detail in the context of dissimilarity
measures by Hennig and Liao [13].

Dimensionality Reduction

There are generally 2 motivations for reducing the
dimensionality of a dataset before applying cluster analysis.
First, as previously mentioned in the Sample Size subsection,
datasets with a high feature to sample ratio may not produce
stable cluster results. Second, the cluster structure may only be
apparent using a subset of the information available in the data.
Using all available information may introduce noise, which
could obscure the true underlying cluster structure [19]. There
are 2 approaches to dimensionality reduction: feature selection
and feature transformation.

Feature Selection

Feature selection involves selecting a subset of the available
features for use in cluster analysis. Herein, we have referred to
the features selected for the cluster analysis as cluster features.

Feature Transformation

Feature transformation involves combining original features to
create new features. Generally, a subset of these new features
is selected for inclusion in the analysis. It is beyond the scope
of this review to provide in-depth details on the methods of
feature transformation (also known as feature extraction); we
referred to van der Maaten et al’s [20] work for a comprehensive
review. Here, we briefly outlined principal component analysis
(PCA), which is the most commonly used method for linear
data projection. PCA may be applied to p continuous, correlated
features to extract m<p continuous, and uncorrelated features
(known as principal components), each being a linear function
of the original cluster features [21]. Related methods include
factor analysis for continuous data, multiple correspondence
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analysis (MCA) for categorical data [22], and multiple factor
analysis for mixed-type data [23].

Cluster Analysis

Dissimilarity Measures

Model-free clustering methods rely on a dissimilarity measure
to quantify how dissimilar 2 samples are from one another.
Dissimilarity may also be referred to as a distance measure if
it satisfies the triangle inequality. The most widely used
dissimilarity measure is the squared Euclidean distance
(henceforth referred to as Euclidean distance), which is intended
for use with continuous features. A dissimilarity measure that
can handle both categorical and continuous features is the Gower
distance [24].

Cluster Analysis Methods

There are many different methods of cluster analysis (eg,
k-means, hierarchical clustering with the Ward linkage, spectral
clustering), and each method may be implemented using
different algorithms. A comprehensive overview of the wide
range of clustering methods can be found elsewhere [25].

Postprocessing

Choosing the Number of Clusters

A key challenge in cluster analysis is choosing the number of
clusters to present in the final solution, which is typically
unknown a priori. Often, researchers use their preferred
clustering methods, running them for 2 to k clusters (where k
is an integer number indicating the number of clusters) and then
have a strategy to determine k.

Providing a detailed commentary on these strategies is beyond
the scope of this review. An overview of strategies for choosing
k is provided by Everitt et al [23]. Graphical techniques include
dendrograms (when using hierarchical clustering methods) and
silhouette plots [26]. An alternative approach is to choose the
number of clusters that gives the most stable solution [27]. In
practice, a key determinant in choosing the number of clusters
is often the clinical interpretation of the solutions.

We highlighted the possibility that there might not be
meaningful clustering of the data to form groups, and thus, the
entire dataset is treated as 1 cluster. This may reflect the lack
of statistical power (sufficiently large sample size) to determine
clusters or that the investigated problem using that dataset is
not amenable to clustering using the available sample size and
features. Some statistics used for choosing k, such as the Gap
statistic [28], can be calculated for k=1. However, statistics that
require the calculation of between cluster differences or

distances, such as the silhouette statistic, are not defined for
k=1 [26].

Stability

Assessing the quality of a clustering solution produced using
any cluster algorithm is challenging. Unlike supervised learning
setups, there is no ground truth against which one can formally
test their findings. However, there are several ways in which
one can assess the integrity of their findings.

Most importantly, it is crucial to assess the stability of the
resulting clusters. A definition of cluster stability, given by von
Luxburg [27], is whether clustering different datasets sampled
from the same underlying joint distribution will result in
producing the same clusters. There are several ways in which
this may be assessed in practice (eg, by comparing the cluster
results of a dataset that has been randomly split into 2 or more
subsets, and each subset is independently fed into the cluster
algorithm).

Quality

Beyond stability, there are numerous steps one may take to
ensure the integrity of their cluster analysis findings, for
example, repeating the analysis in a different cohort or at a
different time point, or altering the encoding of a feature. These
steps are often referred to as reproducibility testing. However,
we avoided this term because it implies that we seek the exact
same results, which we do not feel is reasonable in all scenarios.
To extract this information from the studies in this review, 2
reviewers independently extracted details of postprocessing
methods, which we felt assessed the quality of the cluster results,
but did not come under stability. In our schematic and results,
we referred to these methods as testing the quality of the cluster
results.

Results

Literature Search Outcomes
We identified 63 studies that used cluster analysis to identify
subtypes of asthma using multimodal clinical data (Figure 2).
One of the excluded articles satisfied our inclusion criteria but
investigated 85 combinations of cluster analysis steps in a
hierarchical cluster analysis of 383 children with asthma [29].
We excluded this study from our review as including all 85
combinations of methods was deemed infeasible. For the 2
studies in which cluster analysis was carried out in multiple
populations [14,28], we included only the analysis of the larger
population. The characteristics of each study are presented in
Multimedia Appendix 3.
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Figure 2. Flow of studies into review.

Initial Considerations

Identifying Candidate Features
A total of 42 (67%) studies identified candidate features based
on previous studies or clinical input (relevance to asthma
subtypes, avoiding clinical redundancy, and easily measured in
clinical practice). The numbers used in each method are
summarized in Table 1.

Missing Data
A total of 42 (67%) studies detailed their methods for dealing
with missing data; the methods used are shown in Table 1. The
most common method was to carry out a complete case analysis
by excluding all patients with any missing cluster feature entries
(35% of studies).
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Table 1. Initial considerations across the asthma studies we have included in this review (N=63).

Values, n (%)aMethod

Identifying candidate features

33 (52)Clinical intuition and understanding

15 (24)Avoid clinical redundancy

15 (24)Previous studies

8 (13)Easily measured in clinical practice

Missing data

22 (35)Complete case analysis

14 (22)Features with >x%b missing values removed

11 (17)Imputed

5 (8)Patients with >x%b missing values removed

2 (3)No missing data present

1 (2)Clustering methods handle missing data

aOne study may use multiple methods; some studies may use no methods.
bx>0.

Sample Size
The sample sizes for cluster analysis ranged from 40 to 3612,
with a median of 195 patients. Figure 3 presents a scatter plot
of the number of patients in the cluster analysis versus the final
number of cluster features. The straight line corresponds to the
number of samples per feature as recommended by Dolnicar et

al [17]. As this estimate was derived from simulation studies
using k-means as the clustering method, different markers are
used for the studies which used clustering techniques other than
k-means. Note that the studies that did not specify the final
number of cluster features were omitted from the plot. Six
studies (10%) had at least 70 times as many patients as cluster
features, as recommended by Dolnicar et al [17].

Figure 3. Number of patients versus final number of cluster features. The line corresponds to the number of patients that is equal to 70 times the number
of features.
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Feature Engineering

Feature Scaling and Encoding
Judging whether feature scaling and encoding were appropriate

depends on the methods of cluster analysis used and vice versa.
Therefore, we reported the methods of feature scaling and
encoding alongside the methods of cluster analysis in Tables
2-4 and Multimedia Appendix 4.

Table 2. Breakdown of methods used by studies applying hierarchical clustering with Ward's linkage (N=23).

Value, n (%)Categorical features encoded as binary?Data type, dissimilarity, and scaling of continuous features

Continuous

Euclidean assumed

1 (4)N/AaNot detailed

Mixed

Euclidean assumed

1 (4)

1 (4)

Yes

No

Scaled but method unspecified

1 (4)YesScaled to lie in the interval of 0 to 1

1 (4)

1 (4)

Yes

No

z-scores

3 (13)

6 (26)

Yes

No

Not detailed

Euclidean stated

2 (9)

1 (4)

Yes

No

z-scores

Gowerb

3 (13)NoGower standardisation

1 (4)NoScaled but method unspecified

treeClust

1 (4)NoNot detailed

aN/A: not applicable (irrelevant for continuous features).
bComputing the Gower coefficient normalizes the distance between feature samples by dividing by the feature range. Therefore, it is not necessary to
normalize continuous features prior to computing the Gower coefficient.
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Table 3. Breakdown of methods used by studies applying k-means (N=22).

Value, n (%)Categorical features encoded as binary?Data type, dissimilarity, and scaling of continuous features

Continuous

Euclidean assumed

1 (5)N/Aaz-scores for one feature

3 (14)N/ANo details

Euclidean stated

1 (5)N/ANo details

Mixed

Euclidean assumed

1 (5)NoScaled but method unspecified

6 (27)Yesz-scores

1 (5)Noz-scores for one feature

1 (5)

2 (9)

Yes

No

No details

Euclidean stated

1 (5)Yesz-scores

1 (5)NoNo details

Unclear

Euclidean assumed

3 (14)NoNo details

Euclidean stated

1 (5)Noz-scores

aN/A: not applicable (irrelevant for continuous features).

Table 4. Breakdown of methods used by studies applying SPSS TwoStep (N=7).

Value, n (%)Categorical features encoded as binary?Data type, dissimilarity, and scaling of continuous features

Continuous

Euclidean assumed

1 (14)N/AaNo details

Mixed

Log-likelihood assumed

1 (14)YesScaled to lie in the interval 0 to 1

1 (14)Noz-scores

2 (29)YesNo details

Log-likelihood stated

1 (14)NoScaled but method unspecified

1 (14)NoNo details

aN/A: not applicable (irrelevant for continuous features).

Univariate Feature Transformation
A total 23 (37%) studies applied univariate feature
transformation to bring features closer to a normal distribution.
The most common univariate feature transformation was
logarithmic transformation, applied to nonnormally distributed

features in 33% of studies. Lefaudeux et al [30] applied the
Box-Cox transformation to all features, whereas Khusial et al
[31] stated that data were transformed if necessary but gave no
further details.
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Feature Selection
A total of 22 (35%) studies detailed methods of feature selection
to identify their cluster features. The number of features selected
in the 63 studies included in this review ranged from 2 to 120,
with a median of 12 features. In addition, 47 (75%) studies had
mixed-type features, and 12 (19%) had continuous features, and
in 4 (6%) studies, the type of features was unclear. Methods for
feature selection are listed in Table 5.

A total of 13 (20%) studies used PCA or factor analysis for
feature selection. These are not typically methods that should
be used for feature selection; we defer further elaboration on
the topic for the Discussion. All but one of these studies
computed the components (or factors) that represent an
underlying latent feature structure, then selected 1 (or in some
cases multiple [32,33]) original feature corresponding to each
component (or factor) of the latent feature structure. Just et al
[34] stated that they used PCA to select features according to
statistical significance. As PCA does not involve the

computation of statistical significance (P values), more detail
would be required here to fully understand the methods used
for feature selection in this paper. Pérez-Losada et al [35] stated
PCA based on Euclidean distances was carried out. It is unclear
whether this was an error in reporting or whether PCA was
applied to the matrix of Euclidean distances between features
instead of the covariance matrix. To implement the latter
approach, the Euclidean distances would have to be converted
to similarities. Moreover, the authors stated that PCA was used
to identify key clinical components relevant to asthma diagnosis
and assessment. Overall, it is not clear how the authors
processed the data using PCA, and there was no justification
for using Euclidean distances in that computation. Although
the application of PCA leads to the computation of features
(principal components) that maximally explain the (remaining)
variance in the data, there is no guarantee that the resulting
principal components will be highly predictive of an outcome
(in this case, asthma diagnosis and assessment).

Table 5. Feature engineering methods used in the asthma studies included in this review.

Values, n (%)aMethod

Univariate feature transformation

21 (33)Logarithmic transformation

1 (2)Box-Cox transformation

1 (2)Method not explained

Feature selection

8 (13)Factor analysisb

5 (8)Principal component analysisb

3 (5)Avoid collinearity

3 (5)Avoid multicollinearity

2 (3)Supervised learning methods

1 (2)Multiple correspondence analysis

Feature transformation

4 (6)Principal component analysis

1 (2)Factor analysis

1 (2)Multiple correspondence analysis

aAs a percentage of all 63 studies.
bThese are not typically methods of feature selection but have been used in these studies.

Three (5%) studies considered collinearity via pairwise
correlations, although the exact criteria for selection features
based on this were unclear [36-38]. In addition, 3 (5%) studies
avoided multicollinearity, but none detailed their methods for
doing so [39-41].

Furthermore, 2 (3%) studies selected features using statistical
hypothesis tests with respect to the outcome of interest.
Sakagami et al [42] used mean annual decline in forced
expiratory volume in 1 second as the outcome feature in a
multiple regression analysis using stepwise feature selection.
All features with coefficients statistically significantly different
to 0 in the multiple regression model were included as cluster
features. Seino et al [43] grouped participants according to

whether or not they had symptoms of depression. Features were
selected for cluster analysis if the difference between the 2
groups (tested using a Wilcoxon rank-sum or chi-square test
for continuous and categorical features, respectively) was
statistically significant.

Feature Transformation
A total of 6 (10%) studies performed feature transformation
before cluster analysis; the methods are summarized in Table
5. Of the 4 studies that used PCA for feature transformation, 3
used continuous input features [30,44,45], whereas the fourth
used mixed-type input features [46]. None of the studies stated
whether the covariance or correlation matrix was used as input
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for PCA. Only Newby et al [45] specified the number of
transformed features retained, and the proportion of original
variance accounted for.

Khusial et al [31] performed factor analysis on a subset of the
selected features; it is unclear whether categorical features are
included in this subset. Although the resulting factors were
scaled to z-scores, the authors did not provide further
information regarding whether the features were scaled before
factor analysis. Four factors were retained, but neither the
proportion of variance explained by these factors nor a table of
the factor loadings is given.

Sendín-Hernández et al [47] performed MCA to transform 5
continuous and 14 categorical features. They gave the proportion
of variance explained by the transformed features but gave
neither the number of transformed features retained nor a table
of the feature loadings.

Cluster Analysis

Hierarchical Clustering
A total of 23 (37%) studies applied hierarchical clustering with
the Ward method [48] as the principal clustering technique. A
breakdown of the methods used by these studies is given in
Table 2. One study applied these methods to continuous data,
and the remaining 22 studies used mixed-type data. Three
studies stated that the Euclidean distance was used, 4 used
Gower coefficient (issues with the Gower coefficient combined
with the Ward method are addressed in the Discussion section),
and 1 used tree-based dissimilarity measure [49]. For the
remaining 15 studies, we assumed that the Euclidean distance
was used. Of the 23 studies, 11 did not detail whether the
features were rescaled. Of the 17 studies using the Euclidean
distance with mixed-type features, 8 encoded categorical
features as binary features.

A total of 3 (5%) further studies (in addition to the 23 studies
introduced at the start of the paragraph) applied hierarchical
clustering to continuous data. Amore et al [39] used the average
linkage and the Euclidean distance, whereas 2 studies used
hierarchical clustering but did not specify the linkage or
dissimilarity measure used [44,50].

k-Means
A total of 22 (35%) studies used k-means clustering as the
principal clustering technique. A breakdown of the methods
used by these 3 studies is given in Multimedia Appendix 4. A
breakdown of the methods used by these studies is given in
Table 3. Five studies applied k-means to continuous data, and
13 studies applied it to mixed-type data. In 3 studies, the cluster
features were not explicitly stated, and the data types therefore
were unclear. Of the 22 studies, 4 explicitly stated that the
Euclidean distance was used. As no other dissimilarity metrics
were mentioned, we assumed that the Euclidean distance was
used in the remaining 18 studies because it is often the default
option for most algorithmic packages. Of the 22, 11 studies did
not detail whether continuous features were scaled before cluster
analysis. Of the 13 studies with mixed-type data, 8 encoded
categorical features as binary features.

Preclustering Methods
When dealing with very large sample sizes, it can be
advantageous to introduce a precluster step. The aim is to group
samples and to use these groups or preclusters as input to a
follow-on clustering algorithm (ie, using 2 steps with cascaded
cluster algorithms). This step is used to reduce the computation
time required to compute the cluster results.

A total of 7 (11%) studies used the SPSS TwoStep clustering
method [51,52]. A breakdown of the preprocessing methods
and distance measures used by these studies is given in Table
4. In the first (precluster) step, a cluster feature tree is identified.
In the second step, the preclusters are merged stepwise until all
clusters are in 1 cluster using the Euclidean or log-likelihood
distance for continuous or mixed-type features, respectively.
An advantage of the log-likelihood distance measure is that it
is designed to handle mixed-type features. However, in doing
so, it assumes that continuous (categorical) features follow a
normal (multinomial) distribution within clusters.

None of the studies in this review adequately considered the
distributional assumptions made by the SPSS TwoStep method.
Ruggieri et al [53] acknowledged that the method assumes
continuous features are normally distributed, but they did not
explicitly report whether these assumptions were satisfied.
Although Newby et al [45] acknowledged that the method
assumes cluster features are statistically independent within
clusters, they only go as far as to ensure that their cluster features
are uncorrelated (by applying PCA), which does not necessarily
imply independence. The remaining 5 studies that used the SPSS
TwoStep method did not reference distributional assumptions.

Two (3%) further studies preclustered samples (Just et al [34]
specified k-means, and Ye et al [54] did not specify the
precluster method) and then applied hierarchical clustering with
the Ward linkage method on the preclusters. A breakdown of
the methods used by these 2 studies is given in Multimedia
Appendix 4.

k-Medoid Methods
Three studies used k-medoid methods. A breakdown of the
methods used by these 3 studies is given in Multimedia
Appendix 4. Two used k-medoids implemented by the Partition
Around Medoids algorithm [55]. Lefaudeux et al [30] used the
Euclidean distance with center-scaled continuous data, and
Sekiya et al [56] used the Gower metric with mixed-type data.
Loza et al [57] applied fuzzy partition-around-medoid clustering
with the Euclidean distance to continuous data scaled with
average absolute deviation.

Kernel k-Means and Spectral Clustering
Kernel k-means and spectral clustering are different but related
methods, which may be used to identify clusters that are not
linearly separable in the input feature space [58]. As these
methods were used by only 1 study each (Wu et al used multiple
kernel k-means [59], and Howrylak et al used spectral clustering
[37]), we do not explore them in detail in this review. However,
details of the feature scaling, encoding, and distance measures
used by these 2 studies is given in Multimedia Appendix 4.
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Unclear Methods
Wang et al [41] described a 2-step clustering method in which
the first step was to carry out hierarchical clustering using the
Ward method, but with the log-likelihood distance in place of
the Euclidean distance. This first step was used to determine
the number of clusters, which was then used in the k-means
method in the second step. However, the authors cite the SPSS
TwoStep method [52], which is different from that described
previously. It was therefore ambiguous which clustering method
was applied in this study.

Postprocessing

Choosing the Number of Clusters
A total of 54 (86%) studies explained in detail the methods used
to select the number of clusters. Of these, 20 (32%) studies used
more than one method for choosing the number of clusters. The
maximum number of methods used was 6.

A total of 27 (43%) studies used a dendrogram to choose the
number of clusters to include in their study (Table 6). Note that
18 of the 22 studies that applied k-means clustering used
hierarchical cluster as a first step to identify the likely number
of clusters. Of these 18 studies, 11 explicitly stated that the
dendrogram was used to choose the number of clusters.

Of the 8 (13%) studies that specified a maximum number of
clusters, the maximum number ranged between 2 and 15

clusters. Seven (11%) studies used a statistic (or multiple
statistics), including the c-index [60], Gap statistic [37],
deviation from ideal stability [30], Calinski and Harabasz index
[30], Dunn’s partition [57], cubic cluster criterion (CCC) statistic
[28], pseudo-F statistic [28,36], and pseudo-T2 statistic [28,36].

Four studies (6%) avoided very small clusters. Approaches to
this include merging 2 clusters containing 6 and 12 samples
[61], omitting small clusters containing 1 [35] and 6 [62]
samples, and choosing the number such that no cluster contained
less than 10% of the total samples [63].

Stability
A total of 11 (17%) studies tested the stability of their cluster
solution; the methods are detailed in Table 6. Of these, 1 study
used 2 methods, and the remaining 10 each used only 1 method
to test stability.

Quality
A total of 24 (38%) studies assessed the quality of their solution
using methods beyond those assessing stability. The methods
are detailed in Table 6. Of these, 3 used more than one method.
The maximum number of methods used in this study was 4.

Of the 30 studies that assessed the stability or quality of their
cluster analysis, 21 (70%) reported their findings. However, the
reporting of these results was in many cases brief, consisting
of statements such as “the clusters were shown to be stable”
without providing supporting evidence.
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Table 6. Postprocessing methods used in the asthma studies included in this review.

Values, n (%)aMethod

Choosing the number of clusters

27 (43)Dendrogram

19 (30)Hierarchical clustering with Ward linkage

8 (13)Specify a maximum number of clustersb

7 (11)Statistic(s)

5 (8)Silhouette plot or average silhouette width

4 (6)Bayesian information criterion

4 (6)Specify a minimum size of smallest clusterb

3 (5)Previous studies

3 (5)Unclear

2 (3)Clinical interpretation

1 (2)Scree plot

Stability

3 (5)Repeated in random subset

3 (5)Leave-one-out cross-validation

3 (5)Bootstrap methods

2 (3)Unclear methods

1 (2)Train and test set

Quality

8 (13)Repeated in selected subset

6 (10)Repeated with difference methods

5 (8)Repeated with different initial configurations

4 (6)Repeated in separate cohort

3 (5)Repeated with altered features

3 (5)Repeated at different time point

1 (2)Repeated with different software

aStudies may have used more than 1 method.
bThese methods were not included when calculating the number of methods used to choose the number of clusters.

Discussion

Principal Findings
We identified 63 studies that applied cluster analysis to
multimodal clinical data to identify subtypes of asthma. We
explored the clustering methodologies and their limitations in
detail. The principal finding of this review was that the majority
of the reviewed studies have flaws in the application of cluster
analysis. Although some of these flaws were related to the
multimodal nature of the clinical data, they extended to aspects
of cluster analysis, which are agnostic of data type, such as
sample size, stability, and reporting of the results.

These findings build on a previous review, which identified
limitations such as lack of robustness in feature selection and
neglect to specify distance measures in studies using cluster
analysis to contribute to our understanding of the spectrum of

asthma syndrome [11]. Our review investigated the methods of
feature engineering more generally and identified not only
neglect to specify dissimilarity measures but also instances in
which the dissimilarity measure was inappropriate for the data
to which it was applied. In addition, we identified issues related
to sample size, cluster analysis methods, choosing the number
of clusters, and testing the stability and quality of results. These
issues are discussed in the following paragraphs.

A widespread limitation in the reviewed studies was the small
sample size. Studies had overall sample sizes as small as 40
patients, with clusters as small as 6 patients. We argue that there
is limited utility in clustering data with such small sample sizes:
they may result in clusters that are unstable [64] and may
therefore lead to selecting fewer clusters than are present in the
underlying population from which the data are sampled.

In the following paragraphs, we discussed the limitations of 3
of the feature selection approaches applied by the reviewed
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studies. The first approach was to avoid collinearity or
multicollinearity or excluding features that were considered to
be clinically redundant. Although one should avoid including
features that are redundant (can be completely deduced from a
combination of the other cluster features), this is rarely the case.
Therefore, removing features inevitably leads to loss of
information. We suggest that the removal of features based on
redundancy needs to be carefully considered, for example, 2 or
more features (some of which may appear univariately
redundant) may jointly contribute toward determining a cluster
(or similarly toward the estimation of a clinical outcome in a
standard supervised learning setup).

The second was the use of PCA or factor analysis to select
features, which has a similar motivation to the concept described
earlier for discarding statistically correlated features. There are
methodological justifications for the use of PCA, factor analysis,
or other nonlinear embedding methods for feature transformation
[19]. They aim to jointly combine the original features and
project them in a new feature space, which may have some
useful properties, including interpretation, determining latent
feature structure, and improving the clustering or statistical
mapping outcomes [16]. However, we suggest exercising caution
toward using these methods for feature selection as described
in some of the studies summarized in the Results section of this
review because they were fundamentally developed toward
different aims. Haldar et al used PCA for feature selection in
the first publication to apply cluster analysis to identify asthma
subtypes [14]. It is possible that other studies used this as a point
of reference for these methods, leading to the common
application of these methods in the field of asthma subtyping.

The third approach to feature selection was the use of statistical
hypothesis tests with respect to outcomes of interest, as done
in 2 studies [42,43]. Methods in which an outcome of interest
is used to guide feature selection in cluster analysis have been
described previously [65,66]. Although these approaches may
be useful for situations in which there exists an outcome of
particular interest to the clustering problem, the user should be
aware of and acknowledge the assumptions made in the process.
In the context of the 2 reviewed studies that used this approach,
Sakagami et al did not acknowledge the linearity assumption
in linear regression [42], whereas Seino et al’s method does not
account for potentially highly correlated features [43], a concept
that is key in feature selection for cluster analysis.

Feature transformation was applied in only 6 studies, and the
methods were generally poorly reported. As with cluster
analysis, feature encoding and scaling are important
considerations in feature transformation, but none of the studies
gave adequate details in their methods. The results of feature
transformation were also poorly reported. Although the key
reason for applying feature transformation methods is to reduce
the dimensionality of the dataset, only 2 [31,45] of the 6 studies
provided details on the number of features retained. We suggest
that the results of PCA, factor analysis, or MCA should include
a table of component (or factor) loadings, the number of features
retained, and the proportion of variance accounted for in the
transformed features.

Most studies explicitly stated the clustering method that they
used but were less explicit regarding the preprocessing steps
and choice of dissimilarity measure. Hastie et al [16] state,
“Specifying an appropriate dissimilarity measure is far more
important in obtaining success with clustering than choice of
clustering algorithm.”

We expand on this statement, further adding that preprocessing
steps such as feature scaling and feature encoding are also more
important in obtaining success than the choice clustering
algorithm. This is in line with the conclusions of Prosperi et al,
who demonstrated that clustering using different feature sets
and encodings in asthma datasets can lead to different cluster
solutions [29]. Both preprocessing steps and dissimilarity
measures, along with their relation to clustering algorithms,
have been given poor consideration in clustering applications
in asthma, as discussed in the following 3 paragraphs.

First, the Euclidean distance was used with mixed-type data in
over half of the studies (54%). Although the Euclidean distance
is intended for use with continuous data, problems associated
with applying it to mixed-type data may be mitigated by
carefully considering feature scaling and feature encoding.
However, in our review, we found that many studies did not
specify their methods for rescaling, and many studies included
ordinal and nominal categorical features but did not specify
how these would be treated when calculating the Euclidean
distances. The lack of consideration of feature scaling and
encoding in these cases may have resulted in assigning an
unintended weight structure to the cluster features.

Second, 4 studies used Gower coefficient in hierarchical
clustering with Ward linkage [36,67-69], and 1 used tree-based
distances [49,70]. These studies should be given some credit
for using dissimilarities that can handle mixed-type data.
However, the application of hierarchical clustering with Ward
linkage relies on the properties of the Euclidean distance in the
computations. These properties do not hold for Gower
coefficient, and hence, errors are perpetuated at each level of
the hierarchy. An example that demonstrates this issue is given
in Multimedia Appendix 5.

A final point in the use of k-means and hierarchical clustering
using the Ward method with mixed cluster features is that the
theory underpinning these methods involves the calculation of
cluster means. The mean is not an appropriate summary statistic
for categorical features, which are more typically summarized
by the mode. For this reason, we suggest that k-medoids may
be a more appropriate method for mixed-type features used in
clustering. Instead of computing each cluster’s mean (as with
hierarchical clustering using Ward’s method and k-means),
k-medoids compute each cluster’s medoid, defined as the sample
in the cluster for which the average dissimilarity to all other
samples in the cluster is minimized [55]. In addition, k-medoids
do not rely on the properties of the Euclidean distance in the
computations, thus avoiding the issue described in the previous
paragraph. Despite these advantages, only 2 studies in this
review used k-medoids [30,56].

The SPSS TwoStep method was used in 7 of the 63 studies
investigated here. We see 2 key limitations with the application
of this method across the reviewed studies. First, none of the
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studies gave adequate consideration to the distributional
assumptions made when using the log-likelihood distance, and
most did not mention the assumptions at all. Second, this method
is designed for clustering several millions of samples with many
features within an acceptable time and makes a key compromise
in doing so [52]. This compromise is that the data are not stored
in the main memory but are read sequentially, hence making
the solution sensitive to the ordering of the data. None of the
studies acknowledged this inherent shortcoming, nor did they
confirm that their data were in a random order. Perhaps, more
concerningly, the studies that applied these methods actually
had very small datasets (range 84-349 samples) that could easily
be stored, therefore making other standard techniques more
appropriate. In our view, this compromise was therefore
unnecessary.

Only 1 study [57] used a method that obtains a fuzzy cluster
solution (in which a patient may be assigned a membership
value to multiple clusters), as opposed to a hard cluster solution
(in which each patient is assigned to a single cluster) [23]. A
fuzzy cluster solution can indicate where a patient membership
value is similar across multiple clusters, whereas this
information is lost (or leads to lack of stability) in a hard cluster
solution. Owing to the noisy nature of clinical data and the
clinical complexity of grouping patients into distinct groups,
we suggest that fuzzy cluster solutions may be more appropriate
than hard cluster solutions in the review applications in asthma.
However, it is important to acknowledge that there are added
challenges in the interpretation and communication of fuzzy
cluster solutions and that the methods may be more
computationally intensive [71].

Selecting the number of clusters can be challenging and depends
largely on the context of the application. In the case of the
reviewed applications in asthma, the true number of clusters is
unknown, and the analyses are exploratory. Although 86% of
the review studies gave some details regarding their methods
for choosing the number of clusters (k), they were generally
poorly reported. The most popular approach was the
dendrogram, but only Labor et al [72] specified their criteria
for cutting the dendrogram. In 14 studies, the dendrogram was
the only method mentioned. We suggest that more than one
method should be used to select the number of clusters to
validate this decision.

Our review shows that studies rarely tested the stability and
quality of their results, with a particular lack of emphasis on
stability. This is concerning, as many studies use methods such
as k-means, which reach local minima, and apply them to small
sample sizes, thus increasing the risk of obtaining unstable
results. We argue that because of the unsupervised nature of
cluster analysis, testing the stability and quality of the results
should be a key theme and would like to urge researchers and
peer reviewers in this research field to carefully consider these
aspects. However, we do appreciate that assessing the stability
and quality of a solution in the absence of ground truth is
challenging and that there are currently no well-established
frameworks for doing so [27].

Although this review focused on applications in subtyping
asthma, the identified issues have been found in studies using

cluster analysis to subtype other diseases. For example, recent
studies in autism [73] and hypersomnolence [74] have applied
cluster analysis to very small samples (55 and 17 patients,
respectively). A recent study on Parkinson disease [75] stated
in the main text that a model-based cluster analysis method was
used, whereas the supplementary materials revealed that the
method was in fact k-means, which is not model-based. In
addition, supplementary materials listed 3 methods for choosing
the number of clusters (CCC, pseudo-F, and R-squared statistics)
but did not present the results from these 3 methods anywhere
in the main text or supplementary materials. These findings
demonstrate the widespread nature of the issues that this review
has highlighted, and that the issues are not restricted to
asthma-related studies.

For a recent example of a well-considered and well-reported
application of cluster analysis to multimodal clinical data, we
refer the reader to Pikoula et al’s study of Chronic Obstructive
Pulmonary Disease subtypes [76]. The main text and
supplementary materials provide a transparent report of the
methodology with respect to feature engineering and cluster
analysis methods. In particular, Pikoula et al performed a
rigorous assessment of the stability, reproducibility, and
sensitivity of the resulting clusters, which could be used as a
framework for future studies. The results that were key to the
study’s conclusions (eg, MCA feature loadings, silhouette plots,
results from stability, reproducibility, and sensitivity analyses)
are correctly reported in the manuscript, enabling readers to
have a thorough understanding of the study’s findings.

Limitations
The literature search presented in this study is comprehensive
but practically cannot be exhaustive. We restricted the search
to articles that included the terms cluster analysis or clustering*.
Although it is not strictly speaking correct to do so, some studies
in the medical literature use the term classification to refer to
cluster analysis, often confusing the 2 terms and sometimes
using them almost interchangeably, for example, see the studies
by Just et al [34] and Kim et al [46]. Widening the search to
identify studies that use the term classification would have
greatly increased the initial number of results of the PubMed
search, but we suspect that the increase in the number of eligible
studies for cluster analysis identified would have been small.
Similarly, the terms latent class analysis and mixture model
analysis might sometimes be erroneously used to refer to cluster
analysis: we clarify that these terms were not included in our
search strategy. As this is not a systematic review, we feel that
our search criteria are fully sufficient for this study’s purposes.

We did not fully explore multiple kernel k-means [77] or
spectral clustering [78] methods, each used by 1 study in this
review. As with all other cluster analysis methods mentioned
here, careful consideration must be taken when applying these
methods to mixed-type data. There are numerous other
considerations that are important to these methods, such as the
choice of kernel function, but these are beyond the scope of this
review.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e16452 | p.42http://medinform.jmir.org/2020/5/e16452/
(page number not for citation purposes)

Horne et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions
This review highlights a number of issues in previous
applications of cluster analysis to multimodal clinical data in
asthma. We make the following key recommendations based
on these findings:

• Careful consideration should be given to the preprocessing
of multimodal clinical data and how the scaling and
encoding of features may affect their weighting in the
analysis.

• The choice of dissimilarity measures and cluster analysis
methods are dependent on one another as well as on the
scaling and encoding of the data. Certain combinations of
these data analytics components may be incompatible and
give unreliable results.

• The stability and quality of the cluster results should be
thoroughly evaluated.

The abovementioned recommendations focus on the application
of cluster analysis, but we put similar emphasis on the clear
reporting of each of the abovementioned points, as this was also
found to be lacking in the reviewed papers.
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Abstract

Background: Although alarm safety is a critical issue that needs to be addressed to improve patient care, hospitals have not
given serious consideration about how their staff should be using, setting, and responding to clinical alarms. Studies have indicated
that 80%-99% of alarms in hospital units are false or clinically insignificant and do not represent real danger for patients, leading
caregivers to miss relevant alarms that might indicate significant harmful events. The lack of use of any intelligent filter to detect
recurrent, irrelevant, and/or false alarms before alerting health providers can culminate in a complex and overwhelming scenario
of sensory overload for the medical team, known as alarm fatigue.

Objective: This paper’s main goal is to propose a solution to mitigate alarm fatigue by using an automatic reasoning mechanism
to decide how to calculate false alarm probability (FAP) for alarms and whether to include an indication of the FAP (ie,
FAP_LABEL) with a notification to be visualized by health care team members designed to help them prioritize which alerts
they should respond to next.

Methods: We present a new approach to cope with the alarm fatigue problem that uses an automatic reasoner to decide how
to notify caregivers with an indication of FAP. Our reasoning algorithm calculates FAP for alerts triggered by sensors and
multiparametric monitors based on statistical analysis of false alarm indicators (FAIs) in a simulated environment of an intensive
care unit (ICU), where a large number of warnings can lead to alarm fatigue.

Results: The main contributions described are as follows: (1) a list of FAIs we defined that can be utilized and possibly extended
by other researchers, (2) a novel approach to assess the probability of a false alarm using statistical analysis of multiple inputs
representing alarm-context information, and (3) a reasoning algorithm that uses alarm-context information to detect false alarms
in order to decide whether to notify caregivers with an indication of FAP (ie, FAP_LABEL) to avoid alarm fatigue.

Conclusions: Experiments were conducted to demonstrate that by providing an intelligent notification system, we could decide
how to identify false alarms by analyzing alarm-context information. The reasoner entity we described in this paper was able to
attribute FAP values to alarms based on FAIs and to notify caregivers with a FAP_LABEL indication without compromising
patient safety.

(JMIR Med Inform 2020;8(5):e15407)   doi:10.2196/15407
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Introduction

Overview
In our previous work [1], we developed a software framework
for remote patient monitoring with notification capabilities that
were handled by the use of software agents. In the systems built
through our framework, the anomaly detection process worked
by triggering an alarm every time an anomaly occurred,
independent of the circumstances [2,3].

However, these alerts are often false alarms that do not represent
real danger for patients. In this case, the lack of use of any
intelligent filter to detect an indication of false alarms before
alerting health providers can culminate in a context of a sensory
overload for the medical team. This context can result in alarm
fatigue and compromise health providers’ attention, leading
them to miss relevant alarms that might announce significant
harmful events.

As a strategy to mitigate the alarm fatigue issue, we present a
new approach to monitor patients by using an intelligent
notification process supported by a reasoning mechanism. This
mechanism associates a false alarm probability (FAP) to alarms
based on their real-time context information, including (1)
information about a patient’s circumstances, such as his or her
repositioning in bed, and localization, which is tracked in real
time using wearable devices with GPS, and (2) information
about sensors, including battery charge life, the last time the
patient’s skin was prepared to receive electrodes, and the last
time electrodes were changed, among others.

After receiving this context information as input, the reasoner’s
work begins by analyzing each alarm and calculating the FAP
associated with it according to the false alarm indicators (FAIs)
we defined, based on our literature review. Thus, the reasoner
uses the FAP calculated for each alarm to decide whether to
include an indication of false alarm probability (ie,
FAP_LABEL) with a notification that can be visualized by
caregivers.

This paper’s main goal is to propose a solution to mitigate alarm
fatigue by using an automatic reasoning mechanism to assist
caregivers in their decision-making process of choosing which
alarms they should respond to next. Our specific goal is to
attribute an FAP to each alert based on the context in which it
has been generated, such as a patient’s condition and information
about monitoring devices and sensors. We aim to determine the
probability of an alarm being a false alarm in order to decide
whether to include this information (ie, FAP_LABEL) with the
notifications sent to caregivers.

We addressed the following research questions: (1) How can
an automatic reasoning system calculate an indication of FAP
for an alarm generated by sensors and monitoring devices? (2)
How can we decide whether to add an FAP_LABEL to a
notification that could be visualized by the health care team?

We defined the following hypotheses for our case study:

1. Hypothesis 1 (H1): Our reasoning algorithm should
associate an FAP value to every alarm generated by sensors
and monitoring devices in our experiments.

2. Hypothesis 2 (H2): Our reasoning algorithm should add an
indication of an FAP to each alarm, upon which the reasoner
should decide whether or not to notify caregivers with an
indication of FAP (ie, FAP_LABEL).

3. Hypothesis 3 (H3): Patient safety should not be
compromised if and when the reasoning algorithm decides
to add an FAP_LABEL to the notification.

The main contributions of this work are as follows:

1. A list of the FAIs we defined that can be utilized and
possibly extended by other researchers.

2. A novel approach to assess the probability of a false alarm
using statistical analysis of multiple inputs representing
alarm-context information.

3. A reasoning algorithm that uses alarm-context information
to detect false alarms in order to decide whether to notify
caregivers with an indication of FAP (ie, FAP_LABEL) to
avoid alarm fatigue.

Background and Related Work

Alarms and the Impact of Alarm Safety in Patient Care
Alarms are utilized to improve patient safety and quality of care
by detecting changes early and requiring appropriate action.
However, the medical literature contains many studies showing
that up to 90% of all alarms in critical-care monitoring are false
positives. The vast majority of all threshold alarms in the
intensive care unit (ICU) do not have a real clinical impact on
the care of the critically ill [4].

Many studies have recorded the number of alerts being triggered
nowadays in ICUs during a period of time in order to analyze
the impact of alarm safety in patient care as a consequence of
the excessive volume of alarms. For instance, Kierra reported
that during a 12-day analysis of the alarm system at The Johns
Hopkins Hospital in Baltimore, USA, there was an average of
350 alerts per bed per day and that in one ICU, the average was
771 alerts per bed per day [5].

Lawless analyzed alarm soundings that occurred in an ICU
during a 7-day period, recorded by ICU staff [6]. In his
experiments, he categorized alarms into three types: false,
significant (ie, resulted in change in therapy), or induced (ie,
by staff manipulations; not significant). He showed that out of
2176 total alarm soundings, 1481 (68.06%) were false, 119
(5.47%) were significant, and 576 (26.47%) were induced. His
results showed that over 94% of alarm soundings in a pediatric
ICU may not be clinically important. Based on his findings, the
author concluded that current monitoring systems are poor
predictors of untoward events.

In addition to the excessive number of alarms in ICUs, another
alarm-related problem, as presented by Sendelbach, is the high
number of different alarm signals that was reducing the
effectiveness of the alarms, creating confusion for staff, and
was thus detrimental to patient care [7]. In 1983, up to six alarms
could be associated with each patient in an ICU. By 1994, up
to 33 different alarms were identified, and by 2011, this number
increased to over 40 different alarm signals in an ICU [7]. There
have been as many as 120 separate alarm devices in an operating
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room (OR) that are stand-alone, uncorrelated, and unprioritized
[7].

The main problem of having so many different devices
triggering alarms is that it is not feasible for nurses to identify
all of them, which means that this increase has occurred despite
staff having difficulty in learning all available alarm signals in
their work environment. Staff from an OR were only able to
identify between 10 and 15 out of the 26 alarms triggered in the
room, and ICU nurses could only identify between 9 and 14 out
of 23 alarms found in the ICU, which contributes to the alarm
overload problem [7].

Kerr and Hayes [8] recognized that the excessive number and
many diverse types of alarms were resulting in adverse
consequences to patient care, including the following: (1) the
reduction of the effectiveness of alarms, (2) creation of
confusion and distraction for caregivers, who were having
difficulties in responding to alarms, and (3) the deterioration of
patient care, putting patients in a more unsafe environment.

Lastly, a third alarm-related problem we are focusing on in this
paper is the excessive number of false alarms. Studies have
indicated that false and/or clinically insignificant alarms range
from 80% to 99% [9]. False alarms are frequently triggered by
erroneous or absent patient data. These types of alarms can be
caused by events such as patient movement or repositioning in
bed and by poor placement of sensors, such as an external fetal
heart rate monitor or pulse oximeter [10].

Along with the already-mentioned alarm-related problems that
can affect patient care, there is more information in ICUs that
is considered critical for the health care team, such as (1) the
perceived alarm urgency, and (2) the perceived true alarm rate
of the alarm system [10]. Tanner showed that perceived alarm
urgency contributes to the nurses’ alarm response; however,
nurses also use additional strategies to determine response,
including the criticality of the patient, signal duration,
uncommonness of the alarming device, and workload [10].

Regarding the perceived true alarm rate of the alarm system,
an important finding by Tanner is the link between the impact
of the perceived true alarm rate of the alarm system by
caregivers and its influence on patient care. The author showed
that the nurses’ responses to alarms follow the perceived true
alarm rate of the alarm system. According to the author, if the
true alarm rate is perceived to be 10% reliable, then the response
rate will be about 10% [10].

Although alarm safety is a critical issue that needs to be
addressed to improve patient care, hospitals have not given
serious consideration to how their staff should be using, setting,
and responding to clinical alarms, according to the Emergency
Care Research Institute (ECRI) [11]. Currently, this complex
and overwhelming scenario is still a problem that culminated
in an unsolved health problem known as alarm fatigue, which
we next describe.

Alarm Fatigue
By definition, alarm fatigue consists of the lack of response
due to excessive numbers of alarms in hospital environments,
especially in ICUs, resulting in sensory overload and
desensitization [9]. This issue has the potential to compromise
patient safety [12], since frequent alarms are distracting and
interfere with a clinician’s performance of critical tasks.
Excessive false positive alarms may lead to apathy, resulting
in a lower likelihood that real events may be acted on. For their
part, insignificant alarms may result in distraction and could
lead to the disabling of alarm systems by staff [9].

To illustrate this scenario, studies have indicated that false
and/or clinically insignificant alarms range from 80% to 99%
[9]. The presence of medical devices generate enough false
alarms to cause a reduction in responses, leading to a scenario
in which caregivers disable, silence, and/or ignore the alarms
[12] or are slow to respond [8,9].

In Table 1, we summarized the information we presented about
alarm-related issues as well as their causes, consequences to
the staff, consequences to patients’ care, and avoidance
strategies [9].

Table 1. Summary of alarm-related issues.

Avoidance strategiesConsequences to patient careConsequences to the staffCausesAlarm-related issue

Suspension of alarms for a short period
prior to patient manipulation

Statistical methods should be suitable to
decrease the number of false positive
alarms

Reduction in responding

Lack of caregiver response

Real events being less likely to
be acted on

Apathy and desensitiza-
tion

Mistrust

Can be attributed to pa-
tient manipulation (ie,
motion artifact)

Excessive false posi-
tive alarms

Eliminating nonessential alarms

Adjusting alarm parameters on monitors
to suit patients’ conditions

Staff education on alarm management

Disruption of patient care

Disabling of alarm systems by
staff

Distraction

Reduction in trust

Use of the default alarm
settings

Poor staff education on
alarm management

Frequent insignifi-
cant or irrelevant
alarms

Statistical and Artificial Intelligence-Related Approaches
According to Imhoff et al, the quality of medical device alarms
is unsatisfactory, affecting quality of care and patient safety.
Since the low quality of alarm-generating algorithms is one of

the main causes of this problem, major improvements in alarm
algorithms are urgently needed [4].

To achieve this goal, a variety of alarm-suppression algorithms
have been developed and successfully applied in the laboratory
and the clinical environment to avoid alarm fatigue, such as
relevance vector machine learning, statistical metrics, time series
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analysis, spectral regression, feature selection, and other
classifiers [13]. Imhoff et al showed different methods that have
been proposed for use in the alarm systems of medical devices,
including statistical approaches, such as improved data
preprocessing, robust signal extraction, segmentation, median
filter, statistical process control, and time series analysis for
pattern detection, among others. Artificial intelligence (AI)
methods have also been investigated and include approaches
based on machine learning, neural networks, random forests,
fuzzy logic, and Bayesian networks [4].

Another strategy to avoid alarm fatigue is to use notification
delays that are performed through the use of a middleware
between the alarming medical device and the clinicians’ receiver
device, such as a mobile phone or a tablet. Several studies found
that introducing alarm delays before notifying caregivers could
decrease false alarms by 25%-67% [13]. Regarding the
reduction of the total alarms, considering the effects of these
interventions, alarm quantities decreased between 18.5% and
as much as 89%, according to Winters et al. Fernandes et al also
present a reasoning algorithm that works through the use of a
notification delay strategy to mitigate alarm fatigue [14]. Other
examples of promising proposed approaches are the application
of contextuality and the integration of alarms to create smart
alarms with improved data presentation through human factors
engineering [13].

According to Imhoff et al, one of the main areas in which alarms
can be improved is alarm validation (ie, determining whether
the alarm is actually valid) [4]. In this work, our main
contribution is to this area. Our methodological approach to
deal with alarm validation involves trying to fill the gap of
having feasible solutions for mitigating the alarm fatigue
problem by focusing on the issue of false positive alarms, which
is known to be a serious problem that still remains unsolved.

Methods

Overview
With regard to methodology, we present a new approach to
mitigate the alarm fatigue issue. We developed an application
that attributes an FAP to alarms based on FAIs that we defined.
Our reasoning algorithm uses the calculated FAP to decide
whether to include an indication of FAP with a notification (ie,
FAP_LABEL) before sending it to caregivers, in order to assist
them in the complex task of choosing the next alarms to which
they should respond.

Reasoning Model for Deciding Whether to Include an
FAP Label With a Notification
In our system, a notification is a type of message that is sent to
caregivers and contains information about a detected alarm or
a group of alarms. An FAP is associated with an individual
alarm; we calculate the FAP according to the FAIs we describe
next, while an FAP_LABEL, on the other hand, corresponds to
the probability of a notification containing a false alarm.

We calculate the FAP of every alarm triggered by our system.
However, the reasoning algorithm decides whether to include
the indication of the FAP with a notification—as the
FAP_LABEL—based on the FAIs. The FAP_LABEL is the
piece of information that can be visualized by caregivers. The
inputs for our algorithm are a notification and its context
information, including information about the patient’s conditions
and sensors. After receiving these inputs, the reasoner starts
working by analyzing the notification content and calculating
the FAP_LABEL associated with it.

The processes to calculate the FAP and the FAP_LABEL are
described below. Figure 1 presents a state machine diagram of
the FAP reasoning process considering each alarm individually,
as well as the reasoning modelling process that decides whether
to notify caregivers through an FAP_LABEL indication.
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Figure 1. State machine diagram showing how we calculate the false alarm probability (FAP) associated with an alarm. FAI: false alarm indicator.

Calculation of FAP Based on the FAIs
To calculate the FAP associated with each alarm, we defined
four indicators of false alarms based on the information we
gathered in our literature review. According to Kerr and Hayes,
the main events that cause false alarms are patient movement
or repositioning in bed and poor placement of sensors. Another
common issue that triggers alarms is related to technical

problems, such as lack of a battery in the monitoring devices
[8].

The four FAIs defined in this case study represent information
about (1) the duration of a sensor battery and the last time it
was changed, (2) the last time the patient’s skin was prepared
to receive electrodes and the last time they were changed, (3)
the patient’s mobility, and (4) the patient’s position in bed. To
calculate the FAI percentage in our experiments, we considered
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each indicator to have the same weight. The FAIs are listed
below:

1. FAI1: Sensor battery FAI (SENSOR_BATTERY_FAI).
This is an indication of the FAP associated with the
battery-charge level of the sensors attached to the patient.

2. FA I 2 :  P l a c e m e n t  o f  s e n s o r  FA I
(PLACEMENT_OF_SENSOR_FAI). FAI2 is related to
the placement of a sensor (ie, whether a sensor is properly
in touch with the patient’s skin).

3. FAI3: Patient mobility FAI (PATIENT_MOBILITY_FAI).
This indicator is related to patient mobility, which means
that it can evaluate the probability that the alarm has been
triggered due to his or her movement from the bed to other
places.

4. FA I 4 :  P a t i e n t  r e p o s i t i o n i n g  FA I
(PATIENT_REPOSITIONING_FAI). This indicator can
be used to calculate the FAP related to patient repositioning
(ie, whether the alarm has been sent simply because the
patient may have changed his or her position in bed).

Inputs for Our Reasoning Algorithm Regarding
Whether to Add an FAP_LABEL
As shown in Table 2, we defined eight inputs for our algorithm.
There are four types of information that need to be manually
inserted into our system by caregivers (Inputs 1-4), two types
of data automatically collected via sensors (Inputs 5 and 7),
and, finally, two inputs (Inputs 6 and 8) that are retrieved from
the database by the system as historical patient data. Every input
mentioned above is related to one of the four FAIs, as described
below.

Table 2. Inputs for our reasoning algorithm.

Type of related monitoring
device

DescriptionFAIa the input is used to calculateInput nameInput

Monitoring devices that
use batteries

Level of battery for each monitoring
device, including multiparametric
monitors

FAI1

(SENSOR_ BATTERY_FAI)

LEVEL_OF_ BATTERY1

Monitoring devices that
use batteries

Last time the device’s battery was
changed

FAI1

(SENSOR_ BATTERY_FAI)

LAST_TIME_ BATTERY_
CHANGED

2

Sensors that use electrodesLast time skin preparation occurredFAI2

(PLACEMENT_OF_SENSOR_FAI)

LAST_TIME_ SKIN_
PREPARATION

3

Sensors that use electrodesLast time electrodes were changedFAI2

(PLACEMENT_OF_SENSOR_FAI)

LAST_TIME_ ELEC-
TRODES_ CHANGED

4

Sensors used to track pa-
tient localization

The current patient’s localizationFAI3

(PATIENT_ MOBILITY_FAI)

CURRENT_ PATIENT_ LO-
CALIZATION

5

Sensors used to track pa-
tient localization

A log of the patient’s last localizationFAI3

(PATIENT_ MOBILITY_FAI)

LOG_LAST_ PATIENT_ LO-
CALIZATION

6

Sensors used to track pa-
tient position in bed

The current position a patient occu-
pies in a bed

FAI4

(PATIENT_REPOSITIONING_FAI)

CURRENT_ PATIENT_POSI-
TION_IN_BED

7

Sensors used to track pa-
tient position in bed

The last positions a patient has occu-
pied in a bed

FAI4

(PATIENT_REPOSITIONING_FAI)

LOG_LAST_ PATIENT_POSI-
TIONS_IN_BED

8

aFAI: false alarm indicator.

Output of Our Reasoning Algorithm
There is one output of our algorithm—Output1: The probability
that an alarm is false (ie, the FAP).

Application’s Details: Technologies Utilized, Scenario,
and Settings
To test our reasoning algorithm, we developed a system
comprising an application (ie, the Producer App) that sends
alarms to a broker who routes them to consumer applications
that receive these alarms on behalf of the health care team. The
system was developed in the Java language using the RabbitMQ

message broker (Pivotal) [15]. The reason we decided to use
RabbitMQ to handle the features related to data safety and
scalability is to allow us to focus mainly on our functional
requirements, since we are dealing with a high volume of alarms
in our system.

Application Scenario
The application scenario consisted of a group of four patients
being monitored in an ICU with sensors and monitoring devices,
such as multiparametric monitors (see Figure 2), wearable
devices, and external sensors that can be utilized with
microcontrollers (see Figure 3).
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Figure 2. The Philips Efficia CM100 monitor.

Figure 3. Arduino UNO microcontroller.

Monitoring Devices Used to Collect Biometric Patient
Data

Philips Efficia CM100 Monitor
The Philips Efficia CM100 monitor [16] is commonly utilized
to collect vital signs, such as electrocardiogram (ECG),
breathing, temperature, noninvasive blood pressure (NIBP),
oximetry (ie, peripheral oxygen saturation [SpO2]), capnography
(ie, end-tidal carbon dioxide [EtCO2]), and invasive blood
pressure (IBP).

eHealth Sensor Platform Kit
The electronic health (eHealth) Sensor Platform Complete Kit,
version 2.0 (Cooking Hacks) [17] (see Figure 4), contains an
eHealth Sensor Shield (Cooking Hacks; see Figure 5) compatible
with the Arduino UNO (see Figure 3) [18] and Raspberry Pi
(Raspberry Pi Foundation) [19] microcontrollers. It also contains
10 sensors to collect biometric data (see Figure 4): pulse, oxygen
in blood, airflow (ie, breathing), body temperature, ECG,
glucometer, galvanic skin response, blood pressure, patient
position (ie, accelerometer), and muscle (ie, electromyography
[EMG]).

Figure 4. eHealth Sensor Platform Complete Kit.
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Figure 5. eHealth Sensor Shield.

Application Settings
In our simulated environment, patients were monitored through
the use of two sensors: heart rate and temperature. The sensor
readings were generated by a vital signs simulator that we
developed. Regarding the sensor data simulated for each sensor,
the temperature readings were generated randomly by the

simulator within the 35.0°C-42.0°C range and the heart rate
readings were randomly selected from the 40-188
beats-per-minute range. To define when a given temperature
and heart rate reading represented an anomalous value that
should trigger an alarm, we defined the thresholds shown in
Table 3 for each patient.

Table 3. Defining the anomaly thresholds of temperature and heart rate sensors for each patient.

Maximum heart rate, BPMMinimum heart rate, BPMaMaximum temperature, °CMinimum temperature, °CPatient ID

1006039.035.51

955538.535.02

1006039.535.53

1005038.535.54

aBPM: beats per minute.

In our experiments, we set the FAP_NOT_MIN at 75% (ie, the
minimum value used as a reference to decide whether to add
the FAP_LABEL to the notification). This means that every
time the calculated FAP for an alarm was higher than or equal
to 75%, our reasoner added the FAP_LABEL to the notification.
Otherwise, we set the FAP_LABEL in our dataset to
UNDEFINED, meaning that it was not included in the
notification as an additional piece of information for caregivers
(see Tables 4 and 5). We chose to use this strategy because we
believe that only if this value is significant will it be useful to
send the false alarm indication to the caregivers. Since we are
working with an experimental version of our system, the choice
of 75% for the FAP_NOT_MIN was selected arbitrarily.

However, it is important to say that the medical staff can
configure this value according to their preferences.

Results

In Tables 4 and 5 we present the results from our experiments.
We illustrate a part of the output of our reasoning algorithm
showing the first 10 notifications related to the temperature and
heart rate vital signs, respectively. As one can see, FAP values
were attributed to the alarms, and the FAP_LABELs were added
to notifications by the reasoner. The first four columns represent
the Notification ID (NID), Ward ID (WID), Patient ID (PID),
and Alarm ID (AID), respectively.
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Table 4. Results of our experiments for notifications related to temperature alarms.

FAP_LABEL, %Notification timestamp, date and
time

FAPe,%Alarm timestamp, date and
time

Sensor value, °CAIDdPIDcWIDbNIDa

UNDEFINED2019-07-02

21:51:06.334

50.02019-07-02

21:51:06.291

35.01111

UNDEFINED2019-07-02

21:51:08.328

25.02019-07-02

21:51:08.328

42.02412

UNDEFINED2019-07-02

21:51:12.457

50.02019-07-02

21:51:12.457

41.04313

75.02019-07-02

21:51:43.223

75.02019-07-02

21:51:43.223

41.09214

UNDEFINED2019-07-02

21:56:06.334

50.02019-07-02

21:52:03.697

42.012115

100.02019-07-02

21:56:06.334

100.02019-07-02

21:52:20.053

42.015115

75.02019-07-02

21:56:06.334

75.02019-07-02

21:52:24.135

41.016115

UNDEFINED2019-07-02

21:56:06.334

25.02019-07-02

21:52:32.309

35.017115

UNDEFINED2019-07-02

21:56:06.334

50.02019-07-02

21:52:42.594

42.018115

UNDEFINED2019-07-02

21:56:06.334

50.02019-07-02

21:52:50.774

41.020115

aNID: Notification ID.
bWID: Ward ID.
cPID: Patient ID.
dAID: Alarm ID.
eFAP: false alarm probability.
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Table 5. Results of our experiments for notifications related to heart rate vital signs.

FAP_LABEL, %Notification timestamp, date
and time

FAPf,%Alarm timestamp, date and
time

Sensor value, BPMeAIDdPIDcWIDbNIDa

75.02019-07-02

21:51:09.39

75.02019-07-02

21:51:09.375

108.01211

UNDEFINED2019-07-02

21:51:11.432

25.02019-07-02

21:51:11.432

145.02112

UNDEFINED2019-07-02

21:51:21.722

50.02019-07-02

21:51:21.721

123.06413

UNDEFINED2019-07-02

21:51:25.827

50.02019-07-02

21:51:25.827

116.08314

UNDEFINED2019-07-02

21:56:09.397

0.02019-07-02

21:51:15.539

156.03215

UNDEFINED2019-07-02

21:56:09.397

50.02019-07-02

21:51:19.667

159.05215

75.02019-07-02

21:56:09.397

75.02019-07-02

21:51:23.776

44.07215

UNDEFINED2019-07-02

21:56:09.397

50.02019-07-02

21:51:27.874

164.09215

UNDEFINED2019-07-02

21:56:09.397

25.02019-07-02

21:51:44.254

184.016215

UNDEFINED2019-07-02

21:56:09.397

0.02019-07-02

21:52:00.641

51.023215

aNID: Notification ID.
bWID: Ward ID.
cPID: Patient ID.
dAID: Alarm ID.
eBPM: beats per minute.
fFAP: false alarm probability.

Discussion

Alarm safety is a complex problem to solve, influenced by a
number of factors that extrapolate technology challenges and
limitations, such as human influences, difficult patient
conditions, a wide variety of environmental conditions, and
even staffing cultures [12]. Alarm hazards are still a big
challenge for members of the health care teams in ICUs. As
practice settings continue to become more technology driven,
effective interventions for alarm hazards in ICU settings are
crucial. Feasible strategies should be provided in order to allow
nurses to respond to the call to ensure patient safety in an
increasingly complex care environment [10].

In this work, we tried to fill the gap of having feasible solutions
to mitigate the alarm fatigue problem by focusing on the issue
of false positive alarms, known to be a serious problem that yet
remains unsolved. This paper presented a reasoning algorithm
to detect false alarms based on alarm-context information
provided automatically by the use of sensors and wearable
devices and manually by the inputs of caregivers.

In our experiments, we created a database of simulated
alarm-context information to establish a basis for the

development of our algorithm in order to confirm H1 and H2
in experimental settings. As we can see in the FAP column of
Tables 4 and 5, every alarm generated by the sensors and
monitoring devices in our experiments had an FAP value
associated with it by our reasoning algorithm. Our algorithm
also added an indication of an FAP (ie, FAP_LABEL) to the
notifications sent to caregivers. This information is available
in the FAP_LABEL column of our dataset (see Tables 4 and
5).

Regarding H3, which declares that patient safety will not be
compromised if and when the reasoning algorithm decides to
add an FAP_LABEL to the notification, we can assume that is
confirmed, since our algorithm does not stop an alarm from
being triggered even when the calculated FAP is considered
very high. We can see an example of this information in the
sixth row of Table 4, where the alarm (ie, AID=15) still triggered
a notification (ie, NID=5), even though it had a calculated FAP
of 100%.

As future work, we are planning to evolve our solution to
support an optimized version of our reasoning algorithm that
calculates the optimal FAP_NOT_MIN based on the real-time
volume of alarms being triggered in an ICU.
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Another plan for future work is to develop a machine
learning–based algorithm capable of predicting both the FAP
and FAP_LABEL based on a dataset that contains the ICU

information history, such as patients’ conditions, sensors, and
alarms.
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Abstract

Background: Techniques utilizing artificial intelligence (AI) are rapidly growing in medical research and development, especially
in the operating room. However, the application of AI in the operating room has been limited to small tasks or software, such as
clinical decision systems. It still largely depends on human resources and technology involving the surgeons’ hands. Therefore,
we conceptualized AI-based solo surgery (AISS) defined as laparoscopic surgery conducted by only one surgeon with support
from an AI-based surgical assistant system, and we performed an electronic survey on the clinical desire for such a system.

Objective: This study aimed to evaluate the experiences of surgeons who have performed laparoscopic surgery, the limitations
of conventional laparoscopic surgical systems, and the desire for an AI-based surgical assistant system for AISS.

Methods: We performed an online survey for gynecologists, urologists, and general surgeons from June to August 2017. The
questionnaire consisted of six items about experience, two about limitations, and five about the clinical desire for an AI-based
surgical assistant system for AISS.

Results: A total of 508 surgeons who have performed laparoscopic surgery responded to the survey. Most of the surgeons
needed two or more assistants during laparoscopic surgery, and the rate was higher among gynecologists (251/278, 90.3%) than
among general surgeons (123/173, 71.1%) and urologists (35/57, 61.4%). The majority of responders answered that the skillfulness
of surgical assistants was “very important” or “important.” The most uncomfortable aspect of laparoscopic surgery was unskilled
movement of the camera (431/508, 84.8%) and instruments (303/508, 59.6%). About 40% (199/508, 39.1%) of responders
answered that the AI-based surgical assistant system could substitute 41%-60% of the current workforce, and 83.3% (423/508)
showed willingness to buy the system. Furthermore, the most reasonable price was US $30,000-50,000.

Conclusions: Surgeons who perform laparoscopic surgery may feel discomfort with the conventional laparoscopic surgical
system in terms of assistant skillfulness, and they may think that the skillfulness of surgical assistants is essential. They desire to
alleviate present inconveniences with the conventional laparoscopic surgical system and to perform a safe and comfortable
operation by using an AI-based surgical assistant system for AISS.

(JMIR Med Inform 2020;8(5):e17647)   doi:10.2196/17647
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JMIR Med Inform 2020 | vol. 8 | iss. 5 |e17647 | p.60http://medinform.jmir.org/2020/5/e17647/
(page number not for citation purposes)

Park et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:bboddi0311@gmail.com
http://dx.doi.org/10.2196/17647
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Artificial intelligence (AI) has been rapidly developing in recent
years, and relevant research is being actively conducted in the
health care field through deep learning and big data technology
[1]. AI applied in the medical area can be divided into the
following two categories: virtual and physical AI. Virtual AI
includes the programs that can help clinical diagnosis, whereas
physical AI involves smart operating rooms, nanorobots, and
patient-assistance systems [2]. In particular, physical AI in the
operating room can assist the operator or replace the assistant
during surgery [2,3]. For instance, the da Vinci surgical system,
which is the first computer-based robotic surgical system
approved by the US Food and Drug Administration in 2000,
has been widely used for minimally invasive surgery, including
laparoscopic surgery. The demand for the robotic surgical
system is rapidly increasing in the surgical areas of gynecology,
general surgery, and urology [4]. This increase in demand is
due to reduced surgeon fatigue and improved surgical access
through ergonomic instruments and three-dimensional imaging
[4,5].

However, the current robotic surgical system still depends on
coordination of the human eye and hand, which is insufficient
in terms of autonomy or interaction [6,7]. In particular, the
injection of carbon dioxide and insertion of trocars into the
peritoneal cavity are still performed by surgeons without the
aid of a robotic surgical system, and the laparoscopic camera
and instruments are adjusted manually to the target by surgeons.
Thus, an automated robotic surgical system that is better than
the current master-slave approach may be expected to reduce
human error and thereby improve the quality of surgery. Up to
now, relevant studies have mainly focused on the development
of robots capable of performing short surgical tasks, such as
knot tie and needle insertion [8,9], and the application of voice
interaction technology during surgery may be one of the crucial
elements that should be developed in an AI-based surgical
assistant system [10-12].

Nevertheless, high medical cost may be one of the barriers to
the adoption of an AI-based surgical assistant system [13], and
it is not yet know how this system will improve the quality of
surgery or reduce human resources effectively. Therefore, we
conceptualized AI-based solo surgery (AISS) that was defined
as laparoscopic surgery conducted by only one surgeon with
support from an AI-based surgical assistant system and

considered the clinical desire for AISS via an electronic survey
(e-survey).

An e-survey has been a common method of research in human
and social sciences since the 1990s. In the case of research using
a web-based questionnaire, it is possible to attach pictures or
materials in order to avoid response omission as much as
possible and avoid inconsistent or out-of-frame results. Besides,
data can be effectively organized and archived without paper
resources, and distribution via email can be quickly done
through a URL [14]. Moreover, by distributing the web
questionnaire via email, it is possible to limit the target
respondents to people belonging to a specific community so
that the questionnaire survey is conducted for experts in the
relevant field.

Therefore, we performed an e-survey to investigate the clinical
desire for an AI-based surgical assistant system for AISS as
compared with the current laparoscopic surgical system and to
determine the reasonable cost of such an AI-based surgical
assistant system for AISS.

Methods

Survey
We surveyed gynecologists from the Korean Society of
Obstetrics and Gynecology, urologists from the Korean Urologic
Association, and general surgeons from the Korean Surgical
Society between June and August 2017 through nownsurvey
(ELIMNET Co, Ltd) [15], a commercially available e-survey
platform. In this survey, the AI-based surgical assistant system
for AISS was considered to have the following functions: camera
automatic recognition and operation function through voice
commands; action as an assistant by manipulating surgical
instruments through automatic screen recognition and voice
commands; and smart storage for recognizing, indexing, and
storing surgical procedures while recording specific events.
There were a total of 13 questions that included six items about
the responder’s experience, two about limitations of the
conventional laparoscopic surgical system, and five about the
clinical desire for an AI-based surgical assistant system for
AISS (Table 1). We estimated that 5000 gynecologists, 7000
general surgeons, and 2500 urologists would participate in the
survey. This study was approved by the Institutional Review
Board of Seoul National University Hospital (approval no:
1910-131-1072).
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Table 1. Questionnaire details.

QuestionVariable and question number

Experience

What type of hospital do you work at?1

What department do you work in?2

How many patients do you perform laparoscopic surgery in monthly?3

How many assistants do you need during laparoscopic surgery?4

What kinds of assistants do you want during laparoscopic surgery?5

How important is the skillfulness of your assistant for successful laparoscopic surgery?6

Limitation

What are your discomforts during laparoscopic surgery owing to inexperienced camera assistants? (multiple choice)7

What are your discomforts during laparoscopic surgery owing to inexperienced laparoscopic instrument assistants?
(multiple choice)

8

Desire

What functions do you expect to be included in the AIa-based surgical assistant system for AISSb? (multiple choice)9

What percentage of your assistant’s function will the AI-based surgical assistant system for AISS replace?10

Would you want to buy the AI-based surgical assistant system for AISS if it thrives?11

Why would you want to buy the AI-based surgical assistant system for AISS? (multiple choice)12

How much would you like to pay for the AI-based surgical assistant system for AISS?13

aAI: artificial intelligence.
bAISS: artificial intelligence–based solo surgery.

Data Analysis
We analyzed each question by using descriptive statistics.
Additionally, we analyzed all the respondents, and the response
rate was 3.5%. Each item in the questionnaire was stratified
according to the surgeons’ fields as follows: gynecologists,
urologists, and general surgeons. Categorical variables were
analyzed with the chi-square test or Fisher exact test using the
statistical software SPSS 20.0 (IBM Corp, Armonk, New York,
USA). A P value <.05 was considered statistically significant.

Results

Experience
Table 2 shows the demographic data of the responders. A total
of 508 people responded to the questionnaire, and there were
278 gynecologists, 173 general surgeons, and 57 urologists.
Among the three surgeon fields, most of the urologists (49/57,
86.0%) worked at a university hospital, whereas relatively many
gynecologists (67/278, 24.1%) worked as general practitioners.
Moreover, most of the urologists (43/57, 75.4%) performed

laparoscopic surgery in less than 10 cases per month, whereas
relatively many general surgeons performed laparoscopic
surgery in 31 or more cases per month (40/173, 23.1%). In terms
of the number of assistants during laparoscopic surgery, 38.6%
(22/57) of urologists required one or less assistant, whereas
90.3% (251/278) of gynecologists required two or more
assistants.

In terms of the preferred assistant during laparoscopic surgery,
most of the urologists (33/57, 57.9%) preferred fellows, whereas
many general surgeons (76/173, 43.9%) preferred physician
assistants (Figure 1). With regard to the importance of the
skillfulness of assistants, who manipulate cameras or
instruments, for successful laparoscopic surgery, most of the
responders indicated “very important” or “important,” regardless
of the surgeon field. Although the trend was similar among the
three surgeon fields with regard to the camera assistant, general
surgeons (33/173, 19.1%) relatively underestimated the
importance of the skillfulness of instrument assistants as
compared with gynecologists (93/278, 33.5%) or urologists
(18/57, 31.6%) (Figure 2).
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Table 2. Demographic data.

P valueUrologists (N=57), n
(%)

General surgeons (N=173), n (%)Gynecologists (N=278), n (%)Total (N=508), n
(%)

Answers

<.001Working hospital

49 (86.0)111 (64.2)146 (52.5)306 (60.2)University hospital

6 (10.5)36 (20.8)34 (12.2)76 (15.0)General hospital

1 (1.8)17 (9.8)31 (11.2)49 (9.6)Semi hospital

1 (1.8)9 (5.2)67 (24.1)77 (15.2)General practitioner

<.001Total number of laparoscopic surgeries per month

43 (75.4)53 (30.6)136 (48.9)232 (45.7)0-10

12 (21.1)80 (46.2)89 (32.0)181 (35.6)11-30

2 (3.5)40 (23.1)53 (19.1)95 (18.7)≥31

<.001Number of assistants during laparoscopic surgery

0 (0.0)1 (0.6)0 (0.0)1 (0.2)0

22 (38.6)49 (28.3)27 (9.7)98 (19.3)1

29 (50.9)106 (61.3)214 (77.0)349 (68.7)2

6 (10.5)17 (9.8)37 (13.3)60 (11.8)≥3

Figure 1. Comparison of assistants preferred during laparoscopic surgery.
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Figure 2. Comparison of the importance of the skillfulness of (A) camera and (B) instrument assistants.

Limitation
Table 3 shows the responses to questions on the surgeons’
discomforts related to inexperienced camera and instrument
assistants for the conventional laparoscopic surgical system.
With regard to the camera assistant, 84.8% (431/508) of the
responders were unsatisfied with unskilled movement of the
camera in the intended direction. In particular, gynecologists
(69/278, 24.8%) had more complaints about contamination of
the camera lens by blood or body fluid as compared with general
surgeons (26/173, 15.0%) or urologists (6/57, 10.5%). With

regard to the instrument assistant, 59.6% (303/508) of the
responders were unsatisfied with unskilled movement of the
instruments in the intended direction. In particular, general
surgeons (103/173, 59.5%) had more complaints about tissue
damage or bleeding by inappropriate traction and urologists
(24/57, 42.1%) had more complaints about collision between
the instruments as compared with the other surgeons. On the
other hand, gynecologists (32/278, 11.5%) had more complaints
about swaying of the instruments as compared with the other
surgeons.
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Table 3. Surgeons’ discomforts regarding the conventional laparoscopic surgical system.

P valueUrologists

(N=57), n (%)

General surgeons

(N=173), n (%)

Gynecologists

(N=278), n (%)

Total

(N=508), n (%)

Discomfort

Camera assistant

.0553 (93.0)151 (87.3)227 (81.7)431 (84.8)Unskilled movement of the
camera in the intended direc-
tion

.7517 (29.8)61 (35.3)96 (34.5)174 (34.3)Dizziness due to excessive
camera movement

.4917 (29.8)59 (34.1)80 (28.8)156 (30.7)Inappropriate field of view due
to excessive zoom in or out

.088 (14.0)39 (22.5)76 (27.3)123 (24.2)Condensation on the camera
lens

.016 (10.5)26 (15.0)69 (24.8)101 (19.9)Contamination of the camera
lens by blood or body fluid

.8512 (21.1)32 (18.5)57 (20.5)101 (19.9)Blurriness of the camera

Instrument assistant

0.2037 (64.9)94 (54.3)172 (61.9)303 (59.6)Unskilled movement of the in-
struments in the intended direc-
tion

0.0215 (26.3)79 (45.7)102 (36.7)196 (38.6)Inappropriate tissue traction
due to lack of power to pull or
push

0.1123 (40.4)47 (27.2)75 (27.0)145 (28.5)Dangerous movement of the
instruments outside the camera
view

<.00123 (40.4)103 (59.5)63 (22.7)189 (37.2)Tissue damage or bleeding by
inappropriate traction

.00224 (42.1)45 (26.0)57 (20.5)126 (24.8)Collision between the instru-
ments

.0477 (12.3)18 (10.4)52 (18.7)77 (15.2)Insufficient removal of intra-
abdominal smoke during
surgery

.043 (5.3)9 (5.2)32 (11.5)44 (8.7)Swaying of the instruments

Desire
Table 4 depicts the functions that should be included in an
AI-based surgical assistant system for AISS to overcome the
limitations of the current laparoscopic surgical system. More
than half of the responders preferred intuitive and easy
maneuverability (308/508, 60.6%), a demister and self-cleaning
system for the laparoscopic camera lens (326/508, 64.2%), and
safety for minimizing tissue damage (279/508, 54.9%). In
particular, more urologists (29/57, 50.9%) desired fast running
by minimizing time delay as compared with gynecologists
(86/278, 30.9%) and general surgeons (67/173, 38.7%).
However, interest in the autosave or voice command system
for special events during the operation was the lowest among
the three surgeon fields. In terms of the possibility that the
AI-based surgical assistant system for AISS can replace the

functions of assistants, about 40% (199/508, 39.1%) of
responders expected it to substitute 41%-60% of the existing
workforce (Figure 3).

When asked about the purchase intention and reasonable price
to buy the AI-based surgical assistant system for AISS, 83.3%
(423/508) of all responders wanted to buy the system. The most
common reason for wanting to buy the system was the comfort
of laparoscopic surgery (257/508, 50.6%). In particular, general
surgeons had a relatively strong desire to decrease the burden
of repetitive training for assistants, whereas they had less interest
in the reduction of the operation time by purchasing the
AI-based surgical assistant system for AISS as compared with
gynecologists. Regarding the reasonable price for the system,
29.7% (151/508) of the responders had a willingness to pay US
$30,000-50,000 (Table 5).
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Table 4. Functions that should be included in an artificial intelligence–based surgical assistant system.

P valueUrologists
(N=57), n (%)

General surgeons

(N=173), n (%)

Gynecologists

(N=278), n (%)

Total

(N=508), n (%)

Function

.7136 (63.2)108 (62.4)164 (59.0)308 (60.6)Intuitive and easy maneuverability

.2632 (56.1)108 (62.4)186 (66.9)326 (64.2)Demister and self-cleaning system for the laparoscop-
ic camera lens

.8932 (56.1)97 (56.1)150 (54.0)279 (54.9)Safety for minimizing tissue damage

.4232 (56.1)86 (49.7)130 (46.8)248 (48.8)Reasonable size of the instruments avoiding operator
disturbance

.3329 (50.9)69 (39.9)122 (43.9)220 (43.3)Stabilization of the laparoscopic camera and instru-
ments

.2129 (50.9)65 (37.6)114 (41.0)208 (40.9)Stable movements not causing dizziness

.2226 (45.6)80 (46.2)107 (38.5)213 (41.9)Functions for complex movements, such as axial ro-
tation of the 30-degree camera and manipulation of
the flexible scope

.0129 (50.9)67 (38.7)86 (30.9)182 (35.8)Fast running by minimizing time delay

.8917 (29.8)46 (26.6)76 (27.3)139 (27.4)Autosave or voice command system for special
events during the operation

Figure 3. Expectations about how much an artificial intelligence–based surgical assistant system can replace the existing workforce.
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Table 5. Purchase intention and reasonable price to buy the artificial intelligence–based surgical assistant system.

P valueUrologists

(N=57), n (%)

General surgeons

(N=173), n (%)

Gynecologists

(N=278), n (%)

Total

(N=508), n (%)

Answers

.0850 (87.7)151 (87.3)222 (79.9)423 (83.3)Purchase intention

Reason to buy the system

.2731 (62.0)84 (55.6)142 (64.0)257 (50.6)Comfort of laparoscopic surgery

.3134 (68.0)85 (56.3)126 (56.8)245 (48.2)Improved safety and maturity of laparoscopic
surgery

.3728 (56.0)75 (49.7)101 (45.5)204 (40.2)Decreased number of assistants

.0620 (4.0)82 (54.3)95 (42.8)197 (38.8)Decreased burden of repetitive training for
assistants

.00218 (36.0)27 (17.9)74 (33.3)119 (23.4)Reduced operation time

.6816 (32.0)39 (25.8)59 (26.6)114 (22.4)Improved convenience of research based on
the autosave function

.04Reasonable price (US$)

5 (8.8)21 (12.1)61 (21.9)87 (17.1)<30,000

15 (26.3)53 (30.6)83 (29.9)151 (29.7)30,000-50,000

19 (33.3)43 (24.9)77 (27.7)139 (27.4)50,000-100,000

10 (17.5)36 (20.8)33 (11.9)79 (15.6)100,000-150,000

4 (7.0)13 (7.5)11 (4.0)28 (5.5)150,000-200,000

4 (7.0)7 (4.0)13 (4.7)24 (4.7)≥200,000

Discussion

Principal Findings
This study involved a survey about the clinical desire for an
AI-based surgical assistant system for AISS among surgeons
who currently perform laparoscopic surgery. In this survey, we
identified the importance of assistants and the discomforts with
the conventional laparoscopic surgical system and determined
surgeons’ expectations and demands for new AI-based robotic
surgery aids.

Experience
In terms of experience, gynecologists were more likely to have
two assistants than general surgeons and urologists. The reason
is that gynecologists may use a uterine manipulator frequently
during laparoscopic gynecologic surgery [16]. Therefore,
gynecologists commonly require two or more assistants for
laparoscopic surgery, including two assistants who hold a
laparoscopic camera and a uterine manipulator.

On the other hand, urologists’preference for fellows as surgical
assistants could be related to more common practice in
university hospitals. Moreover, urologists can be less dependent
on residents during surgery, which may be similar for general
surgeons who prefer physician assistants as surgical assistants.
Furthermore, most of the responders valued the skillfulness of
surgical assistants who manipulate the laparoscopic camera and
instrument assistants, because the extent of assistant experience
may be closely related to the operation time and complication
rate [17]. Recently, in the Republic of Korea, owing to the
implementation of the special act regarding an 80-hour
workweek for residents, their working time has reduced, and

thereby, the number of cases of surgical training has reduced
[18]. In contrast, physician assistants are still useful for
coordination in the operating room because of their high level
of proficiency based on repetitive work [19]. Therefore, most
surgeons seem to prefer fellows or physician assistants who are
proficient in laparoscopic surgery rather than residents or interns
because of their skillfulness as surgical assistants in the Republic
of Korea.

Limitation
In terms of limitation, most of the surgeons felt uncomfortable
with camera assistants when they showed unskilled movement
of the camera in the intended direction and instrument assistants
when they showed unskilled movement of the instruments in
the intended direction. This result is consistent with the finding
that most of the surgeons considered the skillfulness of surgical
assistants as “very important” or “important,” regardless of the
field.

Desire
In terms of desire, the essential functions desired to be present
in an AI-based surgical assistant system for AISS were intuitive
and easy maneuverability, a demister and self-cleaning system
for the laparoscopic camera lens, and safety for minimizing
tissue damage. Interestingly, only 10%-20% of surgeons
complained about discomfort regarding the camera lens or
foreign objects, whereas a high percentage of surgeons desired
a self-cleaning system for AISS. These findings seem to be
associated with the role of surgical assistants in camera cleaning
when using the conventional laparoscopic surgical system,
which is perceived as an essential function by the operator, and
the absence of an uncomfortable feeling with the current system.
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Notably, more than 80% of the responders intended to buy the
AI-based surgical assistant system for AISS, and the reasons
for buying it were comfort of laparoscopic surgery and improved
safety and maturity of laparoscopic surgery. Considering the
results from the questions on the conventional laparoscopic
surgical system, surgeons showed a tendency to overcome
current constraints regarding laparoscopic surgery with the
AI-based surgical assistant system, especially with regard to
the skillfulness of assistants.

The majority of responders anticipated that the introduction of
the AI-based surgical assistant system would replace the existing
workforce by 41%-60%. Therefore, an AI-based surgical
assistant system for AISS could be a great solution in university
hospitals where resident working hours are regulated (eg,
80-hour resident special act in Korea and The European Working
Time Directive in Europe) [18,20]. Of course, there may be
some opinions concerning undertraining of residents, but the
introduction of educational tools, such as simulation training
systems, is a possible alternative [17,21].

Issues Related to Practical Application
Before adopting and introducing an AI-based surgical assistant
system in the surgical field, ethical and legal responsibilities
should be discussed through consensus of medical, legal, and
administrative experts and others. Additionally, although not
included in this survey, the recent development of AI is likely
to include explainable AI, a concept contrasted with previous
black-box AI, in the development of new technologies.

At the time of the introduction of robotic surgery, which is being
actively used presently, many experts had discussed ethical
issues [22-24]. Current robotic surgery is a master-slave system,
with the surgeon having most of the responsibility, making it
easy to discuss ethical issues. However, in the case of an
autonomous AI-based surgical assistant system, there may be
controversy regarding the responsibility for harm and injuries
caused to the patient during the robotic surgery, and social
discussions about this need to be carried out for the adoption
of an AI-based surgical assistant system [24,25].

Explainability should be considered when newly developing
AI-based surgical assistant systems. Current AI-based medical
programs involving deep learning and machine learning
techniques lack explainability, hindering the dependence of
medical professionals on conclusions from these programs.
Therefore, considering the characteristics of surgical procedures

that are repeated continuously with small and large decisions,
it is expected that explainability will be essential for the
interaction between the machine and the operator and should
be incorporated in the development of AI-based robotic
assistance systems that contribute to these procedures [26].

Strengths and Weaknesses
This report is based on a survey among experts who have been
actively performing laparoscopic surgery in various fields. To
the best of our knowledge, this is the first report showing the
clinical need for an AI-based surgical assistant system for AISS
according to an e-survey. Moreover, this study is meaningful
because we could identify the unmet need of clinicians for an
AI-based system for AISS, which could be developed soon.
However, this study has some limitations. First, it was
challenging to check the exact response rate through the mailing
system used in this study, which could act as a bias, and thus,
the results of this study should be interpreted carefully.
However, we could assume that the questionnaire was answered
by our targeted responders because most of the responders
mentioned that they performed more than one surgery per
month. Second, the specific national health insurance system
controlled by the government in the Republic of Korea could
affect the expected value of an AI-based surgical assistant
system for AISS, and the finding should be complemented by
international surveys later. Third, the validity and reliability of
the items in the questionnaire could not be confirmed because
there has been no previous comparable study and this study
targeted a specific group of experts in our country.

Conclusion
In the conventional laparoscopic surgical system, surgeons may
value the proficiency of assistants, and most of them may feel
uncomfortable with the unintended or not intuitive movement
of laparoscopic cameras and devices. For the development of
an AI-based surgical assistant system in the future, safe
operation may be expected through lens cleaning, intuitive
manipulation, and tissue damage minimization. Furthermore,
an AI-based surgical assistant system is expected to replace
approximately 41%-60% of the workforce, which may increase
surgeons’ willingness to purchase such a system for reducing
human resources and performing a comfortable, safe, and skilled
operation. Conclusively, an AI-based surgical assistant system
for AISS will become essential to enhance surgeons’
convenience, but it will be necessary to increase the safety and
quality of surgery for patients.
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Abstract

Background: Electronic health care records (EHRs) are a rich source of health-related information, with potential for secondary
research use. In the United Kingdom, there is no national marker for identifying those who have previously served in the Armed
Forces, making analysis of the health and well-being of veterans using EHRs difficult.

Objective: This study aimed to develop a tool to identify veterans from free-text clinical documents recorded in a psychiatric
EHR database.

Methods: Veterans were manually identified using the South London and Maudsley (SLaM) Biomedical Research Centre
Clinical Record Interactive Search—a database holding secondary mental health care electronic records for the SLaM National
Health Service Foundation Trust. An iterative approach was taken; first, a structured query language (SQL) method was developed,
which was then refined using natural language processing and machine learning to create the Military Service Identification Tool
(MSIT) to identify if a patient was a civilian or veteran. Performance, defined as correct classification of veterans compared with
incorrect classification, was measured using positive predictive value, negative predictive value, sensitivity, F1 score, and accuracy
(otherwise termed Youden Index).

Results: A gold standard dataset of 6672 free-text clinical documents was manually annotated by human coders. Of these
documents, 66.00% (4470/6672) were then used to train the SQL and MSIT approaches and 34.00% (2202/6672) were used for
testing the approaches. To develop the MSIT, an iterative 2-stage approach was undertaken. In the first stage, an SQL method
was developed to identify veterans using a keyword rule–based approach. This approach obtained an accuracy of 0.93 in correctly
predicting civilians and veterans, a positive predictive value of 0.81, a sensitivity of 0.75, and a negative predictive value of 0.95.
This method informed the second stage, which was the development of the MSIT using machine learning, which, when tested,
obtained an accuracy of 0.97, a positive predictive value of 0.90, a sensitivity of 0.91, and a negative predictive value of 0.98.

Conclusions: The MSIT has the potential to be used in identifying veterans in the United Kingdom from free-text clinical
documents, providing new and unique insights into the health and well-being of this population and their use of mental health
care services.

(JMIR Med Inform 2020;8(5):e15852)   doi:10.2196/15852
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Introduction

Veterans
Estimates of the United Kingdom’s military veteran population,
defined by the British Government as those who have served
in the military for at least one day [1], are approximately 2.5
million, equivalent to approximately 5% of household residents
aged 16 years or older in the United Kingdom [2]. UK military
veterans receive health care provision from the National Health
Service (NHS) alongside civilians, with care recorded in local,
regional, and national electronic health care records (EHRs)
[3]. EHRs—structured and unstructured (ie, free text)—can be
used to evaluate disease prevalence and surveillance, to perform
epidemiological analyses and investigate the quality of care,
and to improve clinical decision making [4,5].

Veterans of the United Kingdom experience a range of mental
health problems (estimates range from 7% to 22% across
psychiatric conditions), some resulting from their experiences
in the line of duty [6]. A large UK cohort study set up to
investigate the health of serving personnel and veterans has also
shown that veterans report higher levels of probable
posttraumatic stress disorder and alcohol misuse than serving
personnel [7]. Recent research suggests that 93% of veterans
who report having a mental health difficulty seek some form
of help for their problems, including informal support through
family and friends [8]. However, there is no national marker in
the UK EHRs to identify veterans, nor is there a requirement
for health care professionals to record it, making it difficult to
evaluate the unique health care needs of those who have served
in the UK Armed Forces [9]. Furthermore, the ability to identify
veterans would allow for comparisons between civilian and
military cohorts and for direct comparison of their physical and
mental health.

In England and Wales, only two studies exist, which analyze
secondary care delivered through the NHS for Armed Forces
personnel. In the first study, Leightley et al [3] developed a
method to link the EHRs of military personnel in England,
Scotland, and Wales (3 nations of the United Kingdom). This
study used a longitudinal cohort consisting of serving personnel
and veterans to establish a link to national EHRs (England,
Scotland, and Wales). Then, statistical analyses were performed
to identify the most common reasons for admission into hospital,
diagnoses, and treatment pathways. The second study, by Mark
et al [10], on which this study is based, systematically searched
for veterans using a military-related search term strategy on
free-text clinical documents using a manual approach. Although
this approach could identify veterans, it was time consuming
as searches were performed manually. Each of these studies
highlighted a need for novel methodological development for
the identification of veterans, with natural language processing
(NLP) and machine learning showing great promise [11-13].
This would enable the automatic identification of veterans
without the need for manual annotation and validation.

Neutral Language Processing
NLP approaches cover wide-ranging solutions to the analysis
of text, such as retrieval, analysis, transformation, and
classification of text, such as those found in EHRs and free-text
clinical documents [13,14]. NLP subthemes, such as text mining,
are represented as a set of programmatic rules or machine
learning algorithms (eg, automated learning from labeled data)
to extract meaning from naturally occurring text (eg,
human-generated text) [11,14]. The result is often an output
that can be interpreted by humans and that can be processed
computationally more efficiently [15]. It may be possible to
apply NLP for the identification of veterans, if not already
defined from structured fields, such as a flag for denoting
veteran status, for which, in the United Kingdom, are rarely
coded [10]. The ability to identify veterans at scale could
significantly improve our understanding of their health and
well-being and navigation of care pathways and allow for the
exploration of the long-term impacts of service.

This Study
NLP tools have been used extensively in military health
research, predominantly in the United States, for the detection
of veteran homelessness and clinical diagnosis [16-19].
However, to the best of our knowledge, no tools exist to identify
veteran status using either a rule-based or machine learning
approach. The aim of this study was to describe the development
of the Military Service Identification Tool (MSIT) for the
identification of veterans using free-text clinical documents and
to evaluate the tool’s performance against a manually annotated
dataset (gold standard). This study was inspired by the study
by Fernandes et al [14], but we proposed a different approach
to the way in which features are generated and used for training
machine learning classifiers and the annotation of the training
and testing data and the way in which we evaluate the
performance of MSIT across different classifiers.

Methods

Data Source—Clinical Record Interactive Search
System
The Clinical Record Interactive Search (CRIS) system provides
deidentified EHRs from the South London and Maudsley
(SLaM) NHS Foundation Trust, a secondary and tertiary mental
health care provider serving a geographical catchment of
approximately 1.3 million residents of 4 south London boroughs
(Lambeth, Southwark, Lewisham, and Croydon) [20]. The CRIS
system has supported a range of research projects [20-23]. Many
of these have aimed to answer specific clinical or
epidemiological research questions and have drawn on particular
subpopulations being identified in the database, such as ethnic
minorities and those with Alzheimer disease [24,25].

Ethical approval for the use of CRIS as an anonymized database
for secondary analysis was granted by the Oxford Research
Ethics Committee (reference: 08/H0606/71+5). This study has
been approved by the CRIS Patient Data Oversight Committee
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of the National Institute of Health Research (NIHR) Biomedical
Research Centre (reference: 16-056).

The documents used in this study are Correspondence, which
are created by clinical staff to provide a summary of admission
or care received and are sent to a patient’s general practitioner
and, in some cases, to the patient themselves. Correspondence
were used as they routinely provided a detailed history of a
patient’s life events including employment history.

Study Design
There are approximately 300,000 correspondence documents
available in CRIS. Owing to the large volumes of data, a subset
was extracted for the development of the MSIT. This subset
(hereafter termed personal history dataset) was extracted using
the personal history detection tool, which has been developed
by the CRIS team [26]. This tool identifies documents that have
a subheading or section entitled personal history (or similar)
before extracting the proceeding text (see Textbox 1 for an
example). Each personal history record contains an outline of
each patient’s life events since birth (eg, educational attainment,
childhood adversity, employment, and relationship information).
Each record is written by a clinician. The personal history
dataset contains 98,395 documents sampled from records
recorded in CRIS since 2006, which was the first year the CRIS
database was operational.

After an informal scoping exercise, discussions with NLP
experts with experience of using CRIS and timing constraints
of the study, the decision was made to retain only 6672
documents (hereafter termed gold standard dataset), which
represented 4200 patients (civilian: 3331 and veteran: 869). A
patient could have multiple documents that represent different
time points of care. The decision to retain 4200 patients (which
in total had 6672 documents) was made considering resource
limitations of the study, which included staff time to annotation
and balancing patient privacy as to only process a minimum
number of records to allow us to archive the study aim. A sample
size calculation was not performed because of these
considerations.

For evaluating the performance of MSIT, a decision was made
to retain 66.00% (4470/6672 documents) of the dataset for
training, and the remainder 34.00% (2202/6672 documents)
was used for testing and evaluation. Patients were sampled to
either the training or testing; dataset a patient’s documents would
not appear in both samples. There is no defined approach for
determining the size of the training and testing sets needed, with
most research using ad hoc reasoning depending on data,
financial, time, or personal constraints [27]. This study followed
an iterative approach to the development of the MSIT, first by
developing a structured query language (SQL) rule–based
method, with lessoned learned, such as which keywords cause
misclassification, informing the development of MSIT.

Textbox 1. Synthetically generated personal history statement by the research team for a female patient whose father and husband served in the military.
X denotes personal identifier being removed. Owing to patient confidentiality, we were not able to share real examples from the personal history dataset.

Mrs X was born in X. Her father was a Normandy D-Day veteran who had sustained a bullet wound to his left arm
during the war. He subsequently worked as a bus driver in and around X. Mrs X describes her upbringing as
old-fashioned, traditional and one of poverty. She describes her school years as happy and fun and says she got on
well with her parents. She acknowledged that during her teenage years that she was difficult to manage. She met her
husband X while on holiday in X; X was stationed there in a military unit conducting NATO exercises. After they
began a relationship, in 1983, they moved to X. Mrs X worked in various jobs including in a supermarket and as a
hotel receptionist, before taking an administrative job in academia.

Generating the Gold Standard Dataset and Interrater
Agreement
A set of classification rules for the annotation of each document
was developed and agreed upon by DL, EO, DP, and SS. The
Extensible Human Oracle Suite of Tools (University of Utah)
software package was used to perform annotations [28]. The
following words and phrases were annotated: (1) those that
described a patient’s military service (ie, “he served in the
Army”), (2) those that described an individual other than the
patient’s military service (ie, “dad served in the Forces”), and
(3) those that may cause confusion (ie, “Navy Blue”). This led
to the creation of a gold standard dataset, which contained
veterans- and civilians-annotated free-text clinical documents.
Veterans were labeled as such based on a clear statement that
the patients themselves had served in the military. The protocol,
including classification rules, is available on request from the
corresponding author.

Developing a Rule-Based Approach for Veteran
Identification
Civilians and veterans were classified using the SQL rule–based
method based on a corpus of known words and phrases related
to military service (see Multimedia Appendix 1). The corpus
was composed of (1) primary search terms: common words or
phrases used to describe military service, (2) secondary search
terms: used to validate that the document describes a patient
who has served in the military, and (3) exclusion terms: used
to exclude documents that may describe another person’s
military service and not the patient’s military service.

The SQL rule–based method was developed using a combination
of the research team’s expert knowledge of the military, relevant
research literature, and analysis of personal history statements.
The gold standard training dataset was used to refine the SQL
rule–based approach. The code was iteratively tested on the
training set, reviewed, and refined to ensure full coverage of
known military words and phrases. The SQL rule–based method
operated by searching for the occurrence of a primary search
term in a document. If the term was found, text surrounding the
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term would be extracted (up to 50 characters, where available).
The extracted text was then evaluated against a list of secondary
terms to classify the document as a civilian document or a
veteran document. The SQL rule–based approach informed the
development of the MSIT.

Developing the Military Service Identification Tool
A machine learning classification framework was used to create
MSIT. It was developed in Python using the Natural Language
Processing Toolkit (version 3.2.5) [29] and Scikit-learn (version
0.20.3) [30]. The gold standard dataset was preprocessed to
remove (1) punctuations (using regular expressions), (2)
words/phrases related to another individual’s military service
(these were required to exactly match those in the gold standard
annotated dataset), (3) stop words and frequently occurring
terms (except military terms), and (4) word/phrases that may
cause confusion with correctly identifying a veteran. The
remaining features were then converted into term
frequency-inverse document frequency (tf-idf) features.

The classification framework was trained to identify veterans
based on the use of military terms and phrases with the outcome
being binary (1: veteran and 0: not a veteran). A training set of
4470 annotated documents was used to select a machine learning

classifier. There is sparse literature on which machine learning
algorithms are best suited for specific tasks, not only in the field
of NLP but also in areas such as health care, agriculture, and
security [31-34]. To ensure the appropriate selection of the
classifier used for the MSIT, a comparison was made based on
10-fold cross-validation accuracy using tf-idf features as an
input of the following machine learning classifiers (which are
part of the Scikit-learn package): random forest, decision tree,
linear support vector classifier, support vector classifier,
multinomial Naïve Bayes, k-nearest neighbor, logistic
regression, and multilayered perception. Each machine learning
classifier used default parameters. Linear support vector
classifier obtained the highest accuracy (see Table 1;
accuracy=0.95; SD 0.01; 95% CI 0.94-0.95) and was used as
the machine learning classifier for MSIT.

To improve the true positive rate of the MSIT and to reduce the
potential for false positives, a postprocessing of the linear
support vector classifier outcome was applied based on the SQL
rule–based approach described earlier, as has been used in
similar studies [14]. For each document that was predicted as
being that of a veteran, an SQL operation was performed to
ensure the document used a military term of phrase (eg, “joined
the army,” “left the army,” and “demobbed from the army”).

Table 1. Machine learning classifier n-fold cross-validation accuracy, SD, and 95% CI based on the gold standard training dataset of 4470 documents.

95% CISDAccuracyClassifier

0.83-0.840.010.84Random forest

0.89-0.920.030.91Decision tree

0.94-0.950.010.95Linear support vector classifier

0.83-0.840.010.84Support vector classifier

0.88-0.910.020.90Multinomial Naïve Bayes

0.87-0.900.020.89k-nearest neighbor

0.85-0.900.040.88Logistic regression

0.92-0.950.020.94Multilayered perception

Availability of Materials and Data
The datasets used in this study are based on patient data, which
are not publicly available. Although the data are pseudonymized,
that is, personal details of the patient are removed, the data still
contain information that could be used to identify a patient.
Access to these data requires a formal application to the CRIS
Patient Data Oversight Committee of the NIHR Biomedical
Research Centre. On request and after suitable arrangements
are put in place, the data and modeling employed in this study
can be viewed within the secure system firewall. The
corresponding author can provide more information about the
process.

A Jupyter Notebook demonstrating the tool with artificial data
can be found in the link provided [35].

Statistical Analyses
All analyses were performed using Python version 3.5 with
standard mathematical packages and Scikit-learn (version
0.20.3) [30]. Cohen kappa values are presented for civilian and

veteran annotations separately, with a two-tailed statistical test
applied to determine the significance of the finding. Machine
learning classifier 10-fold cross-validation was reported as the
highest accuracy obtained, with SD and 95% CI reported to
represent the n-fold result. Document characteristics were
reported as the average frequency in which words, sentences,
whitespaces, stop words, and nonalphanumeric across
documents were stratified by civilian and veteran. The most
frequent military terms and phrases annotated during the study
were restricted to the top 5 and reported as a count with
percentage out of the denominator. For evaluating the SQL
rule–based approach, the algorithm was tested by measuring
the output results against the results from manual annotations
(the gold standard testing dataset), allowing for computation of
positive predictive value, negative predictive value, sensitivity,
F1 score, and accuracy at a document level. For evaluating
MSIT, each classifier model was tested by measuring its results
against the results from manual annotations (the gold standard
testing dataset), allowing for computation of positive predictive
value, negative predictive value, sensitivity, F1 score, and
accuracy at a document level.
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In this study, positive predictive value was defined as the
proportion of correctly identified true veterans over the total
number of true veterans identified by the classifier. Negative
predictive value was defined as the proportion of correctly
identified true civilians over the total number of true civilians
identified by the classifier. Sensitivity was defined as the
proportion of true veterans identified by the classifier over the
total number of actual veterans (identified by manual
annotation). F1 score considers both positive predictive value
and sensitivity and produces a harmonic mean, where the best
value lies at 1 and the worst value lies at 0. Accuracy was
measured using the Youden Index, which considers sensitivity
and specificity (summation minus 1), which results in a value

that lies between 0 (absence of accuracy) and 1 (perfect
accuracy).

Results

Annotation
An iterative approach to developing MSIT was employed. See
Figure 1 for a flow diagram of the MSIT and evaluation process.
The datasets used in this study were independently annotated
by DL, EO, and a researcher (see Acknowledgments section),
with acceptable interrater agreement as indicated by a Cohen
kappa of 0.83 for veterans and 0.89 for civilians (P=.15).

Figure 1. Flow diagram of the Military Service Identification Tool. Correspondences are used to define any communications between a patient and
clinical staff or between clinical staff members. CRIS: Clinical Record Interactive Search; PPV: Positive Predictive Value.

Document Characteristics
Of the 6672 documents annotated to generate the gold standard
dataset, there were 5630 civilian and 1042 veteran documents.
Descriptive characteristics (see Table 2) indicate that often
civilian documents had more words, sentences, stop words, and
nonalphanumeric characters.

A total of 2611 words and 2016 phrases that describe a patient’s
military service were annotated (see Tables 3 and 4). Most of
the words and phrases annotated described the service branch
(eg, “served in the army,” “national service in the RAF,”
“demobbed from the army,” and “was a pilot in the RAF”), with
only a small number including the length of service (eg, “served
for two years in the army,” “served two years for national
service,” and “demobbed from the army after two years”).

Table 2. Document characteristics including frequency and mean (SD) for annotated personal history statements stratified by civilian and veteran
status.

Veteran (n=1042), mean (SD)Civilian (n=5630), mean (SD)Characteristic

197.20 (114.63)223.76 (152.30)Words

12.40 (6.50)13.80 (8.91)Sentences

208.38 (119.65)237.99 (162.77)Whitespaces

30.09 (9.92)32.04 (11.45)Stop words

22.22 (14.28)26.59 (20.14)Nonalphanumeric characters
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Table 3. Top 5 occurring military words identified during manual annotation of the gold standard training dataset.

Value, n (%)Military words (n=2611)

553 (21.18)“Army”

445 (17.04)“National Service”

225 (8.62)“RAF”

166 (6.36)“Navy”

104 (4.00)“Veteran”

Table 4. Top 5 occurring military phrases identified during manual annotation of the gold standard training dataset.

Value, n (%)Military phrases (n=2016)

167 (8.28)“Joined the army”

122 (6.05)“Left the army”

101 (5.00)“Demobbed from the army”

65 (3.22)“National service in the army”

64 (3.22)“Two years in the army”

Performance: Positive Predictive Value, Sensitivity,
and Accuracy
The performance of each approach was evaluated against the
manually annotated gold standard test dataset producing positive
predictive value, negative predictive value, sensitivity, F1 score,
and accuracy statistics. The gold standard test dataset contained
2202 documents, which included 1882 civilian and 320 veteran
documents (see Tables 5 and 6).

The SQL rule–based approach correctly identified 262 veteran
documents, incorrectly identified 87 civilian documents as
veteran documents, and incorrectly identified 58 veteran
documents as civilian documents. Misclassification was because
of the rigidity of the keywords used to search the records, with
confusion observed between the individual’s serving status and
a family member’s status. For example, phrases such as “had
served” were used to describe another person’s military service,
such as father or brother. This resulted in an overall accuracy
of 0.93, a positive predictive value of 0.81, a negative predictive
value score of 0.95, a sensitivity of 0.75, and an F1 score of
0.78.

During the initial development of the MSIT, model sensitivity
was skewed toward commonly occurring words. To overcome

this bias, a 4-step preprocessing step was introduced to identify
and remove these frequent words and phrases, punctuation, and
stop words, which improved positive predictive value and
sensitivity of the tool (training dataset: positive predictive
value=0.78 and sensitivity=0.88). To further improve the
prediction of the tool and reduce the potential for false positives,
a postprocessing step was introduced to ensure a military word
or phrase was present in the documents predicted as describing
a veteran. The addition of this step improved positive predictive
value and sensitivity of the MSIT (training dataset: positive
predictive value=0.82 and sensitivity=0.91).

Applying MSIT to the gold standard test dataset correctly
identified 290 veteran documents, incorrectly identified 30
civilian documents as veteran documents, and incorrectly
identified 27 civilian documents as being a veteran document.
Misclassification was observed, with manual inspection of the
documents revealing that the military-related terms were used
to describe events, occupations, or items for civilians such as
“Legion” or “Mess Hall.” This created confusion with the
classifier. This resulted in an overall accuracy of 0.97, a positive
predictive value of 0.90, a negative predictive value of 0.95, a
sensitivity of 0.91, and an F1 score of 0.91. Additional analyses
were conducted using the leave-one-out methodology (see
Multimedia Appendix 1).

Table 5. Confusion matrix indicating the performance of the structured query language rule-based approach and the Military Service Identification
Tool (MSIT). The MSIT includes pre- and postprocessing.

Military Service Identification ToolStructured query language rule–based approachLabel

CivilianVeteranCivilianVeteran

3029058262Veteran

185527179587Civilian
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Table 6. Structured query language–based approach and Military Service Identification Tool (MSIT) performance result comparison for detecting
veterans using the gold standard test dataset. The MSIT includes pre- and postprocessing.

Military Service Identification ToolStructured query language rule–based approachPerformance metric

0.900.81Positive predictive value

0.980.95Negative predictive value

0.910.75Sensitivity

0.910.78F1 score

0.970.93Youden Index

Discussion

Principal Findings
This research has demonstrated that it is possible to identify
veterans from free-text clinical documents using NLP. A tool
to identify veterans and civilians is described, which performed
well, as indicated by high positive predictive value, sensitivity,
and accuracy results. To the authors’knowledge, this is the only
study to have developed, applied, and tested NLP for the
identification of veterans in the United Kingdom using a large
psychiatric database. The MSIT presented superior results to
the SQL rule–based approach developed because of the former’s
ability to adapt to different military terms. The SQL rule–based
approach was, on the other hand, fixed on set keywords.

This is the first study that seeks to identify military veterans
from a case register in the United Kingdom using NLP and
machine learning. Although military literature is sparse, NLP
techniques have been used in the detection of sexual trauma, in
the detection of temporal expressions in medical narratives, and
for screening homelessness [16,17,19]. Although it is difficult
to compare our study with the aforementioned studies, similar
methodologies are employed. This includes each developing a
gold standard manually annotated dataset, developing a set of
rules to support identification, and finally generating features
from free text. Although this study used linear support vector
classification, as it was determined to be the most optimal,
Reeves et al [16] used a maximum entropy classifier to detect
temporal expressions. Outside of the military literature,
Fernandes et al [14] sought to identify suicidal attempts using
a psychiatric database with support vector machines; they were
able to detect suicidal attempts with a sensitivity of 0.98, which
is higher than what was achieved in this study (MSIT: 0.91).
Other studies have compared different classification algorithms
for clinical NLP tasks with varying conclusions—achieving
optimal performance is highly task-dependent and
use-case–dependent [36,37].

The ability to identify veterans could provide insights into the
physical and mental health of military personnel and their
navigation through, and use of, health care services, including
primary and secondary services. This would overcome the
current need to either manually identify veterans or to perform
large-scale cohort and data linkage studies, such as that by
Leightley et al [3]. EHR-based case registers, such as CRIS,
function as single, complete, and integrated electronic versions
of traditional paper health records [3]. These registers have been
positioned as a new generation for health research and are now

mandatory in the United Kingdom [3]. The methodological
advantages of case registers—including their longitudinal nature,
largely structured fields, and detailed coverage of defined
populations—make them an ideal research and surveillance tool
[38]. EHRs in mental health care provide extremely rich
material, and analysis of their data can reveal patterns in health
care provisions, patient profiles, and mental and physical health
problems [3,39]. EHRs are advantageous for investigating
vulnerable subgroups within the wider population [20-22],
potential for developing digital interventions [40] and to support
data-driven decision making [11].

Strengths and Limitations
An important strength of this work was the exploitation of NLP,
which is advantageous for automating the process of
identification and reducing the possibility of human error and
bias. Considering the focus of this study, this is the first time
that NLP has successfully been used to identify veterans from
free-text clinical documents using detailed occupational history
that clinicals routinely record. The MSIT described in this work
does not rely on any codes (clinical or otherwise) or structured
fields, which broadens its application to others, such as diagnosis
and occupation detection. Furthermore, veterans may not always
be willing or think it is necessary to state their veteran status,
particularly in the United Kingdom, which has no department
for veterans’ affairs. As such, NLP is advantageous, as it may
pick up veterans based on small details that are discussed and
recorded during clinical interactions rather than having to rely
on disclose of veteran status by an individual upon registration
with clinical services.

It must be noted that there are several limitations to the tool
described in this work. First, the study relied on patients’
self-reporting that they have served in the military, which could
be influenced by the patient’s mental health or failing memory.
Second, the need for a clinician to ask a patient’s military status
and for this to be accurately recorded in the patient notes. Third,
the accuracy of recording by the clinician could have had a
negative impact on MSIT’s performance or could result in
misidentification of veterans. Fourth, the MSIT relied on the
personal history section being present in a correspondence,
which may limit scalability. Fifth, although different approaches
to stating veteran service were annotated, spelling and additional
permutations were not considered. This could limit the
generalizability of the algorithms on other datasets. Sixth,
identified veterans were not validated against the Ministry of
Defence databases or contacted directly to validate veteran
status. Seventh, a sample size calculation was not computed for
this study. This was because of resource limitations; as a result,
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this could limit the generalizability of the algorithms on other
datasets. Finally, documents were misclassified, often because
of military vernacular being used by civilians and/or the clinician
or because a family member had served in the military and not
the patient. Further work should be undertaken to improve
reliability and reduce the rate of misclassification.

Conclusions
We have shown that it is possible to identify veterans using
either an SQL-based or NLP- and machine learning–based

approach. Both approaches are robust in correctly identifying
civilians and veterans, with high accuracy, sensitivity, and
negative predictive values observed. The MSIT has the potential
to be used in identifying veterans in the United Kingdom from
free-text clinical documents, providing new and unique insights
into the health and well-being of this population and their use
of mental health care services. Despite our success in this work,
the tools are tailored to the CRIS dataset, and future work is
needed to develop a more agnostic framework.

 

Acknowledgments
This study was funded by the Forces in Mind Trust (Project: FiMT18/0525KCL), a funding scheme run by the Forces in Mind
Trust using an endowment awarded by the National Lottery Community Fund. The salary of SV, RS, and SS was partly paid by
the NIHR Biomedical Research Centre at the SLaM NHS Foundation Trust and King’s College London. In addition to the listed
authors, the study involved support from the NIHR Biomedical Research Centre. NIHR Biomedical Research Centre is a partnership
between the SLaM NHS Foundation Trust and the Institute of Psychiatry, Psychology, and Neuroscience at King’s College
London. The authors would particularly like to thank Megan Pritchard (lead in CRIS training and development), Debbie Cummings
(administrator), Karen Birnie (researcher), and Larisa Maria (researcher) for their help and support in undertaking this study.

Authors' Contributions
SM, DM, and NF conceived the concept of the study and obtained funding. DL and DP developed the NLP approaches used in
this study. DL, KM, and EO performed data annotation. SV and RS provided substantial improvements to the manuscript after
drafting. All authors reviewed the final manuscript.

Conflicts of Interest
NF, DP, and SS are partly funded by the United Kingdom’s Ministry of Defence. NF sits on the Independent Group Advising on
the Release of Data at NHS Digital. NF is also a trustee of two military-related charities. DM is employed by Combat Stress, a
national charity in the United Kingdom that provides clinical mental health services to veterans. The views expressed are those
of the author(s) and not necessarily those of the NHS, the NIHR, the Department of Health and Social Care, or the UK Ministry
of Defence.

Multimedia Appendix 1
Supplementary material.
[PDF File (Adobe PDF File), 571 KB - medinform_v8i5e15852_app1.pdf ]

References
1. Ministry of Defense. Armed Forces Covenant. 2017. Veteran: Key Facts URL: https://www.armedforcescovenant.gov.uk/

wp-content/uploads/2016/02/Veterans-Key-Facts.pdf [accessed 2020-03-20]
2. Government of UK. London, UK: Ministry of Defence; 2019 Jan 10. Population Projections: UK Armed Forces Veterans

Residing in Great Britain, 2016 to 2018 URL: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/
attachment_data/file/775151/
20190107_Enclosure_1_Population_Projections_-_UK_Armed_Forces_Veterans_residing_in_Great_Britain_-_2016_to_2028.
pdf [accessed 2020-03-20]

3. Leightley D, Chui Z, Jones M, Landau S, McCrone P, Hayes RD, et al. Integrating electronic healthcare records of armed
forces personnel: Developing a framework for evaluating health outcomes in England, Scotland and Wales. Int J Med
Inform 2018 May;113:17-25 [FREE Full text] [doi: 10.1016/j.ijmedinf.2018.02.012] [Medline: 29602429]

4. Payne RA, Abel GA, Guthrie B, Mercer SW. The effect of physical multimorbidity, mental health conditions and
socioeconomic deprivation on unplanned admissions to hospital: a retrospective cohort study. Can Med Assoc J 2013 Mar
19;185(5):E221-E228 [FREE Full text] [doi: 10.1503/cmaj.121349] [Medline: 23422444]

5. Simmonds S, Syddall H, Walsh B, Evandrou M, Dennison E, Cooper C, et al. Understanding NHS hospital admissions in
England: linkage of Hospital Episode Statistics to the Hertfordshire Cohort Study. Age Ageing 2014 Sep;43(5):653-660
[FREE Full text] [doi: 10.1093/ageing/afu020] [Medline: 24598084]

6. Stevelink SA, Jones M, Hull L, Pernet D, MacCrimmon S, Goodwin L, et al. Mental health outcomes at the end of the
British involvement in the Iraq and Afghanistan conflicts: a cohort study. Br J Psychiatry 2018 Dec;213(6):690-697 [FREE
Full text] [doi: 10.1192/bjp.2018.175] [Medline: 30295216]

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15852 | p.78http://medinform.jmir.org/2020/5/e15852/
(page number not for citation purposes)

Leightley et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v8i5e15852_app1.pdf&filename=33075b3d6ff8371aaaf84c92ac8e0fee.pdf
https://jmir.org/api/download?alt_name=medinform_v8i5e15852_app1.pdf&filename=33075b3d6ff8371aaaf84c92ac8e0fee.pdf
https://www.armedforcescovenant.gov.uk/wp-content/uploads/2016/02/Veterans-Key-Facts.pdf
https://www.armedforcescovenant.gov.uk/wp-content/uploads/2016/02/Veterans-Key-Facts.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/775151/20190107_Enclosure_1_Population_Projections_-_UK_Armed_Forces_Veterans_residing_in_Great_Britain_-_2016_to_2028.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/775151/20190107_Enclosure_1_Population_Projections_-_UK_Armed_Forces_Veterans_residing_in_Great_Britain_-_2016_to_2028.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/775151/20190107_Enclosure_1_Population_Projections_-_UK_Armed_Forces_Veterans_residing_in_Great_Britain_-_2016_to_2028.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/775151/20190107_Enclosure_1_Population_Projections_-_UK_Armed_Forces_Veterans_residing_in_Great_Britain_-_2016_to_2028.pdf
https://linkinghub.elsevier.com/retrieve/pii/S1386-5056(18)30090-X
http://dx.doi.org/10.1016/j.ijmedinf.2018.02.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29602429&dopt=Abstract
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=23422444
http://dx.doi.org/10.1503/cmaj.121349
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23422444&dopt=Abstract
http://europepmc.org/abstract/MED/24598084
http://dx.doi.org/10.1093/ageing/afu020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24598084&dopt=Abstract
http://europepmc.org/abstract/MED/30295216
http://europepmc.org/abstract/MED/30295216
http://dx.doi.org/10.1192/bjp.2018.175
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30295216&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


7. Fear NT, Jones M, Murphy D, Hull L, Iversen AC, Coker B, et al. What are the consequences of deployment to Iraq and
Afghanistan on the mental health of the UK armed forces? A cohort study. Lancet 2010 May 22;375(9728):1783-1797.
[doi: 10.1016/S0140-6736(10)60672-1] [Medline: 20471076]

8. Stevelink SA, Jones N, Jones M, Dyball D, Khera CK, Pernet D, et al. Do serving and ex-serving personnel of the UK
armed forces seek help for perceived stress, emotional or mental health problems? Eur J Psychotraumatol 2019;10(1):1556552
[FREE Full text] [doi: 10.1080/20008198.2018.1556552] [Medline: 30693074]

9. Morgan VA, Jablensky AV. From inventory to benchmark: quality of psychiatric case registers in research. Br J Psychiatry
2010 Jul;197(1):8-10. [doi: 10.1192/bjp.bp.109.076588] [Medline: 20592426]

10. Mark KM, Leightley D, Pernet D, Murphy D, Stevelink SA, Fear NT. Identifying veterans using electronic health records
in the United Kingdom: a feasibility study. Healthcare (Basel) 2019 Dec 19;8(1) [FREE Full text] [doi:
10.3390/healthcare8010001] [Medline: 31861575]

11. Leightley D, Williamson V, Darby J, Fear NT. Identifying probable post-traumatic stress disorder: applying supervised
machine learning to data from a UK military cohort. J Ment Health 2019 Feb;28(1):34-41. [doi:
10.1080/09638237.2018.1521946] [Medline: 30445899]

12. Karstoft K, Statnikov A, Andersen SB, Madsen T, Galatzer-Levy IR. Early identification of posttraumatic stress following
military deployment: Application of machine learning methods to a prospective study of Danish soldiers. J Affect Disord
2015 Sep 15;184:170-175. [doi: 10.1016/j.jad.2015.05.057] [Medline: 26093830]

13. Cambria E, White B. Jumping NLP curves: a review of Natural Language Processing Research [Review Article]. IEEE
Comput Intell Mag 2014 May;9(2):48-57. [doi: 10.1109/mci.2014.2307227]

14. Fernandes AC, Dutta R, Velupillai S, Sanyal J, Stewart R, Chandran D. Identifying suicide ideation and suicidal attempts
in a psychiatric clinical research database using Natural Language Processing. Sci Rep 2018 May 9;8(1):7426 [FREE Full
text] [doi: 10.1038/s41598-018-25773-2] [Medline: 29743531]

15. Dalianis H. Clinical Text Mining: Secondary Use Of Electronic Patient Records. Cham: Springer; 2018.
16. Reeves RM, Ong FR, Matheny ME, Denny JC, Aronsky D, Gobbel GT, et al. Detecting temporal expressions in medical

narratives. Int J Med Inform 2013 Feb;82(2):118-127. [doi: 10.1016/j.ijmedinf.2012.04.006] [Medline: 22595284]
17. Gundlapalli AV, Carter ME, Palmer M, Ginter T, Redd A, Pickard S, et al. Using natural language processing on the free

text of clinical documents to screen for evidence of homelessness among US veterans. AMIA Annu Symp Proc
2013;2013:537-546 [FREE Full text] [Medline: 24551356]

18. Mowery DL, Chapman BE, Conway M, South BR, Madden E, Keyhani S, et al. Extracting a stroke phenotype risk factor
from Veteran Health Administration clinical reports: an information content analysis. J Biomed Semantics 2016;7:26 [FREE
Full text] [doi: 10.1186/s13326-016-0065-1] [Medline: 27175226]

19. Gundlapalli AV, Jones AL, Redd A, Divita G, Brignone E, Pettey WB, et al. Combining Natural Language Processing of
electronic medical notes with administrative data to determine racial/ethnic differences in the disclosure and documentation
of military sexual trauma in veterans. Med Care 2019 Jun;57(Suppl 6 Suppl 2):S149-S156. [doi:
10.1097/MLR.0000000000001031] [Medline: 31095054]

20. Perera G, Broadbent M, Callard F, Chang C, Downs J, Dutta R, et al. Cohort profile of the South London and Maudsley
NHS Foundation Trust Biomedical Research Centre (SLaM BRC) case register: current status and recent enhancement of
an electronic mental health record-derived data resource. BMJ Open 2016 Mar 1;6(3):e008721 [FREE Full text] [doi:
10.1136/bmjopen-2015-008721] [Medline: 26932138]

21. Downs JM, Ford T, Stewart R, Epstein S, Shetty H, Little R, et al. An approach to linking education, social care and
electronic health records for children and young people in South London: a linkage study of child and adolescent mental
health service data. BMJ Open 2019 Jan 29;9(1):e024355 [FREE Full text] [doi: 10.1136/bmjopen-2018-024355] [Medline:
30700480]

22. Velupillai S, Hadlaczky G, Baca-Garcia E, Gorrell GM, Werbeloff N, Nguyen D, et al. Risk assessment tools and data-driven
approaches for predicting and preventing suicidal behavior. Front Psychiatry 2019;10:36 [FREE Full text] [doi:
10.3389/fpsyt.2019.00036] [Medline: 30814958]

23. Jackson RG, Patel R, Jayatilleke N, Kolliakou A, Ball M, Gorrell G, et al. Natural language processing to extract symptoms
of severe mental illness from clinical text: the Clinical Record Interactive Search Comprehensive Data Extraction
(CRIS-CODE) project. BMJ Open 2017 Jan 17;7(1):e012012 [FREE Full text] [doi: 10.1136/bmjopen-2016-012012]
[Medline: 28096249]

24. Kovalchuk Y, Stewart R, Broadbent M, Hubbard TJ, Dobson RJ. Analysis of diagnoses extracted from electronic health
records in a large mental health case register. PLoS One 2017;12(2):e0171526 [FREE Full text] [doi:
10.1371/journal.pone.0171526] [Medline: 28207753]

25. Mueller C, Perera G, Hayes R, Shetty H, Stewart R. Associations of acetylcholinesterase inhibitor treatment with reduced
mortality in Alzheimer's disease: a retrospective survival analysis. Age Ageing 2018 Jan 1;47(1):88-94. [doi:
10.1093/ageing/afx098] [Medline: 28655175]

26. NIHR Maudsley Biomedical Research Centre (BRC). Clinical Record Interactive Search (CRIS) URL: https://www.
maudsleybrc.nihr.ac.uk/facilities/clinical-record-interactive-search-cris/ [accessed 2020-03-20]

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15852 | p.79http://medinform.jmir.org/2020/5/e15852/
(page number not for citation purposes)

Leightley et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/S0140-6736(10)60672-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20471076&dopt=Abstract
http://europepmc.org/abstract/MED/30693074
http://dx.doi.org/10.1080/20008198.2018.1556552
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30693074&dopt=Abstract
http://dx.doi.org/10.1192/bjp.bp.109.076588
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20592426&dopt=Abstract
http://www.mdpi.com/resolver?pii=healthcare8010001
http://dx.doi.org/10.3390/healthcare8010001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31861575&dopt=Abstract
http://dx.doi.org/10.1080/09638237.2018.1521946
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30445899&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2015.05.057
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26093830&dopt=Abstract
http://dx.doi.org/10.1109/mci.2014.2307227
http://dx.doi.org/10.1038/s41598-018-25773-2
http://dx.doi.org/10.1038/s41598-018-25773-2
http://dx.doi.org/10.1038/s41598-018-25773-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29743531&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2012.04.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22595284&dopt=Abstract
http://europepmc.org/abstract/MED/24551356
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24551356&dopt=Abstract
https://jbiomedsem.biomedcentral.com/articles/10.1186/s13326-016-0065-1
https://jbiomedsem.biomedcentral.com/articles/10.1186/s13326-016-0065-1
http://dx.doi.org/10.1186/s13326-016-0065-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27175226&dopt=Abstract
http://dx.doi.org/10.1097/MLR.0000000000001031
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31095054&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=26932138
http://dx.doi.org/10.1136/bmjopen-2015-008721
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26932138&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=30700480
http://dx.doi.org/10.1136/bmjopen-2018-024355
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30700480&dopt=Abstract
https://doi.org/10.3389/fpsyt.2019.00036
http://dx.doi.org/10.3389/fpsyt.2019.00036
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30814958&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=28096249
http://dx.doi.org/10.1136/bmjopen-2016-012012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28096249&dopt=Abstract
http://dx.plos.org/10.1371/journal.pone.0171526
http://dx.doi.org/10.1371/journal.pone.0171526
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28207753&dopt=Abstract
http://dx.doi.org/10.1093/ageing/afx098
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28655175&dopt=Abstract
https://www.maudsleybrc.nihr.ac.uk/facilities/clinical-record-interactive-search-cris/
https://www.maudsleybrc.nihr.ac.uk/facilities/clinical-record-interactive-search-cris/
http://www.w3.org/Style/XSL
http://www.renderx.com/


27. Juckett D. A method for determining the number of documents needed for a gold standard corpus. J Biomed Inform 2012
Jun;45(3):460-470 [FREE Full text] [doi: 10.1016/j.jbi.2011.12.010] [Medline: 22245601]

28. Leng CJ, South B, Shen S. Orbit. Utah: University of Utah and SLC VA; 2011. eHOST: The Extensible Human Oracle
Suite of Tools URL: https://orbit.nlm.nih.gov/browse-repository/software/nlp-information-extraction/
62-ehost-the-extensible-human-oracle-suite-of-tools [accessed 2020-03-24]

29. Loper E, Bird S. NLTK: the Natural Language Toolkit. In: Proceedings of the ACL-02 Workshop on Effective tools and
methodologies for teaching natural language processing and computational linguistics - Volume 1. USA: Association for
Computational Linguistics; 2002 Presented at: ETMTNLP'02; July 2002; Morristown p. 63-70. [doi:
10.3115/1118108.1118117]

30. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O. Scikit-learn: machine learning in Python. J Mach
Learn Res 2011;12:2825-2830 [FREE Full text]

31. Leightley D, Darby J, Baihua L, McPhee J, Yap MM. Human Activity Recognition for Physical Rehabilitation. In:
Proceedings of the 2013 IEEE International Conference on Systems, Man, and Cybernetics. 2013 Presented at: SMC'13;
October 13-16, 2013; Manchester, UK. [doi: 10.1109/SMC.2013.51]

32. Leightley D, McPhee JS, Yap MH. Automated analysis and quantification of human mobility using a depth sensor. IEEE
J Biomed Health Inform 2017 Jul;21(4):939-948. [doi: 10.1109/JBHI.2016.2558540] [Medline: 27254874]

33. Ahad M, Tan J, Kim H, Ishikawa S. Human Activity Recognition: Various Paradigms. In: Proceedings of the 2008
International Conference on Control, Automation and Systems. COEX, Seoul, Korea: IEEE; 2008 Presented at: ICCAS'08;
October 14-17, 2008; Seoul, Korea p. 1896-1901. [doi: 10.1109/ICCAS.2008.4694407]

34. Cunningham R, Sánchez M, May G, Loram I. Estimating full regional skeletal muscle fibre orientation from B-mode
ultrasound images using convolutional, residual, and deconvolutional neural networks. J. Imaging 2018 Jan 29;4(2):29.
[doi: 10.3390/jimaging4020029]

35. Leightley D. GitHub. Military Service Identification Tool URL: https://github.com/DrDanL/kcmhr-msit [accessed 2020-03-24]
36. Pineda AL, Ye Y, Visweswaran S, Cooper GF, Wagner MM, Tsui FR. Comparison of machine learning classifiers for

influenza detection from emergency department free-text reports. J Biomed Inform 2015 Dec;58:60-69 [FREE Full text]
[doi: 10.1016/j.jbi.2015.08.019] [Medline: 26385375]

37. Cronin RM, Fabbri D, Denny JC, Rosenbloom ST, Jackson GP. A comparison of rule-based and machine learning approaches
for classifying patient portal messages. Int J Med Inform 2017 Sep;105:110-120 [FREE Full text] [doi:
10.1016/j.ijmedinf.2017.06.004] [Medline: 28750904]

38. Stewart R. The big case register. Acta Psychiatr Scand 2014 Aug;130(2):83-86. [doi: 10.1111/acps.12279] [Medline:
24730985]

39. Stewart R, Soremekun M, Perera G, Broadbent M, Callard F, Denis M, et al. The South London and Maudsley NHS
Foundation Trust Biomedical Research Centre (SLAM BRC) case register: development and descriptive data. BMC
Psychiatry 2009 Aug 12;9:51 [FREE Full text] [doi: 10.1186/1471-244X-9-51] [Medline: 19674459]

40. Wickersham A, Petrides PM, Williamson V, Leightley D. Efficacy of mobile application interventions for the treatment
of post-traumatic stress disorder: A systematic review. Digit Health 2019;5:2055207619842986 [FREE Full text] [doi:
10.1177/2055207619842986] [Medline: 31019722]

Abbreviations
CRIS: Clinical Record Interactive Search
EHR: electronic health care record
MSIT: Military Service Identification Tool
NHS: National Health Service
NIHR: National Institute of Health Research
NLP: natural language processing
SLaM: South London and Maudsley
SQL: structured query language
tf-idf: term frequency-inverse document frequency

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15852 | p.80http://medinform.jmir.org/2020/5/e15852/
(page number not for citation purposes)

Leightley et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(11)00224-3
http://dx.doi.org/10.1016/j.jbi.2011.12.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22245601&dopt=Abstract
https://orbit.nlm.nih.gov/browse-repository/software/nlp-information-extraction/62-ehost-the-extensible-human-oracle-suite-of-tools
https://orbit.nlm.nih.gov/browse-repository/software/nlp-information-extraction/62-ehost-the-extensible-human-oracle-suite-of-tools
http://dx.doi.org/10.3115/1118108.1118117
http://www.jmlr.org/papers/volume12/pedregosa11a/pedregosa11a.pdf
http://dx.doi.org/10.1109/SMC.2013.51
http://dx.doi.org/10.1109/JBHI.2016.2558540
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27254874&dopt=Abstract
http://dx.doi.org/10.1109/ICCAS.2008.4694407
http://dx.doi.org/10.3390/jimaging4020029
https://github.com/DrDanL/kcmhr-msit
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(15)00187-2
http://dx.doi.org/10.1016/j.jbi.2015.08.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26385375&dopt=Abstract
http://europepmc.org/abstract/MED/28750904
http://dx.doi.org/10.1016/j.ijmedinf.2017.06.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28750904&dopt=Abstract
http://dx.doi.org/10.1111/acps.12279
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24730985&dopt=Abstract
https://bmcpsychiatry.biomedcentral.com/articles/10.1186/1471-244X-9-51
http://dx.doi.org/10.1186/1471-244X-9-51
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19674459&dopt=Abstract
http://europepmc.org/abstract/MED/31019722
http://dx.doi.org/10.1177/2055207619842986
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31019722&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach; submitted 13.08.19; peer-reviewed by S Purkayastha, G Molina Recio, S Butler, K Goniewicz; comments to
author 03.10.19; revised version received 11.12.19; accepted 26.01.20; published 25.05.20.

Please cite as:
Leightley D, Pernet D, Velupillai S, Stewart RJ, Mark KM, Opie E, Murphy D, Fear NT, Stevelink SAM
The Development of the Military Service Identification Tool: Identifying Military Veterans in a Clinical Research Database Using
Natural Language Processing and Machine Learning
JMIR Med Inform 2020;8(5):e15852
URL: http://medinform.jmir.org/2020/5/e15852/ 
doi:10.2196/15852
PMID:32348287

©Daniel Leightley, David Pernet, Sumithra Velupillai, Robert J Stewart, Katharine M Mark, Elena Opie, Dominic Murphy,
Nicola T Fear, Sharon A M Stevelink. Originally published in JMIR Medical Informatics (http://medinform.jmir.org), 25.05.2020.
This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15852 | p.81http://medinform.jmir.org/2020/5/e15852/
(page number not for citation purposes)

Leightley et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://medinform.jmir.org/2020/5/e15852/
http://dx.doi.org/10.2196/15852
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32348287&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Determining the Topic Evolution and Sentiment Polarity for
Albinism in a Chinese Online Health Community: Machine
Learning and Social Network Analysis

Qiqing Bi1,2,3*, MS; Lining Shen1,2,3*, PhD; Richard Evans4, PhD; Zhiguo Zhang1,2, PhD; Shimin Wang1,2, MS; Wei

Dai1, MS; Cui Liu1, MS
1School of Medicine and Health Management, Tongji Medical College, Huazhong University of Science & Technology, Wuhan, China
2Hubei Provincial Research Center for Health Technology Assessment, Wuhan, China
3Institute of Smart Health, Huazhong University of Science & Technology, Wuhan, China
4College of Engineering, Design and Physical Sciences, Brunel University London, London, United Kingdom
*these authors contributed equally

Corresponding Author:
Lining Shen, PhD
School of Medicine and Health Management
Tongji Medical College
Huazhong University of Science & Technology
No 13 Hangkong Road
Wuhan, 430030
China
Phone: 86 027 83692730
Email: sln2008@hust.edu.cn

Abstract

Background: There are more than 6000 rare diseases in existence today, with the number of patients with these conditions
rapidly increasing. Most research to date has focused on the diagnosis, treatment, and development of orphan drugs, while few
studies have examined the topics and emotions expressed by patients living with rare diseases on social media platforms, especially
in online health communities (OHCs).

Objective: This study aimed to determine the topic categorizations and sentiment polarity for albinism in a Chinese OHC, Baidu
Tieba, using multiple methods. The OHC was deeply mined using topic mining, social network analysis, and sentiment polarity
analysis. Through these methods, we determined the current situation of community construction, identifying the ongoing needs
and problems experienced by people with albinism in their daily lives.

Methods: We used the albinism community on the Baidu Tieba platform as the data source in this study. Term frequency–inverse
document frequency, latent dirichlet allocation models, and naive Bayes were employed to mine the various topic categories.
Social network analysis, which was completed using the Gephi tool, was employed to analyze the evolution of the albinism
community. Sentiment polarity analysis was performed using a long short-term memory algorithm.

Results: We identified 8 main topics discussed in the community: daily sharing, family, interpersonal communication, social
life and security, medical care, occupation and education, beauty, and self-care. Among these topics, daily sharing represented
the largest proportion of the discussions. From 2012 to 2019, the average degree and clustering coefficient of the albinism
community continued to decline, while the network center transferred from core communities to core users. A total of 68.43%
of the corpus was emotional, with 35.88% being positive and 32.55% negative. There were statistically significant differences
in the distribution of sentiment polarity between topics (P<.001). Negative emotions were twice as high as positive emotions in
the social life and security topic.

Conclusions: The study reveals insights into the emotions expressed by people with albinism in the Chinese OHC, Baidu Tieba,
providing health care practitioners with greater appreciation of the current emotional support needed by patients and the patient
experience. Current OHCs do not exert enough influence due to limited effective organization and development. Health care
sectors should take greater advantage of OHCs to support vulnerable patients with rare diseases to meet their evidence-based
needs.
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Introduction

Background
Rare diseases are considered conditions that affect a limited
amount of people, typically less than 1 in 2000 individuals.
Albinism is a type of rare disease related to a variable
hypopigmentation phenotype, where patients experience partial
or complete absence of pigment in their skin, eyes, and hair [1].
Despite advances in genomic technology and medicines, many
individuals affected with rare diseases remain undiagnosed, and
some never receive a definitive diagnosis [2]. A diagnosis with
a rare disease is extremely likely to cause economic,
psychosocial, and physical burden on the patient and family
members [3]. Research demonstrates that parents of children
with rare genetic disorders present feelings of social isolation,
anxiety, fear, anger, and uncertainty [4] and experience high
levels of physical and emotional strain [5].

Related Research
Over the last decade, rare disease research has received
considerable attention in health care studies, with exploration
typically focusing on 1 of 3 main areas: etiology, diagnosis, and
treatment [6]. In recent years, rare disease research has also
straddled other disciplines, including policy improvement,
sociology, psychology, and ethics. For example, Abbas et al [7]
reported that the European Union and United States have
adopted policies and regulations aimed at improving orphan
drug availability over the past 20 years, but that only 16
countries had an orphan drug or rare disease plan in place.
Rodwell and Ayme [8] reviewed the political frameworks of
European countries to demonstrate how legislation has created
a dynamic that is progressively improving health care for
patients with rare diseases. Dharssi et al [9] found that patient
communities are being used to promote and drive the
establishment and adoption of legislation and programs to
improve rare disease care. Gomes [10] discussed the
construction of social identity, mutual recognition, and the
specific demands for recognition of people with rare conditions
from 3 sociological perspectives.

Online Health Communities
Online health communities (OHCs) have become a popular
means for individuals to obtain support and connect with others
online when experiencing illness, especially patients with similar
diagnoses [11]. An increasing amount of literature related to
OHCs documents widespread concerns from scholars
worldwide. Some researchers have focused mostly on social
networks and user behaviors. For example, Huh et al [12]
conducted open coding analysis using interview data and cluster
analysis to determine that 4 types of persona exist in OHCs:
caretakers, opportunists, scientists, and adventurers. Lu el al
[13] investigated health care social media use from different
stakeholder perspectives using content analysis. Others have
concentrated on knowledge sharing and value creation. For

example, Yan et al [14] proposed a benefit versus cost
knowledge sharing model for OHCs. Guo et al [15] conducted
an empirical investigation into the relationship between
professional capital and exchange returns in OHCs. In addition,
health interventions have been reported based on OHCs. Naslund
et al [16] established that people with serious mental health
illnesses reported benefits from interacting with peers online,
experiencing greater social connectedness. Most existing OHC
research has examined chronic diseases, such as cancer, diabetes,
AIDS, and severe mental disorders, using large patient
populations and relating more to social concerns [17-20].
Furthermore, social media tools have been studied, such as
Wechat Official Accounts [21] and SentiHealth-Cancer [22].
However, there are few studies that have focused on OHCs for
rare diseases. Davies et al [23] found that online surveys for
stakeholder groups may provide new insights into rare
conditions and their management relatively quickly, with the
possibility of rapid translation into health care intervention
management and policy development. Although the number of
patients with rare diseases is limited, some scholars have pointed
out that patients with such conditions require increased social
support networks [24].

Objectives
The main type of albinism is oculocutaneous albinism, which
is a group of conditions that affect the coloring (pigmentation)
of the skin, hair, and eyes. Long-term exposure to the sun can
greatly increase the risk of skin damage and cancer [25].
Melanin deficiency causes a series of abnormalities in the eyes,
such as severe low vision, photophobia, and nystagmus. Due
to its special phenotype, the psychological development of
patients with albinism is affected [26]. The worldwide
prevalence of oculocutaneous albinism is estimated to be 1 in
17,000 [27]. In the Chinese Han ethnic group population of the
Shandong province in China, the prevalence is approximately
1 in 18,000, or roughly 3.80% of the population [28]. In addition
to the general characteristics of more typical rare diseases,
albinism has a certain uniqueness and patient base. Current
academic research into albinism has focused on etiology [29],
pathology [30,31], diagnosis [32-35], sociology [36,37], and
albinism in animals [38,39].

To our knowledge, no studies exist on albinism-based OHCs,
aimed at deeply detecting the prevailing topics, their change
over time, and sentiment polarity (ie, sentimental expressions
of albinism patients and the distribution of different sentiments).
This study aimed to guide the academic community to focus
more on rare diseases in albinism OHCs. Specifically, this study
aimed to answer 3 research questions. What is the topic
evolution for albinism in OHCs? What are the characteristics
of albinism social networks in OHCs? What is the sentiment
polarity of albinism in OHCs?
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Methods

Sample and Data Collection
Few OHCs for albinism exist in China, with most related to
social media, such as Tencent QQ, WeChat, and Baidu Tieba
[40]. Baidu Tieba is the largest Chinese communication platform
for discussion and the posting of questions [41], with data being
readily available and considered high quality. This platform
contains millions of online communities targeted at specific
topics. The Baidu albinism community has over 300,000
registered users. Accordingly, we designed a web spider using
Python 3.7 [42] Scrapy [43] to crawl the records dated from
January 30, 2007 to March 14, 2019, including a total of 5802

posts, 45,181 comments, and 3977 active users. The dataset
contains content of posts and the complete text of comments,
as shown in Textbox 1. Given that some data collected before
2012 were severely lost and fragmented, the dataset from 2012
to 2019 was eventually selected for subsequent analysis. In
addition, the following user-posted content was also removed:
non-text content (eg, video, music, picture) or content with
missing author and time fields. The final dataset included 5110
posts, 35,414 comments, and 3188 active users. The process
for identifying data for subsequent analysis is shown in Figure
1. Moreover, we categorized users who had not used the
albinism community for more than 1 year as “lost users,” and
users who had used the community more regularly as “new
users.”

Textbox 1. Data fields extracted from the online albinism community.

Albinism_Post

• Post_id (post id)

• Post_title (post title)

• Author_id (author’s id)

• Content (post content)

• Time (post time)

• Reply_num (number of replies)

• URL (URL of the post)

Albinism_Comment

• Comment_id (comment id)

• Post_id (post to which the comment belongs)

• Author_id (author’s id)

• Content (comment content)

• Time (comment time)

• Floor (the floor in its post, which represents a comment from a user, and the floor number is order of user comments)
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Figure 1. Flowchart for identifying data from the online albinism Baidu community for subsequent analysis.

Data Analysis Methods

Topic Mining
To ensure the amount and accuracy of topic mining, this study
used the title and comments as the topic mining corpus. After
data cleansing, the dataset for topic mining contained 10,220
corpora. First, Jieba 0.39 [44] in Python 3.7, the Chinese word
segmentation tool, was employed for word segmentation. Owing
to the particularity of albinism in the medical field, we used the
International Statistical Classification of Diseases and Related
Health Problems, 10th Revision and Chinese Medical Subject
Headings to expand the lexical dictionary for intervention. In
addition, based on the stop word list of the Harbin Institute of
Technology in China, our stop word list was continuously
updated through the results throughout the experiment.

Then, we combined term frequency–inverse document frequency
and latent dirichlet allocation (LDA) [45] for topic mining; the
number of topics was identified based on the perplexity [46].
Here, LDA, the most common method for topic modelling, is
a generalization of probabilistic latent semantic indexing [47].
Perplexity is a common criterion for evaluating the effectiveness
of language models [48]. Due to each topic in the LDA results
containing multiple types of topic information, two research
assistants (RAs) with medical backgrounds were hired to
independently annotate each LDA category with 1-3 labels.
Then, the RAs evaluated the results independently to reach
consensus, with discussions for any discrepancies or
disagreements joined by the first author of this study.
Subsequently, the assigned labels were combined, deduplicated,

and reclassified to form the final classification label. Moreover,
a naive Bayes (NB) model was used, which performs well with
small-scale data and can handle multiple classification tasks
commonly used for text classification [49]. Therefore, on the
basis of the new classification label, a NB classifier was created
to classify all posts, with a precision rate of 0.889, recall rate
of 0.915, and F1 score of 0.902. Finally, each comment was
merged into the topic of the corresponding post; the topic
classification for the full corpus was implemented since the
comment text was short and the topic information was limited.

Social Network Analysis
A social network is the integration of social relationships. With
the increase in popularity of social media sites, scholars and
practitioners have aimed to understand the behaviors of people
using such platforms [50,51]. Gephi, a social network
visualization software, is used in various disciplines. One of its
key features is the ability to display the spatialization process
[52]. Gephi 0.9.2 [53] was employed in this study to analyze
the topology of the interaction between 3188 users, based on
the community mining algorithm built in the software [54],
which can detect the potential community of users. As the results
of the analysis for all user data were ambiguous, we identified
a 2-year interval to explore the dynamic evolution of the
community structure to better reflect the users’ activity. To
better reflect the social network characteristics of the albinism
bar, we compared it to the random networks with the same
number of nodes based on several basic indicators, including
average degree, network diameter, number of communities,
clustering coefficient, and average path length. The average
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degree represents the average distance between nodes. The
clustering coefficient is a coefficient indicating the degree of
node aggregation in a graph. The average path length is the
average shortest distance between all pairs of nodes in the
network.

Sentiment Polarity Analysis
Sentiment polarity analysis, commonly used in academia, mainly
includes a sentiment dictionary and machine learning. And the
frontier branch of machine learning is deep learning [55,56].
At present, the enhanced version of machine learning algorithms
is widely used in sentiment analysis [57,58]. Therefore, we
selected 4 representative training classifiers of machine learning
algorithms, including NB, support vector machine, convolutional
neural network, and long short-term memory. Sentiment polarity
was divided into 3 polarities: positive, neutral, and negative.
We first randomly chose more than 4000 corpora and then
marked them with one of these 3 sentiment polarities using

Colabeler (Hangzhou Kuaiyi Technology Co Ltd, Hangzhou,
Zhejiang, China), a labeling program. Then, we selected 1000
records marked with one sentiment polarity from 4000 corpora
for the sentiment classification model training. The corpus that
stated objective facts was marked as neutral. The others that
contained obvious sentiment words and emotions were marked
as positive or negative. In this process, we referred to the
Hownet sentiment lexicon [59] from the China National
Knowledge Infrastructure and the Chinese sentiment lexicon
and sentiment analyzer from the National Taiwan University
School of Dentistry [60]. As shown in Table 1, the long
short-term memory classifier performed best in the testing of
sentiment polarity for the remaining corpora, in comparison
with the 3 alternative machine learning algorithms. Finally, the
differences in sentiment distribution between topics was verified
using a Chi-square test executed in SPSS 20.0 (IBM Corp,
Armonk, NY).

Table 1. Performance of the models for sentiment polarity classification.

F1 scoreRecallPrecision

0.8160.8350.798NBa

0.8370.8220.853SVMb

0.8120.8230.801CNNc

0.9160.9160.916LSTMd

aNB: naive Bayes.
bSVM: support vector machine.
cCNN: convolutional neural network.
dLSTM: long short-term memory.

Results

Basic Statistical Information
From 2012 to 2019, the number of posts and comments showed
the same trend: they increased during the early years of the

study, reached a peak in 2015, and subsequently declined (Figure
2). The findings revealed that the users preferred to use the
albinism community after 6:00 pm, with all other times similar
in frequency of use; there were only two small peaks at lunch
and dinner times, as shown in Figure 3.

Figure 2. Posts and comments about albinism in the online community in 2012-2019.
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Figure 3. Distribution of the comments in the online albinism community by hour of the day.

Figure 4 shows that the number of active users increased during
the early years of the study period but peaked in 2016 and then
declined. Furthermore, the number of “lost users” increased
each year, indicating that the speed of user abandonment
increased, whereas the number of “new users” increased at the
beginning and then decreased at a faster rate than it increased.

The superposition of the two curves shows a significant decline
in the number of active community members. The trend
remained obvious even after omitting the 2019 data. Figure 5
presents the average number of posts submitted by users each
year, showing a decreasing trend year by year.

Figure 4. Number of users in the online albinism community per year.

Figure 5. Average number of comments posted in the albinism community each year.
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Topic Evolution
As shown in Figure 6, the lowest perplexity was 36, which
determined the value of the parameter num_topics of the LDA

document topic generation model. For the details of these 36
categories, see Multimedia Appendix 1. Moreover, after merging
and sorting, the final classification labels were formed, with a
total of 8 categories, shown in Table 2.

Figure 6. Latent dirichlet allocation model topic number in a perplexity diagram.

Table 2. The resulting 8 categories for the posts about albinism in the online community.

ExamplesDescriptionCategory nameNumber

The weather is really good today!Sharing of daily life experiences (not included in
topics 2-8)

Daily sharing1

It's unlucky to lose money.

I have an angel baby.Sharing of daily life experiences from the perspective
of family members of people with albinism

Family2

My child is diagnosed with albinism, so desperate.

Let's make friends!Social contact requestsInterpersonal communication3

Are there friends from Beijing? This is my QQ
number.

How do I apply for a disability certificate?Discussion of social impact or social commonalitySocial life & security4

Where can I get free vision glasses?

What medical examination is needed?Medical issues, such as treatment, examination, and
protection

Medical care5

What about nystagmus?

How about the income of the massage industry?Issues related to occupation or educationOccupation & education6

Does albinism not affect school?

Can people with albinism dye their hair?Issues related to hair care, dyeing of hair, or makeupBeauty7

The younger sister's makeup is really beautiful.

How to repair the computer?Other issues related to daily life (not included in
topics 3-7)

Self-care8

How to register a game account?

After all the comments were classified as topics according to
the results of the topic category of the posts, the daily sharing
category accounted for the largest proportion (17,010/35,414,
48.03%) of the total comments, indicating that users were open
to expressing their feelings and daily life through social media.
Medical care was the second most common subject discussed
by users, accounting for 12.04% (4264/35,414) of the total
comments posted. With regards to this category, genetic testing,
prenatal testing, vision protection, skin protection, and treatment
were the major topics discussed. An indepth analysis of the

corpus found that users were confused about methods of
protection and how to obtain them. Interpersonal communication
was the third most discussed topic among users, accounting for
11.20% (3966/35,414) of the comments posted. This reflects
the social attributes of Baidu Tieba, with users searching for
suitable companions based on region, age, hobby, and disease
severity. There were also numerous exchanges in the occupation
& education category, representing 10.53% (3729/35,414) of
the total comments; these two aspects were observed to be a
severe annoyance for people with albinism. Visual impairment
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and fragile skin interfere with occupation and education. The
family and beauty categories accounted for 6.17% (2185/35,414)
and 5.00% (1771/35,414), respectively, of the posted comments.
The family category reflected the emotional expression among
family members. As the issues for family members are also
involved in the medical care and social life & security aspects
for people with albinism, the proportion here is slightly lower.
Beauty reflected the patient’s pursuit of appearance and positive
attitude towards life, which can alleviate some practical issues.
The categories with the lowest number of comments were social
life & security (1558/35,414, 4.40%) and self-care (931/35,414,
2.63%). The social life & security category included public
welfare activities, public events, policies, and regulations,
representing the maintenance of patients’ rights and interests.

The absolute number of each topic corpus was affected by the
overall trend. Figure 7 shows the change in the proportion of 7
topic categories from 2012 to 2018; the daily sharing category
was excluded because its proportion far exceeded those of the
other categories. It can be intuitively seen that the number of
posts within the medical care, occupation & education, and
beauty categories dynamically increased during the study period.
Among the categories, the increase in the number of posts in
the medical care category is the most obvious. These 3
categories represent a certain degree of disease experience
sharing, indicating that the online albinism community provided
an effective platform for patients to solve problems to some
extent. The number of posts in the family category also
experienced an upward trend but declined in 2018. The number
of posts in the other 3 categories fluctuated or declined to
varying degrees during the study period.

Figure 7. Topic evolution by year, with each category reported as a proportion of the total comments per year.

Social Network Structure
As shown in Table 3, we observed that the average degree and
clustering coefficient continued to decrease, while the network
diameter, number of communities, and average path length

increased. However, these results are better than that of random
networks with the same size from the perspective of user
interaction. This shows that there is a small world effect between
users, which can form effective communication, but this effect
is gradually decreasing.

Table 3. Basic statistics for the social network analysis, compared with those of a random network.

Average path lengthClustering coefficientNumber of communi-
ties

Network diameterAverage degreeNumber of usersYear

Random
network

Study
network

Random
network

Study
network

Random
network

Study
network

Random
network

Study
network

Random
network

Study
network

2.583.200.0260.2108610716.085.676292013

2.453.210.0250.17610910823.707.009512014

2.363.360.0250.136111310931.736.7812682015

2.313.510.0250.11310139836.985.9914722016

2.323.810.0250.0971013101035.464.8114152017

2.374.350.0250.077101691130.373.9812122018

2.494.590.0250.0721023111419.793.297962019
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Figure 8 presents the evolution of the community structure from
2012 to 2019, which reflects the distribution characteristics of
core edge. The node represents the users, and the node size is
proportional to the degree. Different communities are
distinguished by color. The edge represents the comment
relationship between users. The structural changes occurred

from the core community to the core user as the principal part
in evidence. From 2012 to 2016, the number of communities
increased in the central region. Meanwhile, the scale expanded,
and the structure matured. From 2016 to 2019, the community
replaced by core users has become blurred in the central region,
while the number of core users has increased significantly.

Figure 8. Changes in the community structure over time.

Distribution of Sentiment Polarity
Daily sharing was the most active category (12,581/17,010,
73.96%) for expressing emotions, with positive emotions being
observed the most often (7170/17,010, 42.15%), as shown in
Table 4. When users encounter events that affect their emotions
in their daily lives, they tend to vent through social media. The
online albinism community is seen to provide a platform for
confiding with other people with albinism and their families.
In addition, the medical care category had the highest proportion
(1671/4264, 39.19%) of negative emotions. Most people with
albinism have skin and vision dysfunction, which causes a
number of practical issues that affect quality of life. The negative
emotions expressed in the medical care category arose from
issues mainly related to anxiety and worry, such as “Does this
disease only affect white-skinned people?” and “How do I deal

with blurred vision?” With regards to the family category, there
were many similar statements such as “I cry at home every day”
or “I don’t know what to do” that conveyed feelings of sadness,
confusion, and helplessness. Moreover, the social life & security
category had a high proportion of negative emotions (588/1558,
37.74%), twice that of the number of positive emotions. This
category is concerned mostly with public benefits such as the
distribution of visual aids, health education, and offline
activities. However, many posts referred to the handling and
grading of disability certificates, social discrimination issues,
and medical insurance, all of which are likely to increase
negative emotions. In addition, the statistical test results showed
a statistically significant difference in the distribution of

sentiment polarity between topic categories (χ2
14=1083.368,

P<.001).

Table 4. Results of the sentiment polarity analysis results for the 8 topic categories.

Negative, n (%)Neutral, n (%)Positive, n (%)Topic category

5411 (31.81)4429 (26.04)7170 (42.15)Daily sharing

688 (31.49)888 (40.64)609 (27.87)Family

985 (24.84)1660 (41.86)1321 (33.30)Interpersonal communication

588 (37.74)684 (43.90)286 (18.36)Social life & security

1671 (39.19)1266 (29.69)1327 (31.12)Medical care

1291 (34.62)1313 (35.21)1125 (30.17)Occupation & education

603 (34.05)551 (31.11)617 (34.84)Beauty

290 (31.15)390 (41.89)251 (26.96)Self-care

The number of posts with negative emotions in the family,
occupation & education, and self-care categories was slightly
higher than the number of posts with positive emotions.
Therefore, we can infer that users encounter obstacles in family
life, employment, and education. The interpersonal
communication category had more posts with positive emotions
(1321/3966, 33.30%) than with negative emotions (983/3966,
24.84%). Meeting acquaintances is one of the main reasons that
people with albinism join OHCs. Finally, there was no
significant difference in the proportion of posts with positive
(617/1771, 34.84%) or negative (603/1563, 34.05%) emotions

in the beauty category, indicating that the user’s mood was
relatively stable when talking about makeup or hair coloring,
for example.

Discussion

Principal Findings
This study explored the topic characteristics and sentiment
distribution for an albinism community in the Baidu Tieba OHC
from multiple dimensions using LDA, social network analysis,
and sentiment polarity analysis. There were 8 hot topics in the
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communication within the community, of which the daily
sharing topic category represented the largest proportion. The
social network structure was not stable. The importance of core
users was gradually emerging. Emotional differences were
demonstrated in distinct topics, implying varying user attitudes
and statuses.

Solve Practical Problems
First, our study demonstrated that users desire to solve practical
problems using OHCs. As observed, patients are used to asking
for help from people with similar experiences. The increasing
proportion of topics on medical care, occupation & education,
and beauty was obvious. Among these topic categories, medical
care, including prenatal care and diagnosis, was the category
that the most users were concerned with, and patients with
albinism did not know where to go and what to do, causing
anxiety and stress. This suggests that patients would appreciate
more professional support, even a cure. In addition, physical
defects and social discrimination seriously affected the quality
of life of patients with albinism. They continue to demand ways
to ease, as much as possible, their daily lives, protecting their
rights and interests. Furthermore, users want to relieve social
issues by using OHCs to meet people in similar situations.
Surprisingly, we found that offline gatherings were mentioned
in the original corpora, which is also helpful for further
communication between patients. Our results also show that
there are relatively close communities of users, which are
conducive to the transmission and resolution of information,
and the role of core users is gradually increasing across
boundaries of smaller communities.

Another survey reported that 62% of respondents recognized
the diagnosis, and 69% discussed online information with their
physician [61]. Obviously, the use of the internet for health care
interactions may represent a necessity for patients with rare
diseases to better manage their complex health needs [62].
Furthermore, the creation of online communities for patients
and caregivers who share information about their disease may
empower them and facilitate participation in clinical trials
[63,64]. However, albinism communities do not clearly identify
doctors from whom users can seek professional help.

Improve User Participation and Loyalty
Second, measures should be taken to improve user participation
and loyalty in OHCs for albinism. Actual participation in
albinism communities is <2% (3977/300,000), which is far less
than the number of identified albinism patients. Most users
belong to the diving type, indicating that the content in the
community does not attract them or they do not have the courage
to express opinions in the current environment. Our results show
a serious loss of users that has been sustained throughout the
past few years. The average number of annual comments
continues to decline, and users’ expectations and interest in
participating with such communication decrease. It should be
noted that this community is likely to disappear in the future,
if nothing is done to improve participation. Credibility is a
matter of great concern. As commonly agreed, the accuracy and
perceived credibility of OHCs is pivotal in facilitating social
relationships [65]. A positive correlation also exists between
community communication activity and information quality

[66]. Therefore, low user participation and loyalty reflect this
crisis in the albinism community. The results of the social
network analysis show that the influence of core users is
gradually expanding, which provides opportunities for
professionals to influence the public. However, due to the
decline in the overall influence, it is difficult for us to clearly
understand the albinism community within this context,
especially in the communication environment led by medical
staff and specialists.

Express Feelings
Third, patients with albinism are inclined to express their
feelings, especially negative feelings, in OHCs. The combination
of topic mining and sentiment polarity analysis revealed the
concerns of users and their attitudes towards various issues. The
sentiment analysis of the whole corpus showed that 68.42% of
posts were emotional; there were 5 topics for which a negative
sentiment was more prevalent than a positive sentiment.
Therefore, users are used to expressing their feelings through
the internet. OHCs provide users with an environment for
communication, which is of great importance irrespective of
whether the user is a patient or an ordinary user. This is
consistent with the research of Delisle et al [67], which
summarized 7 different perceived benefits of participating in
rare disease support groups, including giving and receiving
emotional support and having a place to speak openly about the
disease and one’s feelings. Furthermore, membership in online
groups can provide those living with long-term conditions with
readily available access to self-management and emotional
support [68]. The most important positive and negative
sentiments were encouragement and worry, indicating that users
can get support in OHCs, which will help them overcome
difficulties. Negative emotions reflect the worrying situation
of patients with albinism and their families. The main issues
include a lack of medical-related knowledge, limited amount
of national policy on rare diseases, and inferiority caused by
the disease. This requires attention from social and medical
experts.

Strengthen the Construction
Finally, the construction of OHCs for albinism should be
strengthened to better meet the needs of patients. Based on our
analysis of the albinism community, the services from OHCs
did not meet the users’ demand. And this contradiction has
gradually intensified. Coincidentally, the situation in other
albinism communities in China is also serious. Moon Kids Home
[69], a relatively professional platform, is currently the largest
OHC for albinism in China. Owing to a lack of management,
there is a lot of advertising and spam, preventing the platform
from functioning normally. The population of patients is small
and geographically scattered [70]. It is therefore difficult to
organize effective diagnosis and treatment services. We must
be aware of the necessity and urgency of building rare disease
OHCs. OHCs facilitate patients' access to health care and
increase the availability of medical resources. Relevant medical
institutions, companies, and government agencies should
establish and maintain professional OHCs in the field of rare
diseases, which can be single-species or comprehensive,
providing a better community environment for patients. OHCs
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can also effectively assist health care providers in collecting
patient information. This information assists providers,
informaticians, and online health information entrepreneurs in
helping patients and caregivers make informed choices [66].
Users of OHCs acquire knowledge and advice related to health
risk evaluation, disease prevention and diagnosis, and treatment
suggestions from doctors [65]. In addition, patients may provide
self-tracking measurements of vital signs and other biological
or behavioral parameters that can be transmitted through the
internet and allow for richer information for clinical decisions
[71].

In developed countries, organizations focused on rare diseases
emerged earlier and developed more rapidly. In the field of
albinism, there are already some influential organizations, such
as the National Organization for Albinism and
Hypopigmentation [72], Albinism Fellowship [73], and
Albinism Europe, with patients being able to ask for help
through the network. Offline care activities are also carried out,
but there is still insufficient space to provide free
communication. Given China’s large population, it is generally
believed that the country also has the largest population of
people affected by rare diseases [74]. Furthermore, government
agencies in China have issued the China's First List, which lists
121 rare diseases to facilitate their management [75]. However,
the development gap of relevant domestic forums is obvious.
Patients with rare diseases and their families are vulnerable in
society and deserve more attention and care.

Implications
The focus of this study is patients with albinism who are easily
overlooked and misunderstood by health care providers. OHCs
provide the general public with an opportunity to increase their
awareness and understanding of the disease. Through topic
mining and sentiment analysis, we captured the needs of patients
relating to health care, beauty, and making friends. At the same
time, we clearly observed obstacles for patients in terms of
occupation, education, and social activities, which illustrates
the inconvenience caused by physical differences and public
discrimination. The role of the albinism community is gradually
disintegrating. Obviously, society needs to devote more attention
to patients with rare diseases. Relevant health care departments
should formulate effective countermeasures based on problems
revealed by the results of this study. In addition, this study
should also remind us to improve OHCs to satisfy the various
needs of patients. We should strengthen psychological
counseling via OHCs while improving the living conditions for
patients with albinism. Of course, protecting the rights of
patients should also be a major priority. All of these require that

related agencies, such as medical institutions, companies, and
government agencies, establish more professional OHCs for
rare diseases based on international experience. In addition,
multisector cooperation would allow for the establishment of
norms for the creation of OHCs for rare diseases. The research
results can only be used as a reference for other rare diseases.

Limitations
Although findings are based on the conducted analysis, there
are still several potential limitations that may encourage further
research efforts. First, because there are few OHCs for albinism
in China, this study has a limited amount of data, which will
have a certain effect on the outcome. Due to the limitations of
Baidu Tieba, the fields in which to crawl for data have almost
no descriptive indicators for the user. Social network analysis
only focuses on the mutual connection of users. Second,
although the RAs were trained to mark the corpora to ensure
the consistency of the labeling results, the topic labeling process
was manual, which might introduce bias to the topic evolution.
Third, during the labeling process of supervised learning, part
of the corpus had both positive and negative emotion
expressions. We mainly used its core sentiment for labeling.
This process could cause deviations in sentiment polarity to
some extent. However, this situation has little impact on the
overall distribution, as the corpora collected were mostly short
text. Finally, the sentimental polarity for albinism would change
over time due to the change in perception or attitude of the
Chinese society towards the patients’ condition. However, such
an evolution was not reflected in our study, which could also
lead to bias in the analysis and discussion of the sentimental
polarity to some extent.

Conclusions
The combination of topic mining, social network analysis, and
sentiment polarity analysis can effectively capture the topics
and emotional characteristics of OHC users. This study provides
new perspectives for understanding the needs and situations of
patients with rare diseases. The albinism community provides
a platform for free expression and consultation for Chinese
patients with albinism and their families. They have a great
demand for medical, inspection, policy, and other related
information. Further studies are needed to detect change and
the reasons for the sentimental polarity for albinism in OHCs.
In addition, research should explore how to strengthen the
cooperation of multiple parties to better exert sufficient influence
and roles in OHCs. Meanwhile, studies should also be conducted
to strengthen the understanding of the social adaptability and
psychology of rare disease groups to better learn patient needs.
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Abstract

Background: Burnout (BO), a critical syndrome particularly for nurses in health care settings, substantially affects their physical
and psychological status, the institute’s well-being, and indirectly, patient outcomes. However, objectively classifying BO levels
has not been defined and noticed in the literature.

Objective: The aim of this study is to build a model using the convolutional neural network (CNN) to develop an app for
automatic detection and classification of nurse BO using the Maslach Burnout Inventory–Human Services Survey (MBI-HSS)
to help assess nurse BO at an earlier stage.

Methods: We recruited 1002 nurses working in a medical center in Taiwan to complete the Chinese version of the 20-item
MBI-HSS in August 2016. The k-mean and CNN were used as unsupervised and supervised learnings for dividing nurses into
two classes (n=531 and n=471 of suspicious BO+ and BO−, respectively) and building a BO predictive model to estimate 38
parameters. Data were separated into training and testing sets in a proportion 70%:30%, and the former was used to predict the
latter. We calculated the sensitivity, specificity, and receiver operating characteristic curve (area under the curve) across studies
for comparison. An app predicting respondent BO was developed involving the model’s 38 estimated parameters for a website
assessment.

Results: We observed that (1) the 20-item model yields a higher accuracy rate (0.95) with an area under the curve of 0.97 (95%
CI 0.94-0.95) based on the 1002 cases, (2) the scheme named matching personal response to adapt for the correct classification
in model drives the prior model’s predictive accuracy at 100%, (3) the 700-case training set with 0.96 accuracy predicts the
302-case testing set reaching an accuracy of 0.91, and (4) an available MBI-HSS app for nurses predicting BO was successfully
developed and demonstrated in this study.
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Conclusions: The 20-item model with the 38 parameters estimated by using CNN for improving the accuracy of nurse BO has
been particularly demonstrated in Excel (Microsoft Corp). An app developed for helping nurses to self-assess job BO at an early
stage is required for application in the future.

(JMIR Med Inform 2020;8(5):e16528)   doi:10.2196/16528

KEYWORDS

nurse burnout; MBI-HSS Chinese version; receiver operating characteristic curve; convolutional neural network; Lz person fit
statistic

Introduction

Burnout in the Workplace
Burnout (BO) is a critical syndrome and problem in high-tech
service-oriented societies, particularly for nurses in health care
settings [1-4]. Many studies [5-11] reported that BO influences
an employee’s physical and psychological status [5-7], the
organizational well-being [8-11], and patient quality-of-care
outcomes [6,10].

One of the most popular BO inventories is the Maslach Burnout
Inventory–Human Services Survey (MBI-HSS) [12,13]. More
than 1898 articles were found by searching the keywords
“Maslach” and “burnout” on September 23, 2019. BO is defined
by Maslach [12,13] as a syndrome of emotional exhaustion,
reduced personal accomplishment (PA), and depersonalization
that frequently occurs in individuals who work in people-related
jobs, such health care and educational.

Maslach Burnout Inventory–Human Services Survey
The MBI-HSS [13] has been widely applied to measure
individual BO in numerous workplaces [4,11,14-16]. The
original MBI-HSS is a 22-item inventory with a 7-point scale
(from never=0 to every day=6) to measure BO for workers in
a recent week [13]. The three BO subscales comprise 9 items
for emotional exhaustion, 8 items for personal accomplishment,
and 5 items for depersonalization. Despite the survey being
popularly used in social science, the cutting point for
determining BO substantially differs between cultures and health
care settings [15,17-21]. Accordingly, Maslach et al [22]
suggested that BO levels (low, moderate, and high) had different
cutting points in different countries and areas. Schaufeli and
Van Dierendonck [23] suggested having common cutting points
to compare BO levels among countries and areas.

Maslach and Jackson [13] suggested that the cutting points be
set at 54 for emotional exhaustion, 48 for personal
accomplishment, and 30 for depersonalization using subscale
scores for measurement. Schaufeli and Van Dierendonck [23]
were critical of the fact that the scheme for determining BO
levels was arbitrary based on the three groups that contained an
equal number of sample sizes [24]. Although Maslach and
Jackson [13] also suggested having valid criteria that can be
used for classifying BO levels, no such reasonable and viable
scheme has been accepted by practitioners in the past.

Convolutional Neural Network
Convolutional neural network (CNN) has had the greatest impact
within the field of health informatics [25]. Its architecture can
be described as an interleaved set of feedforward layers

implementing convolutional filters followed by reduction,
rectification, or pooling layers [26-28]. For each layer, the CNN
creates a high-level abstract feature. Whether the CNN, a famous
deep learning method, can improve the prediction accuracy (up
to 7.14%) [28] on nurse BO classification is worthy of study.

Online Classification Using Smartphones is Required
As with all forms of web-based technology, advances in mobile
health communication technology are rapidly increasing [29].
Until now, there has been no app for smartphones to classify
nurse BO levels. If the CNN BO model’s parameters have been
estimated by the CNN algorithm, the classification of nurse BO
by responding to the MBI-HSS can alert individual nurses more
accurately and warn them to alleviate their mental strain before
it becomes a serious BO problem.

Study Aims
The aims of our study are to (1) estimate the model’s parameters
using CNN based on nurse responses to the MBI-HSS and (2)
design an app for smartphones based on a website assessment
of nurse BO.

Methods

Data Source

Study Sample and Demographic Data
If the confidence level and intervals were set at 0.05 and ±5%
and applied to the population of 1850 registered nurses in a
hospital, 318 participants are required for the sample size [30].
We estimated the rate of refusal to respond will reach 40%. The
minimum number for the study sample size will be 540
(318/[1–0.4]).

We delivered 40 copies each of the MBI-HSS BO survey to 32
nursing units. A sample of 1255 registered nurses with at least
1 month experience in the Chi Mei Medical Center (Taiwan)
was randomly selected to complete the Chinese version of the
20-item MBI-HSS [3] in August 2016. A total of 1002
participants were eligible, for a return rate of 79.9%.

Featured Variables
Featured variables consist of the 20 items (called the 20-item
model in which the response in the subscale of reduced personal
accomplishment has been reversed to be the higher score
denoting the more serious BO problem) on the classification of
nurse BO levels (ie, suspicious BO+ and BO−). The 1002
participants were split into training and testing sets in a
proportion (70%:30%), and the former was used to predict the
latter. The data are shown in Multimedia Appendix 1. This study
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was approved and monitored by the Chi Mei Medical Center
institutional review board (10704-003). All hospital and study
participant identifiers were stripped.

Unsupervised and Supervised Learnings
Unsupervised learning indicates agnostic aggregation of
unlabeled data sets yielding groups or clusters of entities with
shared similarities that may be unknown prior to the analysis
step [31,32] (eg, clustering dimensionality reduction using
principle component analysis or k-mean clustering). The k-mean
clustering aims to partition n observations into k clusters, in
which each observation belongs to the cluster with the nearest
mean [33]. In contrast, supervised learning employs labeled
training data sets (labeled/supervised by subject experts or by
the objective k-mean clustering) to yield a qualitative or
quantitative output [31,34].

In this study, the k-mean was used as unsupervised learning for
clustering participants into two classes (n=531 and n=471 for
suspicious BO+ and BO−, respectively). CNN was applied as
supervised learning to build a BO prediction model for
estimating the 38 parameters.

Convolutional Neural Network Applied in This Study
CNN is a variant of the standard multilayer perceptron,
especially used for pattern recognition compared with
conventional approaches [35] due to its capability in reducing
the dimension of data, extracting the feature sequentially, and
classifying one structure of the network [36]. The basic CNN
model was inspired in 1962 from the visual cortex proposed by
Hubel and Wiesel [35]. For simplifying the CNN concept and
process, we present it in Figure 1. Detailed information on
interpretation is provided in Multimedia Appendix 2.

Figure 1. Interpretation of the convolutional neural network algorithm.

Tasks for Performing Convolutional Neural Network

Task 1: Comparison of Prediction Accuracies in Two
Modes
Two sets of featured variables (ie, 20 with the traditional
accurate rate and 100% rate) on 1002 cases were mirrored to
compare the prediction accuracies (eg, sensitivity, specificity,
and receiver operating characteristic (ROC) curve [area under
the curve, AUC]) using the CNN algorithm.

In contrast to the traditionally predictive method, we use the
known responses and their corresponding labels (ie, suspicious
BO+ or BO−) to build a model for predicting the unknown label
of the specific responses. The reason for reaching a 100%

accuracy rate on the known responses and their corresponding
labels in the training set is to avoid letting the CNN fail in the
classification of the known responses in the future. A scheme
named matching personal response scheme to adapt for the
correct classification in the model (MPRSA) is designed for
driving the model’s accuracy toward 100%. The way we applied
the MPRSA is presented for achieving this 100% goal if the
same response string is encountered in the future: the MPRSA
is regarding the original responses (eg, the 20-item string coded
as 9223372036854775807) that are linked to the correct label
in the validation or testing set through which all cases in the
training set would reach a 100% accuracy rate if the cases are
present in the testing set.
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Task 2: Validation Compared With the Training and
Testing Sets
The 1002 cases were split into training and testing sets in a
proportion of 70%:30%, and the former was used to predict the
latter. The accuracy rates in these two sets were compared.

Task 3: App Detecting Burnout for a Web-Based
Assessment
A 20-item self-assessment app using participant mobile phones
was designed to predict nurse BO using the CNN algorithm and
the model parameters [37]. The resulting classification appears
on smartphones. The visual representation with binary (BO–
and BO+) category probabilities is shown on a dashboard using
Google Maps to display.

Statistical Tools and Data Analysis
MedCalc 9.5.0.0 for Windows (MedCalc Software) was used
to calculate the sensitivity, specificity, and corresponding AUC
using logistic regression when the observed labels (ie, 0 for
BO– and 1 for BO+) and the predicted probabilities (ie, the
continuous variable in step 3 calculated by the sigmoid function
in the output layer in Figure 1) were applied. A visual
representation displaying the classification effect is plotted using
two curves (ie, one from the left-bottom to the right-top corner
denotes the success [BO+] feature and another from the left-top
corner to the right-bottom side as the failure attribute). The
study flowchart and the CNN modeling process are shown in
Figure 2 and Multimedia Appendix 2, respectively.

Figure 2. Study flowchart. CNN: convolutional neural network; MPRSA: matching personal response scheme to adapt for the correct classification in
the model.

Results

Demographic Data of Participants
The demographic data of the nurses are shown in Table 1. We
can see that females accounted for 93.1% (933/1002) of the
participants. Most participants had a bachelor’s (university)
degree (892/1002, 89.0%). The single accounted for 59.5%
(596/1002), and the married (399/1002, 39.8%). Among the
nurses, 37.3% (37/1002) had work experience outside the study
hospital, while 62.5% (627/1002) had none.

The highest in nurse hierarchy is N (132/1002, 13.2%), followed
by N1 (134/1002, 13.4%), N2 (272/1002, 27.1%), N3 (248/1002,
24.8%), and N4 (215/1002, 21.5%). The top two job titles are
nurse (797/1002, 79.5%) and leader (149/1002, 14.9%).

The average age for the sample is 32.6 (SD 7.2) years, ranging
from 23 to 56. The average work experience in other hospitals
reaches 15.1 (SD 28.5) months.

The workload in terms of the number of patients cared for in a
week by each nurse averages 11 (SD 19.1). The mean for
non-care affairs in a week reaches 4 hours (SD 5.8). The mean
of nursing care is 9 (SD 2.7) hours per week. The average
number of a patient cared for is 9 (SD 12.1).
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Table 1. Demographic data of the study sample.

ValueVariable and type

Gender, n (%)

69 (6.9)Male

933 (93.1)Female

Education, n (%)

46 (4.6)Less than university

892 (89.0)University

64 (6.4)Graduate school

Marital status, n (%)

596 (59.5)Single

399 (39.8)Married

7 (0.7)Divorced

Work tenure, n (%)

627 (62.6)Without

375 (37.4)With

Nurse hierarchy, n (%)

133 (13.3)N (<1 year experience)

134 (13.4)N1 (Fundamentals of Nursing)

272 (27.1)N2 (Critical Care in Nursing)

248 (24.8)N3 (Holistic Care and Teaching)

215 (21.5)N4 (Specialist Nursing and Research)

Job title, n (%)

798 (79.6)Nurse

147 (14.7)Leader

30 (3.0)Assistant head nurse

27 (2.7)Head nurse

32.6 (7.2), 23-56Age, mean (SD), range

15.1 (28.5), 0-180Work experience outside hospital (month), mean (SD), range

3.9 (5.8), 0-60Average hours spent in non-care affairs per week, mean (SD), range

9.2 (2.9), 1.5-70Average weekly hours spent in nursing care, mean (SD), range

9.5 (12.1), 0-120Average daily patient care, mean (SD), range

Unsupervised Learnings Using the K-Mean Clustering
A visual representation displaying the classification effect is
plotted using the box plot (Figure 3). We can see a smaller
number of cases with suspicious BO– having a higher total

score, and a smaller number of cases are misclassified as BO+
(12.1%) and BO− (9.6%). In contrast, the sensitivity and
specificity are 90.4% and 87.9%, respectively. The cutting point
is set at 43 with an AUC 0.96 (bottom, Figure 3) if the
unsupervised learning approach is applied.
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Figure 3. Two study groups divided by the k-mean algorithm (A) and receiver operating characteristic curve (B).

Tasks to Compare the Accuracy Between Modes

Comparison of Prediction Accuracies in Two Modes
The 20-item model yields a higher accuracy rate (0.95) with an
AUC 0.98 (95% CI 0.97-1.00) higher than that of the 20-item
model with an accuracy of 0.95 and an AUC 0.97 (95% CI
0.96-0.99) based on the 1002 cases.

The MPRSA applied to the bottom pattern in Table 2 drives the
model’s accuracy at 100%.

Validation Compared With the Training and Testing
Sets
The 700-case training set with 0.96 accuracies predicts the
302-case testing set reaching an accuracy of 0.91 (Table 3).

Table 2. Three scenarios applied to convolutional neural network for the prediction of nurse burnout (n=1002).

True conditionSample

BO–/row #BO+/row #BO–bBO+a

Scenario A (only 20 items)

0.050.9526507Positive

0.950.0544524Negative

Scenario B (Scenario A and MPRSAc) training

01.000531Positive

1.0004710Negative

aBO+: suspicious for burnout.
bBO–: not suspicious for burnout.
cMPRSA: matching personal response scheme to adapt for the correct classification.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e16528 | p.102https://medinform.jmir.org/2020/5/e16528
(page number not for citation purposes)

Lee et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Training and testing effects.

True conditionSample

BO–/row #BO+/row #BO–bBO+a

Scenario A (20 items) training, n=700

0.040.9615362Positive

0.970.0331310Negative

Scenario B (20 items) testing, n=302

0.100.9016147Positive

0.920.0812811Negative

aBO+: suspicious for burnout.
bBO–: not suspicious for burnout.

App Detecting Burnout for a Web-Based Assessment
An MBI-HSS app for nurses predicting BO was developed
(Figure 4). Interested readers are invited to scan the QR code
to practice the MBI-HSS app on their own. It is worth noting
that all 38 model parameters are embedded in the 20-item CNN
model for classification of either suspicious BO+ or BO− once
all 20 items have been responded to.

One resulting example is present in Figure 5, from which we
can see that the BO– with a high probability (0.99) is shown on
the curve of the failure from the left-top to the right-bottom
corner. The sum of both probabilities (ie, BO+ and BO–) equals
1.0. The odds can be computed by the formula
(p/[1–p]=0.01/0.99=0.01), indicating the nurse with an extremely
low probability or tendency toward BO+.

Figure 4. Screenshot of the mobile phone app.
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Figure 5. The result of assessing nurse burnout.

Discussion

Principal Findings
We observed that (1) the 20-item model yields a higher accuracy
rate (0.95; AUC 0.97, 95% CI 0.94-0.95), (2) the MPRSA drives
the model’s prior accuracy at 100%, (3) the 700-case training
set with 0.96 accuracy predicts the 302-case testing set reaching
an accuracy of 0.91, and (4) the MBI-HSS app for nurses
predicting BO has been developed and demonstrated.

The MBI-HSS is the most widely used tool for measuring BO
in the world [11,14-16]. More than 1898 articles were found by
searching the keywords “Maslach” and “burnout” on September
23, 2019. However, none provided an acceptable scheme to
classify BO levels (ie, BO+ and BO− or low, moderate, and
high).

Maslach and Jackson [13] provided a cutting point scheme (ie,
54 for emotional exhaustion, 48 for personal accomplishment,
and 30 for depersonalization; around 40=132/3*20/22)
approximately equal to 43 (based on 20 items using subscale
total scores; see Figure 3) in this study. Although Schaufeli and
Van Dierendonck [23] doubted that the cutting points proposed
by Maslach and Jackson [13] were arbitrary only on the

assumption of an equal sample size across the levels (ie, high,
moderate, and low), our cutting point at 43 is derived through
the k-mean clustering.

However, no matter which cutting point scheme is applied, that
of Maslach and Jackson [13] or this study (eg, in Figure 3),
misclassifications must exist due to their type I (α) and II (1–β)
errors. In contrast, the CNN predictive model combined with
the MPRSA mentioned in Methods regarding task 1 (100%
accuracy rate is required) can minimize the type I and II errors
toward zero (eg, Table 2), which is one of the features of this
study.

Implications and Future Work
CNN can improve prediction accuracy (up to 7.14%) [28]. In
this study, sensitivity and specificity have been improved. So
far, we have not seen anyone using the CNN approach to predict
nurse BO in the literature, which is a breakthrough, and the first
feature of this study.

Over 708 articles have been found using the keyword
“convolutional neural network” (Title) searched in PubMed
Central on September 23, 2019. None used Microsoft Excel to
perform the CNN. The interpretations for the CNN concept and
process or the parameter estimations are shown in Figure 1,
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Multimedia Appendix 2 and 3, and in the app [38], which is the
second feature of this study.

Using Microsoft Excel to perform CNN is the third feature of
this study (Multimedia Appendix 1), which was rarely seen
applicable in the literature.

Because the principle for concerning more with the vital few
and less with the trivial numerous is emphasized in the quality
control process, we propose the MPRSA as the fourth feature.
We incorporated the original responses into the model to let the
label be correctly classified by the CNN, through which all
cases with a false prediction in the training set would be adjusted
as a true prediction, reaching a 100% accuracy rate if the cases
reoccur in the testing set.

Furthermore, the curves of category probabilities based on the
Rasch rating scale model [39] are shown in Figure 4. The binary
categories (eg, success and failure on an assessment in the
psychometric field) have been applied in health-related outcomes
[40-44]. However, none provided the animation-type dashboard
showing on Google Maps, as we did in Figure 4.

Strengths
It is easy to set up the nurse BO online assessment if the designer
uploads relevant and appropriate audio and visual files to the
corresponding questions of the database. We applied the CNN
algorithm along with the model’s parameters to design the
routine on an app that is used to detect BO risk for nurses in
hospitals (Figure 4), which has never been seen before for the
MBI-HSS [13] implemented on mobile phones.

As with all forms of web-based technology, advances in health
communication technology are rapidly emerging [29]. Mobile
online BO assessment is promising and worth considering in
many fields of health assessment. An online BO assessment
(Figure 4) can be applied to inform examinees quickly about
when and whether they should take actions or follow up to see
a psychiatrist and how to improve their behaviors and attitudes
given that their lifestyle is not changed [4]. The online BO
assessment is promising, and it is worth using for promoting
nurses’ health literacy by using the animation-type assessment
on smartphones. Interested readers are recommended to scan
the QR codes on Figure 4, one for the app and another for the
MP4, and see the details about responding to questions and the
real experience on answering the 20-item MBI-HSS for a
website assessment.

The CNN module on Microsoft Excel is unique and innovative
(Multimedia Appendix 1). Users who are not familiar with the
CNN software (eg, Python) can apply our Excel Visual Basic
for Applications module to conduct CNN-related research in
the future. The module is not limited to the binary classification.
The multiclassification module can be done by adding the layers
on CNN. That is, two categories require two input layers and
two pooling layers. Similarly, three categories need three input
layers and three pooling layers (Figure 1 and Multimedia

Appendix 1 and 2). Any other types of self-assessment, such
as work bullying, depression, and dengue fever, can apply the
CNN model to predict and classify the levels of harmfulness
and disease in the future.

Limitations and Suggestions
Our study has some limitations. First, although the psychometric
properties of the 20-item MBI-HSS have been validated for
measuring nurse BO in Taiwan [3] after removing item 14 (I
feel I am working too hard on my job) and item 22 (I feel
patients blame me for some of their problems), there is no
evidence that supports that the 20-item MBI-HSS is suitable
for nurses in other regions. We recommend additional studies
using their own k-mean algorithm and the CNN model to
estimate the parameters and see the difference (eg, the cutting
point at 43 in Figure 3).

Second, we have not discussed any improvement in predictive
accuracy. For instance, whether other featured variables (eg,
the mean, SD, and Lz index [44,45]) applied to the CNN model
can increase the accurate rate is worthy of further study. Future
studies are needed to look for other variables that can improve
the power of the model prediction.

Third, the study was based on previously published [3] research
using the 20-item MBI-HSS. All of the data were sampled from
similar health care settings. If any environment or condition is
changed (eg, other professionals or workplaces), the result (eg,
the model’s parameters) must be different from this study.

Fourth, the MBI-HSS is a three-dimensional construct. Usually,
the item difficulties should be first calibrated by using the Rasch
ConQuest software [46]. The CNN model [47] can ignore the
issue of dimensionality and gain a favorable prediction effect
that should be verified and ensured in the future.

Finally, the study sample was taken from Taiwanese data in a
nurse survey. The model parameters estimated for the MBI-HSS
Chinese version are only suitable for the Chinese (particularly
for Taiwanese) society in health care settings. Generalizing
these BO assessment findings (eg, the cutting point at around
43; see Figure 3) might be somewhat limited and constrained
because the sample merely consisted of nurses working for
inpatients. Additional studies are needed to reexamine whether
the psychometric properties of the BO assessment are similar
to that of other worksites in (or out of) a hospital.

Conclusion
We illustrate features and contributions in this study: (1) CNN
performed in Microsoft Excel, (2) MPRSA applied to increase
the model’s prior prediction accuracy, (3) an online app
demonstrated to display results using a visual dashboard on
Google Maps, and (4) the category probability curves based on
Rasch rating scale model first observed in the CNN prediction
model. The novelty of the app with the CNN algorithm improves
the predictive accuracy of nurse BO. It is expected to help nurses
self-assess job BO at an early stage in the future.
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Abstract

Background: Autism spectrum disorder (ASD) is a complex neurodevelopmental disorder with an unknown etiology. Early
diagnosis and intervention are key to improving outcomes for patients with ASD. Structural magnetic resonance imaging (sMRI)
has been widely used in clinics to facilitate the diagnosis of brain diseases such as brain tumors. However, sMRI is less frequently
used to investigate neurological and psychiatric disorders, such as ASD, owing to the subtle, if any, anatomical changes of the
brain.

Objective: This study aimed to investigate the possibility of identifying structural patterns in the brain of patients with ASD as
potential biomarkers in the diagnosis and evaluation of ASD in clinics.

Methods: We developed a novel 2-level histogram-based morphometry (HBM) classification framework in which an algorithm
based on a 3D version of the histogram of oriented gradients (HOG) was used to extract features from sMRI data. We applied
this framework to distinguish patients with ASD from healthy controls using 4 datasets from the second edition of the Autism
Brain Imaging Data Exchange, including the ETH Zürich (ETH), NYU Langone Medical Center: Sample 1, Oregon Health and
Science University, and Stanford University (SU) sites. We used a stratified 10-fold cross-validation method to evaluate the
model performance, and we applied the Naive Bayes approach to identify the predictive ASD-related brain regions based on
classification contributions of each HOG feature.
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Results: On the basis of the 3D HOG feature extraction method, our proposed HBM framework achieved an area under the
curve (AUC) of >0.75 in each dataset, with the highest AUC of 0.849 in the ETH site. We compared the 3D HOG algorithm with
the original 2D HOG algorithm, which showed an accuracy improvement of >4% in each dataset, with the highest improvement
of 14% (6/42) in the SU site. A comparison of the 3D HOG algorithm with the scale-invariant feature transform algorithm showed
an AUC improvement of >18% in each dataset. Furthermore, we identified ASD-related brain regions based on the sMRI images.
Some of these regions (eg, frontal gyrus, temporal gyrus, cingulate gyrus, postcentral gyrus, precuneus, caudate, and hippocampus)
are known to be implicated in ASD in prior neuroimaging literature. We also identified less well-known regions that may play
unrecognized roles in ASD and be worth further investigation.

Conclusions: Our research suggested that it is possible to identify neuroimaging biomarkers that can distinguish patients with
ASD from healthy controls based on the more cost-effective sMRI images of the brain. We also demonstrated the potential of
applying data-driven artificial intelligence technology in the clinical setting of neurological and psychiatric disorders, which
usually harbor subtle anatomical changes in the brain that are often invisible to the human eye.

(JMIR Med Inform 2020;8(5):e15767)   doi:10.2196/15767
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autism spectrum disorder; magnetic resonance imaging; neuroimaging; brain; histogram of oriented gradients; cluster analysis;
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Introduction

Background
Autism spectrum disorder (ASD) is a heterogeneous disorder
characterized by social impairments, communicative deficits,
and restricted, repetitive behaviors. According to the 2018
Centers for Disease Control and Prevention report on autism,
approximately 1% (1/59) of US children aged 8 years have been
diagnosed with ASD, which represents an increase compared
with previous reports [1]. The diagnosis and intervention costs
of ASD are growing in concert with the increasing prevalence.
A recent study predicted that treatment costs will rise to US
$461 billion in 2025 if the prevalence rate of ASD holds steady
at present rates and that costs will rise to US $1 trillion by 2025
if the prevalence rate of ASD continues to steeply rise as seen
over the last decade [1]. However, concerns have been raised
about the accuracy and validity of the reported increase in ASD
prevalence, as many other neurobehavioral conditions, as well
as variations in developmentally normal behaviors, share
common features with ASD and may be misdiagnosed as ASD
[2]. Inappropriate ASD diagnoses, and therefore potentially
inappropriate applications of ASD-related therapies, stand to
increase economic burden. Conversely, deferred or missed ASD
diagnosis in children meeting the diagnostic criteria, which
appears to be a particular problem for certain sociodemographic
[3] and clinical groups [4], lead to a delay in receipt of services
and place children at risk for worse outcomes. Therefore,
appropriate and early ASD diagnosis and intervention is of
crucial importance to improve prognostic outcomes and reduce
economic costs.

ASD is now diagnosed mainly by clinical behavior-based
approaches, which incorporate standardized tools such as the
Autism Diagnostic Observation Scale and Autism Diagnostic
Interview-Revised scale. However, this approach is subjective
and time consuming [5]. Although it has been reported that
ASD has a strong genetic basis, genetic markers are not currently
used in the diagnostic process as ASD etiology is complex and
the full complement of autism-associated genes is unclear. As
magnetic resonance imaging (MRI) is a widely used noninvasive

examination method to detect brain abnormalities in clinical
practice, there is much interest in its potential to improve or
refine the ASD diagnostic process. In clinics, structural MRI
(sMRI) has been successfully used to facilitate the diagnosis or
treatment of space-occupying lesions such as tumors [6,7].
However, the structural changes of the brain in neurological
and psychiatric disorders are not as salient as tumors; thus, it is
difficult for clinicians to discover the subtle anatomical changes
in the brain. Many studies have focused on finding the functional
connectivity abnormalities in the brain using functional MRI
(fMRI). Indeed, investigators have explored the use of fMRI to
identify ASD. For example, Guo et al [8] developed a deep
neural network model using the functional connectivities
between brain regions based on the resting-state fMRI. Price et
al [9] combined dynamic functional connectivity features in a
multinetwork algorithm to classify childhood autism. Huang et
al [10] fused multiple functional connectivity networks for ASD
diagnosis. However, although fMRI can image cerebral
hemodynamics with high spatial resolution, the high cost may
limit its potential as a widely used ASD diagnostic tool in clinics
[11]. More importantly, it is difficult to interpret the functional
connectivity-based results owing to the impact of the underlying
brain structure, cognitive state, and subject motion during data
acquisition [12]. Furthermore, a recent study suggested that the
statistical software used to analyze the raw data from fMRIs
might be significantly flawed [13].

Compared with fMRI, sMRI has less data requirements, is more
commonly used in clinical settings, and is more amenable to
populations for whom compliance is a challenge as it can be
performed under sedation. Many ASD sMRI studies have used
morphometric features, such as brain surface area, volume, and
thickness, to distinguish ASD from control images [14,15]. For
example, a recent study of infants at high risk for ASD found
hyperexpansion of the cortical surface area and expanded brain
volumes in those later diagnosed with ASD [16]. In addition,
some studies have made strides toward elucidating ASD brain
morphology. Specifically, Bigler et al [17] observed differences
in the frontal lobe, parietal lobe, temporal lobe, limbic system,
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and cerebellum structures for patients with ASD versus healthy
controls.

Related Work
Although sMRI images can provide brain anatomical change
information, errors in interpretation can occur owing to difficulty
in verifying these subtle changes solely by visual examination.
In addition, as there is abundant genetic, phenotypic, and clinical
heterogeneity among individuals with ASD, these morphometric
features alone are insufficient for diagnosing ASD in clinical
settings given that each individual feature is unlikely to be
present in the full range of individuals meeting the ASD criteria.
To address such barriers, in recent years, machine learning
algorithms have been developed to identify underlying brain
change patterns in other neurobehavioral conditions marked by
similar degrees of heterogeneity. When applying machine
learning algorithms to sMRI data, image features representing
the sMRI image need to be extracted first. Some of these
features are adapted from traditional morphology approaches,
while others are developed specifically for machine learning
approaches. The traditional morphometric features can be
classified into region of interest (ROI), voxel-based
morphometry (VBM) [18], surface-based morphometry (SBM)
[19], deformation-based morphometry (DBM) [20], and
tensor-based morphometry (TBM) [21,22]. Unfortunately, the
ROI, VBM, SBM, DBM, and TBM approaches all have
significant limitations. Owing to requiring manual or
semimanual delineation of brain regions, the ROI process may
be labor intensive and time consuming [23]. The performance
of VBM, DBM, and TBM methods is highly sensitive to
registration accuracy, which is difficult to achieve [24], and is
reliant on deformation registration, which may cause
over-alignment problems [25]. The SBM method is unable to
admit subcortical structures, such as the amygdala and basal
ganglia, which may play crucial roles in ASD [26]. To address
the limitation of traditional image features discussed earlier,
local image features developed specifically for machine learning
approaches, such as scale-invariant feature transform (SIFT)
[27], do not depend on precise deformation registration. SIFT
is assumed to be invariant to image translation, scaling, and
rotation and robust to local geometric distortion, which has
already been applied to analyze brain images [25,28-31].
However, SIFT itself has several shortcomings. Although SIFT
can improve classification accuracy compared with traditional
morphometry features, it uses an expert-designed approach to
identify visually salient changes that may not relate to the
disease. Moreover, SIFT can only describe the characteristics
of a limited number of key points and the regions around the
key points. However, given that abnormal brain regions in
neurodevelopmental disorders/diseases may occur in any
position and may be very small, they may be overlooked by the
SIFT modality.

Given the above limitations in traditional image features as well
as SIFT, another prominent local image feature called histogram
of oriented gradients (HOG) [32] has been widely used in
computer vision applications (eg, human detection [33,34],
vehicle classification [35,36], traffic sign detection [37], pose
estimation [38], and general image classification [39]). As HOG
can describe the distribution of intensity gradients or edge

directions well, it is useful for characterizing local object
appearance and shape [32]. In addition, as HOG features can
filter most of the nonessential information (eg, a constant
colored background) while providing an output of multiple
bidimensional histograms for a brain region to reflect the
changes within a brain region, HOG features are good at
reflecting small or subtle anomalies that may be ignored by
SIFT. In prior studies, HOG has generally been used to describe
2D images. Although 2D HOG can be applied to a 3D image,
the 3D image needs to be sliced into a series of 2D images along
a certain orientation, which can be problematic as changes
induced by the disease may be evident only at specific
orientations. Fortunately, a recently developed modality called
3D HOG can be analyzed directly inside the 3D volumetric
image, which allows image gradient information for the
abnormal region to be kept in a more discriminative 3D form
and therefore improves classification performance.

Objectives
To address the unique challenges inherent in the neuroimaging
studies of ASD, we therefore proposed a novel 2-level
classification framework called histogram-based morphometry
(HBM), which is based on the 3D HOG feature extraction
method. Instead of processing the whole brain image, we divided
the entire brain into a few local regions with a given size, which
is the foundation of our 2-level hierarchical framework. The
first-level classifier is designed for the local regions related to
diseased or healthy status, while the second-level classifier or
final classifier is for the entire brain that is represented with the
concatenation of each region’s status. The 3D HOG is computed
not for the entire brain but for each local brain region. By using
the HBM classification framework, we can classify individuals
as patients with ASD or healthy controls. Moreover, the
classification contribution of each local HOG feature can be
calculated and those features contributing most to the disease
classification result can be used to distinguish the predictive
brain regions associated with ASD.

This paper has presented the development of the 3D HOG and
HBM methods, as well as their application to ASD datasets. In
the Methods section, we have described the data source, data
preprocessing, 3D HOG feature design, 2-level HBM framework
development, and the experimental design. In the Results
section, we have discussed the experiment results derived from
the analysis of data from the second edition of the Autism Brain
Imaging Data Exchange (ABIDE II) [40]. We have concluded
by contextualizing our results and discussing the outlook for
future ASD neuroimaging research.

Methods

Data Acquisition and Preprocessing
In this study, we used sMRI data from ABIDE II, which includes
19 datasets collected at 18 sites (2 datasets were collected at the
same site) and 1114 subjects (521 patients with ASD and 593
healthy controls). For each subject, the ABIDE II datasets
consist of resting-state fMRI images, T1-weighted sMRI images,
and phenotypic information. Some sites also include diffusion
tensor imaging data that may be used to investigate the structural
abnormalities of white matter. As an enhancement to the first
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edition of the Autism Brain Imaging Data Exchange (ABIDE
I) datasets, ABIDE II provides greater phenotypic
characterization than ABIDE I data to better address the 2 key
sources of heterogeneity: psychiatric co-occurring illness and
female sample percentage [40]. The inclusion and diagnostic
criteria for patients with ASD and healthy controls are different
between each site, and details of the criteria are described in
the study by Martino et al [40]. From the 17 datasets, we chose
4 datasets collected from 4 sites, including ETH Zürich (ETH),
NYU Langone Medical Center: Sample 1 (NYU), Oregon Health
and Science University (OHSU), and Stanford University (SU).
Data from a total of 119 patients with ASD and 131 healthy
controls from across these 4 sites were used for these analyses.
Table 1 lists the sample overview for each site. Age is an
important factor that may affect different characteristics, for
example, cortical thickness, of the brain in ASD. To evaluate
the applicability of our proposed HBM method to different age

ranges, we chose the 4 datasets that represent distinct age
distributions among all the datasets. Specifically, to reduce the
impact of multisite data heterogeneity, we first used single-site
data for model classification performance evaluation. Then, we
combined all the data from the 4 datasets to evaluate model
capability to deal with data heterogeneity.

As the ABIDE II data are original Digital Imaging and
Communications in Medicine (DICOM) images, in the first step
of data preprocessing, we used the MRIcron tool to convert
DICOM images to NifTI images. Then, data processing was
performed using SPM12 (UCL Queen Square Institute of
Neurology, United Kingdom), which is a third-party package
for MATLAB (MathWorks, Natick, Massachusetts, United
States). All converted structural images were segmented and
normalized to an Montreal Neurological Institute (MNI) standard
space.

Table 1. Overview of participants in the 4 training datasets.

Age range (years)Age (years), mean (SD)Healthy controls, n (male/female)ASDa, n (male/female)DatasetIndex

14-3122.7 (4.4)24 (24/0)13 (13/0)ETHb1

5.2-34.89.8 (4.9)30 (28/2)48 (43/5)NYUc2

7-1510.9 (2.0)56 (27/29)37 (30/7)OHSUd3

8-1311.1 (1.2)21 (19/2)21 (19/2)SUe4

5.2-34.812.4 (5.6)131 (98/33)119 (105/14)Mixedf5

aASD: autism spectrum disorder.
bETH: ETH Zürich.
cNYU: NYU Langone Medical Center: Sample 1.
dOHSU: Oregon Health and Science University.
eSU: Stanford University.
fMixed: dataset combining data from all the 4 datasets.

Developing the 3D Histogram of Oriented Gradients
Feature
In the process of extending the concept of HOG from a 2D space
to 3D space, we needed to define the methods for calculating
the image gradient (including direction and magnitude) and
partitioning the gradient directions into a few orientation bins
(or channels) in a 3D space. The gradient directions in the 3D
space were represented by using 2 angles, theta and phi, as
shown in Figure 1. Then, the gradient of each image voxel is
calculated based on these 2 angles (see Multimedia Appendix
1 for more details).

Similar to 2D HOG, the gradient direction in 3D HOG also
needed to be partitioned into several orientation bins. The
difference lies in that the partitions in 2D HOG are spread over
360° in just one 2D plane, while the partitions in 3D HOG are
spread over the entire volumetric space. There are many partition
schemes to divide the orientation space. We have introduced
the 2 partition schemes as follows.

The first scheme is to allocate the orientation bins in horizontal
and vertical directions with equal-space angle ranges, such as
the 2D HOG, and each bounded area between the 2 directions

is considered as one 3D partition. The partition results are shown
in Figure 2.

When every partition area is projected onto the sphere surface,
they correspond to the surface area between the latitude and
longitude lines. For this partition scheme, the number of
orientation bins, which is equal to the dimension number of the
3D HOG features, is calculated using the following equation
in:

where NDIR3 is the number of directions in 3D space and NDIR2

is the number of directions in 2D space.

In Figure 2, part (a), for the partitions near the poles, a slight
change in the angles will result in a different orientation bin
assignment. This causes the features to be overly sensitive to
the angle differences in some but not all directions. To avoid
potential performance loss because of this phenomenon, we
proposed an additional partition scheme, in which the partitions
adjacent to the pole points are combined into 1 partition as
shown in Figure 2, part (b).
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The number of orientation bins for this second partition scheme,
which merges the direction areas near the pole into 1 direction,
is calculated using the equation in:

For the convenience of calculation, the value of NDIR2 is
constrained to be an even number. For example, if NDIR2 is set
to 8, NDIR3 will be 32 as calculated in the first scheme while in
the second scheme NDIR3 will be 26.

Figure 1. Two angles related to gradient direction calculation in 3D space.

Figure 2. Two partition schemes of the orientation bins in 3D space.

Overall Classification Framework
In this paper, we proposed a 2-level HBM classification
framework based on 3D HOG features to differentiate between
patients with ASD and healthy controls. Each brain image was
firstly divided into a densely overlapping grid of regional cells,
and the 3D HOG feature of each cell was computed. On the
basis of the brain division, we developed a first-level
classification algorithm to predict whether a given cell provides
strong evidence to support a final disease/health classification.

As there is no label for each cell, a clustering algorithm was
used to first find the labels for each cell (the details have been
discussed in the following sections). Then, a second-level
classification was used to make a final classification based on
all the evidence from each cell. Figure 3 shows the 2-level
classification framework using a 2D image example for
convenient illustration. The bottom-right part of the figure
represents the testing process, while the remaining part shows
the training process.
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Figure 3. Overview of the proposed histogram-based morphometry (HBM) classification framework.

Algorithm Steps

Brain Image Division and Local Feature Extraction
Before the feature extraction step, we first divided the entire
3D MRI brain image into regional cells in step 1. This brain
division method can be applied not only to 3D MRI volumetric
images, in which a regional cell equates to a cube, but to 2D
MRI slices, in which a regional cell equates to a square. In our
algorithm, we computed the HOG feature for each cell but did
not collect it into a combined feature vector used to represent
the entire image. In the standard HOG usage, all the local HOG
features were combined into a high-dimensional feature vector
used as input to the classifier [32]. In our hierarchical
classification framework, these local features were transformed
into high-level forms that can reduce the dimensionality of the
features input to the final classifier, which has the benefit of
reducing overfitting in the relatively small-sized datasets that
are often available in medical studies. Furthermore, using local
features is helpful to identify the ASD-related brain regions that
have large feature contributions to the disease classification
result. In image division, cell size and cell overlapping
percentage are 2 important parameters that will affect the
classification accuracy. Therefore, different brain image division
schemes should be evaluated to determine which has the best
classification performance.

In step 2, we extracted local HOG features using 2 different
gradient direction partition schemes: HOG-32 and HOG-26, as

shown in parts (a) and (b) in Figure 2, respectively. A
comparison between these 2 schemes is also necessary to
determine which has superior performance. Of note, better
classification performance using the 3D HOG algorithm usually
results from MRI scans with high spatial resolution, while the
performance of the 3D HOG algorithm may degrade if the MRI
scan has a low spatial resolution. In this case, an alternative 2D
HOG algorithm may be used.

Local Feature Clustering and Regional Classifier
Training
In step 3, we worked on each cell independently. For each cell,
the goal was to find a binary representation to indicate whether
it is related to the diseased status or healthy status. However,
we did not have a class label for each cell. Although the class
label of the whole brain is known in training samples, it does
not mean that each cell should have the same class label as the
whole brain. Even in a diseased subject, there may be a lot of
cells in the brain that look perfectly normal. Owing to the
unknown class label for each cell, we applied a clustering
algorithm to the training samples to get the class labels of
individual cells. As the distribution of clusters is unknown, we
tried 2 different clustering algorithms, such as K-means and
hierarchical clustering, that are suitable for different cluster
distributions. Although the clustering algorithm works well
during the training stage, we proposed to use a classification
algorithm to generate the binary representation during the testing
stage. The reason we used classification instead of clustering

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15767 | p.114https://medinform.jmir.org/2020/5/e15767
(page number not for citation purposes)

Chen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


during the testing stage was because we did not need to keep
all the training features while using the approach to make a
prediction, which makes the method more scalable and practical.
Thus, based on the clustering labels of cells in training samples,
we built regional classifiers in step 4 for predicting the cell
status of test samples. When the K-means algorithm is used for
clustering, the resulting clusters usually have a spherical shape
in feature space and the centroids are good exemplars for the
corresponding clusters. Therefore, the nearest centroid
classification method was used in this case. If the hierarchical
algorithm is used for clustering, the centroids of the clusters
may not be representative of the cluster, and therefore, the
nearest centroid classifier is not appropriate. In this case, the
support vector machine (SVM) can be used to build regional
classifiers for testing samples.

Compact Feature Representation and Final Classifier
Training
The labeled local features only reflect the status of brain regions
and not the whole picture of the characteristics of the brain.
Therefore, in step 5, we concatenated each local feature status
of 1 brain image into a new high-level compact feature
representation of that image. For model training, we constructed
the high-level feature by directly concatenating the clustering
results obtained in step 4. Of note, the clustering result of each
feature was concatenated according to a certain sequence, for
example, from top-left to bottom-right on the grid. Such a
sequence is actually determined by the HOG feature extraction
algorithm, and the same sequence is also used when
concatenating the binary status of HOG features, thus ensuring
the unified meaning of feature representation for all samples.
On the basis of the new feature representation and diagnosis
labels of the training data, we trained the final classifier using
the SVM classification method in step 6. SVM is one of the
most widely used classifiers that can perform not only linear
classification but also nonlinear classification [41]. It has already
been applied to various diseases and neurodevelopmental
disorders, for example, Parkinson disease [42], Alzheimer
disease [43,44], ASD [45,46], attention-deficit/hyperactivity
disorder [47], and schizophrenia [48].

Process for the Test Sample Classification
The abovementioned steps describe the whole training process
of obtaining the 2-level classification models including the
regional classifier and the final classifier. We could then apply
these classifiers to unknown test samples. First, 3D local HOG
features of the cells in a test brain image are extracted with the
same method as the training process. Then the regional
classifiers, such as the nearest centroid, are used to classify each
local HOG feature into disease-related or healthy-related labels.
These labels are then concatenated to generate the compact
representation of that test image. Finally, the final classifier is
applied to predict whether the test sample is a patient with ASD
using the compact feature vector as the input to the classification
model.

Feature Contribution Calculation
Besides using the HBM framework to make a classification of
the test sample, we could also investigate each cell’s feature

contribution to the algorithm’s prediction that each participant
is a patient with ASD versus a healthy control. A higher value
of the feature contribution indicates more likelihood of a cell
being disease-related. As we used the SVM method in the final
classification level, the feature contribution could be calculated
based on the coefficients of the linear SVM classifier. However,
this method can cause problems as we do not know which
clustered label represents the diseased status. Thus, we chose
the Naive Bayes approach instead to calculate the feature
contribution for both clustered labels. In the strictest sense, the
feature contribution calculated by the Naive Bayes method
should be called feature importance, which only reflects the
feature contribution given that the final classifier is a Naive
Bayes classifier. We will explore more interpretable mapping
from the local features to the final classification results in future
research.

First, we will introduce the Naive Bayes approach, which is
based on Bayes’ theorem. This approach has been widely used
for classification in many domains owing to its simplicity and
strong performance. It is assumed that predictive features X0,
X1, …, Xn are independent of each other given the state of a
class variable Y. Although it is difficult to reduce the dependence
for a neuroimage analysis because different brain regions are
correlated in many ways by nature, empirical observations have
suggested that the Naive Bayes works quite well even when
there is dependence between features [49]. Therefore, we used
Bayes’ theorem to derive the posterior probability P (Y | X0, X1,
…, Xn) as follows:

where Xi ∈{0, 1} represents the ith cell clustering result, and Y
∈ {D, H} represents the training sample label. In addition, PD

and PH refer to the probability of being classified as a patient
with ASD versus a healthy control, respectively, conditioned
on the state of each cell. If PD > PH, we predicted that the test
sample is more likely to be a patient with ASD than a healthy
control. To avoid underflow in the Bayesian computation, we
used the log ratio as follows:

where we defined the log sum item as the feature contribution
at the ith cell. A higher value of this item indicates a more
predictive feature. It is worth noting that because we did not
know exactly which cell state (0 or 1) indicates a disease-related
feature and these 2 feature states can both contribute to the
disease, we calculated both of their feature contributions.

Then, according to the first-level classification results of each
cell in a test patient sample, the most predictive features whose
contribution values are above a preset threshold can be
identified. We set a threshold on the feature contribution to just
show the top features to the patients (in a hypothetic clinical
use case). The threshold is usually set to different values when
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using heterogeneous sMRI data from different sites or when
the parameter values (eg, cell size and cell overlapping
percentage) are changed. The cells that contribute most to the
classification result of ASD are considered to be the candidate
regions related to the disease.

Experimental Design
In the 2-level HBM framework, we evaluated the 2 different
3D gradient direction partition schemes using the algorithm
combinations for feature clustering, regional classifier training,
and final classifier training listed in Table 2. The performance
of the 4 instances listed in the table will be compared later. The
instance name in the table (eg, KNS32) is the abbreviation
created using the first letter from the local feature clustering
algorithm name (K-means), the regional classification algorithm
name (nearest centroid), the final classification algorithm name
(SVM), and 32 orientation bins.

After the final classification model is trained, its performance
is evaluated, typically via the cross-validation (CV) method.
The widely used CV methods in brain image analysis include
leave-1-out CV [25,48,50], leave-2-out CV [45,51,52], k-fold
CV [53,54], and stratified k-fold CV [55,56]. Although there
are conflicting reports in the literature, most papers, including
a review of brain image classification methods, suggest that
10-fold CV is the most appropriate method [57]. In this study,
we trained our model using the stratified 10-fold CV method.
The stratified CV method provides the following advantages.

First, the stratified method can keep the ratio of 2 sample classes
in each fold as close to that of all samples as possible, retaining
the original data distribution pattern of the entire dataset.
Second, the variance of model performance estimations will
decrease by performing several random runs, in each of which
all samples are first shuffled and then split into a pair of training
and test sets. The stratified CV method proposed in this paper
is implemented as the pseudo-code shown in Figure 4.

In the 3D HOG partition scheme, there is a parameter NDIR2 that
represents the number of orientation bins in either the horizontal
or vertical direction of the 3D space. If NDIR2 is set too high,
the computation speed of the algorithm will be slowed.
However, more importantly, the feature will be more sensitive
to noise and other noninformative signals in the images.
Furthermore, the dimension of the feature will be high, which
usually requires more samples to avoid the curse of
dimensionality. Otherwise, if NDIR2 is set too low, details of the
image will be lost. In this paper, we set the number of NDIR2 to
the frequently used value 8, and the total number of directions
in 3D space was 32 and 26 for the two 3D HOG partition
schemes. The other parameters for the HOG features, including
cell size and overlapping percentage, were evaluated using the
CV method. The performance measures we used to evaluate
our algorithm included classification accuracy, sensitivity,
specificity, positive predictive value, negative predictive value,
F1 score, and the area under the curve (AUC).

Table 2. The 4 instances of the proposed histogram-based morphometry framework used for performance evaluation.

Final classificationImage feature processing for each cellImage featureInstance name

ClassificationClustering

SVMc,dNearest centroidK-meansHOGa-32bKNS32

SVMcNearest centroidK-meansHOG-26eKNS26

SVMcLinear kernel SVMHierarchicalHOG-32bHSS32

SVMcLinear kernel SVMHierarchicalHOG-26eHSS26

aHOG: histogram of oriented gradients.
bHOG-32 is the histogram of oriented gradients feature with 8 directions in a 2D plane and 32 directions in 3D space.
cThree different kernels have been tested, for example, the linear kernel, the polynomial kernel, and radial base function kernel.
dSVM: support vector machine.
eHOG-26 is the HOG feature with 8 directions in a 2D plane, and the 2 poles are considered as 2 directions in 3D space; therefore, the total number of
directions is 26.
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Figure 4. Algorithm of the stratified cross-validation with multiple random runs.

Results

Comparing the Classification Performance of Different
Histogram-Based Morphometry Instances
To compare the performance of the 4 HBM instances listed in
Table 2, we used the stratified 10-fold CV evaluation method
to obtain each performance measure. As the size of cell and the
overlapping between 2 cells may influence the model’s
performance, we performed a parameter scan for the best values
of these 2 parameters. The cell size ranged from 10 voxels to
20 voxels and cell overlapping percentage ranged from 20% to
50%. In the final classification step, we tested 3 different SVM
kernels, including the linear kernel, the polynomial kernel, and
radial base function kernel. We then chose the linear kernel for
use owing to its superior performance.

Figure 5 shows the stratified 10-fold CV average accuracies
based on the data from the NYU site when using different HBM
instances and different parameter values. The expanded form

of the abbreviations of the HBM instances in Figure 5 can be
found in Table 2. From the figure, it can be seen that although
the classification accuracies fluctuate as the parameter values
change, KNS26 and KNS32 performed significantly better than
HSS26 and HSS32, which means that the combination of
K-means and centroid algorithms is more suitable for our
proposed HBM framework. Meanwhile, Figure 5 shows that
KNS26 outperformed KNS32 and HSS26 outperformed HSS32,
which supports the rationality and effectiveness of the HOG-26
partition scheme. In addition, among the different parameter
values, KNS26 obtained the best average classification accuracy,
74% (58/78), when the cell size was set to 14 voxels and the
cell overlapping percentage was set to 50%. For the other 3
sites, ETH, OHSU, and SU, KNS26 also outperformed KNS32,
although the best parameter values may be different (see
Multimedia Appendix 2 for the results of these additional
analyses). Of note, our method was not overly sensitive to the
parameters, so model performance was generally good for a
wide range of parameters.
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Figure 5. Classification accuracies for the NYU Langone Medical Center: Sample 1 dataset using 4 histogram-based morphometry (HBM) instances
including KNS26 (a), KNS32 (b), HSS26 (c), and HSS32 (d).

Comparing the Classification Performance of Different
Local Feature Extraction Algorithms
In this paper, we used the HOG algorithm for local image feature
extraction in the HBM framework. This algorithm helps to
generate high-quality representations that depict image edge
and texture. To evaluate the effects of different local feature
extraction algorithms on classification performance, we also
used SIFT, another widely used local feature detection
algorithm, to extract features from brain images and developed
an SVM approach to analyze the extracted SIFT features. This
approach has been applied to neurological diseases such as
Alzheimer disease [25,31], Parkinson disease [31], and bipolar
disease [31]. As shown in Figure 5, KNS26 was the best
performing HBM instance, so we compared it (rather than
KNS32) with the SIFT-based SVM approach.

We trained both classifiers using the stratified 10-fold CV, and
the training data were the same for them in each fold. The results
show that a HOG-based KNS26 HBM approach achieves much
better performance than the SIFT-based SVM approach (Tables
3 and 4). Overall, comparison results depicted in Tables 3 and
4 demonstrate that HOG features are more suitable for
delineation of the underlying structural change patterns in sMRI
images than SIFT features. By transforming the low-level HOG
features into high-level features, our proposed 2-level HBM
classification framework can effectively employ the high-level
features to differentiate individuals as either patients with ASD
or healthy controls. In the last row of Table 3, we can see that
the performance degraded when building the model on data
from the 4 datasets. We have discussed the reason in the
Discussion section.
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Table 3. Classification performance using histogram-based morphometry on the second edition of the Autism Brain Imaging Data Exchange datasets.

Histogram-based morphometry (KNS26)Best parameterDataset

AUCgF1fNPVePPVdSPEcSENbACCaOverlapping
(%)

Cell
size

n (%)Nn (%)Nn (%)Nn (%)Nn (%)N

0.8490.79022 (88)2510 (83)1222 (92)2410 (77)1332 (86)372010ETHh

0.7870.80518 (69)2640 (77)5218 (60)3040 (83)4858 (74)785014NYUi

0.7940.66246 (77)6023 (70)3346 (82)5623 (62)3770 (75)934019OHSUj

0.7630.75113 (77)1717 (68)2513 (62)2117 (81)2130 (71)422017SUk

0.6500.66276 (70)10887 (61)14276 (58)13187 (73)119162 (65)2503012Mixedl

aACC: accuracy is the ratio of correctly classified subjects over all subjects.
bSEN: sensitivity is the ratio of correctly classified subjects with autism spectrum disorder (ASD) over all subjects with ASD.
cSPE: specificity is the ratio of correctly classified subjects without ASD over all subjects without ASD.
dPPV: positive predictive value is the ratio of correctly classified subjects with ASD over all predicted subjects with ASD.
eNPV: negative predictive value is the ratio of correctly classified subjects without ASD over all predicted subjects without ASD.
fF1: F1 score.
gAUC: area under the curve.
hETH: ETH Zürich.
iNYU: NYU Langone Medical Center: Sample 1.
jOHSU: Oregon Health and Science University.
kSU: Stanford University.
lMixed: dataset combining data from all the 4 datasets.

Table 4. Classification performance using scale-invariant feature transform and support vector machine on the second edition of the Autism Brain
Imaging Data Exchange datasets.

Performance using scale-invariant feature transform and support vector machineDataset

AUCgF1fNPVePPVdSPEcSENbACCa

n (%)Nn (%)Nn (%)Nn (%)Nn (%)N

0.7090.53316
(76)

218 (50)1616 (67)248 (62%)1324 (65)37ETHh

0.5950.62415
(44)

3429 (66)4415 (50)3029 (60)4844 (56)78NYUi

0.6050.48233
(65)

5119 (45)4233 (59)5619 (51)3752 (56)93OHSUj

0.3670.4498 (42)1910 (44)238 (38)2110 (48)2118 (43)42SUk

aACC: accuracy is the ratio of correctly classified subjects over all subjects.
bSEN: sensitivity is the ratio of correctly classified subjects with autism spectrum disorder (ASD) over all subjects with ASD.
cSPE: specificity is the ratio of correctly classified subjects without ASD over all subjects without ASD.
dPPV: positive predictive value is the ratio of correctly classified subjects with ASD over all predicted subjects with ASD.
eNPV: negative predictive value is the ratio of correctly classified subjects without ASD over all predicted subjects without ASD.
fF1: F1 score.
gAUC: area under the curve.
hETH: ETH Zürich.
iNYU: NYU Langone Medical Center: Sample 1.
jOHSU: Oregon Health and Science University.
kSU: Stanford University.
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Comparing 3D Histogram of Oriented Gradients and
2D Histogram of Oriented Gradients
HOG features represent image edge and texture, and the feature
quality is affected by MRI acquisition parameters, especially
spatial resolution that is decided by slice thickness, matrix size,
and field of view. Low spatial resolution will decrease image
sharpness and cause fuzzy edges, which may degrade the
classification performance. By contrast, high spatial resolution
helps to retain more fine-grained and high-contrast information
of the brain tissues, which enable us to extract HOG features
directly in its inherent 3D form. From the anatomical scan
parameters, we can see that the T1-weighted sMRI images are
all high-resolution images in these 4 datasets. In our proposed
3D HOG algorithm, the features were extracted directly inside
the 3D volumetric image. In the 2D HOG algorithm, the features
were extracted from the 2D MRI slices. The hypothesis is that
the 3D HOG algorithm will generate highly discriminative
representations with higher quality than those generated by the
2D HOG algorithm.

To validate the hypothesis, we tested all the HBM instances
listed in Table 2 for the 4 datasets. Here, data from the NYU
site and KNS26 instance are used as examples to compare 3D
HOG with 2D HOG. The evaluation scheme for both algorithms
was the 10-fold CV, and the same parameter scan scope was
used as discussed in the Comparing the Classification
Performance of Different Histogram-Based Morphometry
Instances section. Figure 6 presents the classification accuracy
obtained from 3D HOG and 2D HOG. We can see from the
figures that 3D HOG outperforms 2D HOG for some scan
parameters and obtains the highest accuracy when the cell size
is set at 14 voxels and cell overlapping percentage is set at 50%.
The other 3 sites show a comparison result similar to NYU (see
Multimedia Appendix 2 for the results of these additional
analyses). Thus, the comparison between these 2 HOG
algorithms supports the hypothesis that 3D HOG can generate
more competitive representations for the ASD diagnosis task.

Figure 6. Classification accuracies for the NYU Langone Medical Center: Sample 1 dataset using a 3D histogram of oriented gradients (HOG; a) and
2D HOG (b).

Identifying Predictive Autism Spectrum
Disorder–Related Brain Regions
Those predictive features contributing most to the classification
prediction of being a patient with ASD versus a healthy control
were identified by calculating each cell’s feature contribution.
Then, the abnormal regions identified as algorithm high
contribution features were annotated automatically on the MRI

image according to the cell’s voxel-based coordinates. Figure
7 shows the annotation of the abnormal regions of 1 specific
patient with ASD from the ETH dataset. For the convenience
of illustration, we annotated these regions in the form of 2D
slices. In Figure 7, the number suffix of the legend on top of
each slice is the slice number, and each rectangle with the red
border indicates an ASD-related region.
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Figure 7. Annotation of the autism spectrum disorder–related brain regions for a sample in the ETH dataset. sMRI: structural magnetic resonance
imaging.

To give a sound biological interpretation of our results, we
located the standard brain regions defined in the anatomical
automatic labeling (AAL) brain atlas, which is one of the most
widely used cortical parcellation maps. As the AAL brain atlas
is constructed on an MNI-based coordinate system, we
transformed the coordinates from the voxel space into the MNI
space using an affine transformation. Table 5 lists the union of
ASD-related regions for all patients in the ETH dataset. The
table columns X, Y, and Z represent the central coordinates of

the disease-related cells in a 3D MNI-based space. The brain
region names in the table are located based on the central
coordinates. Owing to the unique set of sulcal folds for each
individual, we assigned the closest region to the cell if the cell’s
center did not fall in any AAL atlas region. The same method
can be applied to the other 3 datasets to identify the ASD-related
brain regions relevant to each dataset, and the findings show
the consistency between these datasets.
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Table 5. Autism spectrum disorder–related anatomical automatic labeling brain regions identified by a histogram-based morphometry framework on
the ETH dataset.

StudiesCentral Montreal Neurological Insti-

tute–based coordinatesa
Region nameIndex

Huang et al [10]Guo et al [8]ZYX

NY42250Frontal_Inf_Tri_R1

NN4−3838Temporal_Sup_R2

YN4−6832Calcarine_R3

YN34−3828Postcentral_R4

YY342226Frontal_Mid_R5

NN34−820Caudate_R6

YN4−3816Precuneus_R7

NN42216Caudate_R8

YN34−68−2Precuneus_L9

NY3422−6Cingulum_Mid_R10

YN4−38−8Precuneus_L11

NY3422−8Cingulum_Mid_L12

NY34−38−14Cingulum_Mid_L13

YN34−68−18Precuneus_L14

YY452−20Frontal_Sup_L15

YN34−8−42Postcentral_L16

NN4−38−48Temporal_Mid_L17

YN34−8−50Postcentral_L18

NN4−6818Lingual_R19

YY4−846Insula_R20

YY452−2Cingulum_Ant_L21

NN4−826Pallidum_R22

YY4528Frontal_Sup_Medial_R23

YN34−68−32Occipital_Mid_R24

NN34−38−36Parietal_Inf_L25

NN4−8−50Temporal_Sup_L26

NN4−68−12Lingual_L27

NN4−38−24Hippocampus_L28

NN4−38−46Temporal_Mid_R29

NN4−3828Hippocampus_R30

YY342216Cingulum_Ant_R31

aX, Y, and Z represent the central Montreal Neurological Institute–based coordinates of each disease-related cell that is located in the closest anatomical
automatic labeling region. The last 2 columns represent the overlapping brain regions between our study and 2 functional magnetic resonance imaging
(fMRI)–based studies (Y means a brain region overlaps with the fMRI-based study, whereas N means the opposite).

Discussion

Principal Findings
In this study, we developed an innovative 2-level HBM
classification framework for distinguishing patients with ASD
from healthy controls based on sMRI data and the 3D HOG
feature extraction method. Of note, many of the brain regions

utilized in our algorithm to indicate ASD—such as frontal gyrus,
temporal gyrus, cingulate gyrus, postcentral gyrus, precuneus,
caudate, and hippocampus—have been implicated in autism in
prior neuroimaging literature [8,58-63]. Currently, ASD is a
behaviorally defined disorder, diagnosed through careful clinical
assessment. Our intention is not to replace the diagnostic criteria
but to begin developing more objective tools which may
someday augment the current ASD diagnostic process. At this
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juncture, we provide a proof of principle that it may be possible
to develop an ASD computer-aided tool based on sMRI images
alone by utilizing machine learning techniques. Of note, these
techniques offer novel ways to examine neuroimaging data to
probe additional clues regarding the neural underpinnings of
the disorder.

Although machine learning techniques have been used in prior
ASD neuroimaging studies, it is striking that most of these
previous studies used fMRI rather than sMRI approaches. Our
sMRI approach may represent a significant advancement given
that the high cost and lower availability of fMRI likely limits
its clinical applicability, while developing clinical approaches
to ASD diagnosis that incorporate sMRI may be more practical
given sMRI’s smaller data requirements, lower cost, and higher
clinical availability. Furthermore, given that fMRI evaluates
brain activation by measuring cerebral blood flow, typically
during the completion of informative tasks, it is often not
amenable to use for individuals with ASD. Patients being
evaluated for ASD are particularly likely to have difficulty
adhering to directions to complete tasks and remain still during
fMRI given that they are usually children and have cognitive
and/or behavioral impairments that have prompted the diagnostic
evaluation. On the contrary, these concerns are well-addressed
by the well-developed sedation protocols available for sMRI.
In this project, using the more cost-effective sMRI approach,
our ASD classification results (32/37, 86% accuracy for the
ETH site) were comparable to more expensive and cumbersome
fMRI approaches. For example, 2 fMRI studies based on the
ABIDE I datasets have been conducted: Huang et al [10]
achieved an ASD classification accuracy of 79%, while the
fMRI study from Guo et al [8] obtained a classification accuracy
of 86%. It should be noted that these 2 studies also used 1 site.

Of note, using our sMRI approach, we identified ASD-related
brain regions that overlap with brain regions pinpointed in the
above 2 fMRI studies. For example, Guo et al [8] detected
ASD-associated brain function connectivities in regions, such
as the inferior and superior frontal cortex, temporal cortex,
cingulate cortex, and insula, which were also found to be
associated with ASD in our study. Similar to Huang et al [10],
we also implicated the middle frontal gyrus, middle occipital
gyrus, superior frontal gyrus, calcarine cortex, and insula in
ASD. The last 2 columns of Table 5 show the overlapping brain
regions between our method and the above 2 fMRI-based
studies. In the table cell, Y means a brain area identified by our
method that is also reported in the studies by Guo et al [8] and
Huang et al [10] and N means the opposite. These brain regions
found to be associated with ASD by our study have striking
functional correlates with the autism spectrum phenotype.
Specifically, regions such as the superior temporal cortex,
inferior frontal cortex, several regions of the cingulum, and the
insula have been linked to social cognition and language [64].
Variations in the superior temporal gyrus have been linked to
ASD-related deficits in the theory of mind (the ability to
attribute mental states, such as desires and beliefs, to the self
and others [65]) and face processing [66]. The inferior frontal
gyrus has been associated with social functioning (including
processing of facial expressions [67]) and language processing
[68]. The anterior cingulate cortex has been implicated in

ASD-related social impairment and repetitive behaviors [68],
while the insula is involved in affective and empathic processes
[69].

Strengths and Limitations
In addition, our work represents advances over previous
sMRI-based ASD neuroimaging studies, as those approaches
have typically been limited by the extracted morphometry
measures, such as cortical surface area and cortical thickness
[16]. Importantly, these sMRI approaches are often unable to
probe subcortical features, such as the amygdala and basal
ganglia, which have demonstrated importance in ASD and other
brain-based disorders such as Parkinson disease and depression.
Our approach is amenable to the full breadth of brain structures
implicated in ASD and can be easily adapted for use in other
brain-based disorders. Indeed, the sMRI-based machine learning
algorithm methods described herein can be adapted to study
any brain disease provided that enough training data are
available.

To our knowledge, this study was the first to apply a 2-level
classification framework based on the 3D HOG feature
extraction method to distinguish patients with ASD from healthy
controls. We did not rely on 2D HOG as the layer-by-layer
slicing method needed can dramatically increase training time
and can lead to reduced classification accuracy owing to the
separation of the image gradient information from adjacent
slices. Of note, in this study we compared 3D to 2D HOG and
found that 3D HOG had higher classification accuracy, as
demonstrated in Figure 6. Other papers have discussed using
the 3D HOG in the medical image domain [70,71]: although
the 3D HOG approach may be similar to our approach, we did
not concatenate the local HOG features to form a vector
representing the entire image. In our framework, we extracted
the 3D HOG features for local brain regions and analyzed them
individually. In the first-level classification stage, we converted
these local features into high-level features with the
classification of diseased versus healthy, and then combined
these high-level features into a vector. This means the feature
dimension input to the final classifier can be considerably
reduced, which helps to prevent overfitting. On the contrary,
the individual local HOG features can be analyzed further to
obtain their respective feature contributions to the ASD
classification. These feature contributions actually depict the
possibility distribution of the ASD-related brain regions based
on the training data. When classifying novel individuals, the
feature contributions can be used to discern the most predictive
ASD-related brain regions. Importantly, our findings (Tables 3
and 4) also demonstrate that the HOG features outperform SIFT,
another widely used local feature, in ASD classification. This
is likely due to the ability of the HOG features to cover the
entire sMRI image, ensuring that no subtle morphological
abnormalities occurring in the brain are overlooked.

In addition to the strengths discussed earlier, our study has
several limitations. Specifically, our HOG feature extraction
method is based on the artificial division of the brain image
with a fixed cell size. The abnormal regions may be located
across adjacent cells, and our proposed method considers that
such features have the same contribution to the classification
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result, which may not entirely reflect the actual grouping
complexity. In the future, the HBM framework can be improved
by replacing binary classification results like 0 or 1 with fuzzy
numbers between 0 and 1 that represent the degree to which the
image feature should be classified as a disease-related feature.

Our use of data from 4 ABIDE II sites also presents some
challenges. Compared with some other available datasets such
as ABIDE I, the ABIDE II datasets and sites are more
heterogeneous, which may introduce classification challenges
and lead to decreased case versus control classification accuracy.
We noted that both Tables 3 and 4 display obvious performance
variations between different sites owing to data heterogeneity
(eg, differences in scanner types, data collection protocol,
demographic information, and disease evaluation). When we
applied the HBM method to all the data from the 4 datasets in
the 10-fold CV, the resulting classification accuracy reduced to
65% (162/250). This is a common challenge when analyzing
multisite data based on neuroimaging techniques. The multisite
data heterogeneity makes the classifiers learn site-specific
variabilities instead of important information in data themselves.
If the data heterogeneous factors are not eliminated, the model
performance would not improve even if trained on more data.
This is evident in 4 previous studies; the accuracy ranged from

64% to 70% when data from all sites in ABIDE I were integrated
[72-75]. In addition, the 2 studies that we compared also used
fewer than 4 sites. In our future studies, we will endeavor to
reduce the impact of sample site heterogeneity by including
scanner parameters and demographic characteristics such as
age, sex, and clinical measurements in the analytic models.
Another method to address this limitation is through multitask
learning, which considers each site as 1 task, and learning of
task-shared and task-specific features simultaneously [76,77].

Conclusions
Although ABIDE II study site heterogeneity may have limited
case classification accuracy in this study, thus weakening the
predictive value of our model, this study nonetheless represents
the first steps in developing a classification framework that can
distinguish patients with ASD from healthy controls based on
the sMRI images that probe the full range of brain regions
(subcortical as well as cortical) implicated in ASD. Further
development of such sMRI methods—which are more affordable
and clinically available than fMRI approaches—to augment the
subjective clinical information currently used in the ASD
diagnostic process holds much promise, as it could in the future
lead to the creation of more accurate and expeditious diagnostic
methods.
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Abstract

Background: People with low back pain (LBP) in the community often do not receive evidence-based advice and management.
Community pharmacists can play an important role in supporting people with LBP as pharmacists are easily accessible to provide
first-line care. However, previous research suggests that pharmacists may not consistently deliver advice that is concordant with
guideline recommendations and may demonstrate difficulty determining which patients require prompt medical review. A clinical
decision support system (CDSS) may enhance first-line care of LBP, but none exists to support the community pharmacist–client
consultation.

Objective: This study aimed to develop a CDSS to guide first-line care of LBP in the community pharmacy setting and to
evaluate the pharmacist-reported usability and acceptance of the prototype system.

Methods: A cross-platform Web app for the Apple iPad was developed in conjunction with academic and clinical experts using
an iterative user-centered design process during interface design, clinical reasoning, program development, and evaluation. The
CDSS was evaluated via one-to-one user-testing with 5 community pharmacists (5 case vignettes each). Data were collected via
video recording, screen capture, survey instrument (system usability scale), and direct observation.

Results: Pharmacists’ agreement with CDSS-generated self-care recommendations was 90% (18/20), with medicines
recommendations was 100% (25/25), and with referral advice was 88% (22/25; total 70 recommendations). Pharmacists expressed
uncertainty when screening for serious pathology in 40% (10/25) of cases. Pharmacists requested more direction from the CDSS
in relation to automated prompts for user input and page navigation. Overall system usability was rated as excellent (mean score
92/100, SD 6.5; 90th percentile compared with similar systems), with acceptance rated as good to excellent.

Conclusions: A novel CDSS (high-fidelity prototype) to enhance pharmacist care of LBP was developed, underpinned by
clinical practice guidelines and informed by a multidisciplinary team of experts. User-testing revealed a high level of usability
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and acceptance of the prototype system, with suggestions to improve interface prompts and information delivery. The small study
sample limits the generalizability of the findings but offers important insights to inform the next stage of system development.

(JMIR Med Inform 2020;8(5):e17203)   doi:10.2196/17203

KEYWORDS

low back pain; community pharmacy; decision support systems, clinical

Introduction

Background
Low back pain (LBP) is a major cause of disability worldwide
[1], with almost 1 in 5 people reporting LBP at any one time
[2]. People with LBP typically consult general practice, allied
health, or community pharmacy for advice and management
[3,4]. The role of community pharmacists has evolved from
dispensing medication and providing medication advice, to
include screening and management for a range of health
conditions such as minor ailments and chronic health conditions
[5-10]. In alignment with this expanding service model, there
is interest for community pharmacy to play a greater role in the
early management of back pain [11-13]. There are also potential
economic benefits for using community pharmacy as an access
point for a range of services, with lower patient and health
system costs compared with other primary care models [13-15].

Evidence-Practice Gaps in Management of Low Back
Pain
Current clinical practice guidelines for the management of LBP
recommend first-line care that includes reassurance, advice to
stay active and avoid bed rest, and discouraging diagnostic
imaging such as plain radiographs unless serious pathology is
suspected [3,16]. Despite these guideline recommendations, a
substantial gap between evidence and practice still exists [17].
For example, Abdel Shaheed et al [18] reported that community
pharmacists and their staff were able to deliver adequate advice
on medication use for LBP, but their ability to provide advice
on nonpharmacological management such as staying active,
avoiding bed rest, and discouraging imaging was inconsistently
delivered. The ability to identify presentations that required
prompt medical review was also limited for some community
pharmacists.

Support for the Community Pharmacist
Clinical decision support systems (CDSSs) are targeted
electronic systems that link evidence-based recommendations
with the clinical presentation of the individual to improve
clinical decision making and support patient engagement with
health decisions [19-24]. Recently, CDSSs have been
implemented for management of noncancer pain in the primary
care setting [25-29], but these do not transfer to the pharmacy

setting because of differences in professional training and
consultation environment. Pharmacists already have access to
CDSSs (eg, management of infection and deprescribing) [30,31],
but none exist to support the community pharmacist–client
consultation for LBP. Therefore, a CDSS for the early
management of LBP in community pharmacy is warranted [32].

The main objective of this study was to develop a CDSS for
pharmacists to guide first-line care of LBP in the community
pharmacy setting using a mobile data collection system (Apple
iPad, Apple Inc). We also sought to evaluate the
pharmacist-reported usability and acceptance of the high-fidelity
prototype to inform the next stage of CDSS development.

Methods

Overview
This study describes the iterative development of a CDSS for
the management of pharmacy clients with LBP in community
pharmacy. The CDSS was developed by a multidisciplinary
team that included two pharmacy academics, a human-computer
interaction expert, and four content experts in LBP [33]. Team
members were consulted during each stage of development.
The CDSS (high-fidelity prototype) was evaluated via a
small-scale usability study [34]. The study was approved by
University of Sydney Human Research Ethics Committee
(2017/027).

User-Centered Design Framework
Development of the CDSS was underpinned by the framework
for user-centered design and evaluation of prototypes for clinical
information systems (Figure 1) [35]. The framework describes
the evolution of a CDSS based around low-cost usability testing
methods before future evaluation with real clients in a clinical
practice setting. During initial design of the CDSS, input was
sought from a range of people involved with community
pharmacy, including two pharmacy academic/educators, a
community pharmacist, and an industry representative. This
approach sought to uncover pharmacist training and procedural
constraints that may impact pharmacist decision making for
LBP [36], given that a pathway for the contemporary
management of LBP specific to the community pharmacy setting
does not exist.
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Figure 1. Clinical decision support system development based on prototyping and iterative testing (modified from Kushniruk et al). This study is
represented by shading. CDSS: clinical decision support system.

Architectural Design, Analysis, and Refinement
Design goals were informed by Bates et al [37], Khorasani et
al [38], and Zikos et al [39] who described features of a decision
support system necessary to facilitate integration into clinical
practice. The design goals of this CDSS were to (1) support
pharmacists to offer simple, clear evidence-based advice to the
pharmacy client who presents with LBP; (2) integrate with the
pharmacist workflow (eg, consideration of medicines during
decision making); (3) maximize time efficiency; and (4) provide
a personalized report of recommendations for the pharmacy
client.

The CDSS was designed in three components [22]: (1)
knowledge base, (2) reasoning engine, and (3) interface (see

Multimedia Appendix 1 for further explanation of design
process). Briefly, the knowledge base included high level advice
for the screening of serious pathology and early management
of LBP [3,40-49]. The reasoning engine was coded from the
knowledge base then refined using experts in LBP and
community pharmacy to consider age, sex, results of screening
questions, pain history, and up to three current medicines for
LBP (Multimedia Appendix 2). Recommendations for the
pharmacist are separated into key messaging for the pharmacy
client, suggested medicine use, and referral options. The
pharmacist progresses from a landing page (Figure 2), through
to history, screening, and advice pages (Multimedia Appendix
3). Data input is via a touch interface (checkboxes, drop-down
menus, and free-text input). The pharmacist can accept, modify,
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or reject advice generated by the CDSS. Finally, a custom letter
for the pharmacy client is generated based on the pharmacist’s
final recommendation (Multimedia Appendix 4).

The multidisciplinary team of experts were engaged at each
stage of design, development, and internal testing. Decision
trees were iteratively modified before coding decision logic and

programming of the interface (Ionic Framework), then refined
through multiple (>10) test cycles. Once the logic and interface
were complete, each of the 408 unique decision combinations
were checked for accuracy using the Web interface. Similarly,
each of the clinical case vignettes (and CDSS-generated client
handouts) were tested by the research team for language and
accuracy before the interview phase.

Figure 2. Clinical decision support system landing page showing clinical flow and scope of key messages. Tapping anywhere on this screen moves to
the “clinical history” page.

Usability Testing
After the completion of the internal testing, the next phase of
usability was based on the recommendations of Yen and Bakken
[34], where the community pharmacist interacted with the CDSS
through a series of 5 case vignettes (system-user-task).

Participants
In all, 5 practising community pharmacists (with 5-27 years of
clinical experience), not involved in the initial development
phase, from 5 different community pharmacies in the Sydney
metropolitan area were each presented with 5 case vignettes
during a one-to-one interview. Inclusion criteria required
pharmacists to have experience with computer use within
pharmacy (eg, computer-based dispensing systems) and be
comfortable with tablet computer use (eg, internet browsing).
Previous studies suggest that with 5 participants, up to 80% of
usability issues can be identified (including up to 100% of major
usability issues) when a system is designed for a specific group
of users [50,51].

Interview Procedure and Training
Each pharmacist was presented with the same 5 case vignettes
role-played by the lead researcher (AD). Clinical scenarios
included presentations of both nonserious and serious causes
of LBP in adult and elderly populations. Cases 1 and 2 involved
nonserious LBP, case 3 involved suspicion of an osteoporotic
compression fracture, case 4 presented with nonserious low
back and leg pain below the knee, and case 5 presented with
LBP and a recent history of cancer (Multimedia Appendix 5).

The interviews were held in a location convenient to the
pharmacist, usually in the designated clinical consultation space
within the pharmacy. The pharmacist was required to interact
with both the “client” (researcher) and the CDSS on an iPad
Air (iOS 12.4, Apple Inc). Before beginning the case vignettes,
the pharmacist was trained in the operation of the CDSS via
interface “walk through.” Training also included a brief
summary of the evidence underpinning the CDSS, explanation
of the pharmacist-client interview process, and how to accept
or reject the decision support offered by the CDSS.
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The interview was conducted using a think-aloud protocol and
employed an active intervention approach [52]. That is, the
pharmacist was allowed to ask questions of the researcher during
interaction with the “client.” Active intervention by the
researcher was triggered when the pharmacist was unable to
progress through the CDSS, sought clarification when
interacting with the interface, or had questions at completion
of the case (eg, reflecting upon management decisions generated
by the CDSS). All instances of active intervention were logged
and evaluated.

Data Collection
Four modes of data collection were used during the interview:
(1) think-aloud protocols [53,54] with active intervention
approach [52], (2) video/audio recording and screen capture
during interaction with the iPad [55,56], (3) direct interview
questions at the completion of interaction with the CDSS
[26,57], and (4) completion of a survey instrument (system
usability scale) [58,59]. The survey instrument was completed
by the pharmacist at the end of the interview and without the
researcher present (Multimedia Appendix 5).

Evaluation

Evaluation of Usability Testing
Interviews were transcribed verbatim, then independently
analyzed by two researchers with assistance by a third (AD, CS
and AK) using a directed content analysis methodology, where
key concepts from existing usability studies of health
information technology methodology were used to inform initial
coding categories [34]. Operational definitions for each category
were determined based on the specific goals of the CDSS. Any
redundant coding categories were collapsed. The analysis of
pharmacist sentiment was categorized as “negative,” “neutral,”
or “positive” in consultation with the research team [60].
Frequency of responses were tabulated first by category, then
by sentiment (NVivo 12.5, QSR International). Interaction with
the iPad was time-stamped to calculate duration spent on each
page of the iPad, periods of pharmacist hesitation, and page
navigation decisions. Responses to survey instruments were
described, and a system usability scale was scored [61].

Level of Acceptance of Clinical Reasoning and Decision
Support
At the completion of all case vignettes, each pharmacist was
shown an overview of the clinical reasoning engine and then
asked to reflect on the logic that informed the recommendation
for each case. To quantify the level of acceptance for the core
set of recommendations generated by the CDSS (self-care
advice, medicines advice, and referral advice), the pharmacist’s
acceptance (accept/not accept) was logged. Additional advice
offered by the pharmacist relating to clinical management was
entered in free-text fields on the iPad.

Results

Pharmacist Interview
All pharmacists completed 5 case vignettes on the Apple iPad.
Pharmacists were exposed to cases in the same order. The total
time taken to role-play all 5 case vignettes (excluding discussion
on decision logic or system improvements) ranged from 14 min
35 seconds (Pharmacist #1) to 28 min 4 seconds (Pharmacist
#2). Case vignettes that included nonserious LBP required less
time (Cases 1 and 2: mean 3 min 40 seconds per case, SD 1 min
8 seconds) than cases that raised suspicion of serious causes of
LBP (Cases 3-5: mean 4 min 46 seconds per case, SD 1 min 23
seconds).

Evaluation of Usability Testing

Coding Categories
A total of 162 statements during the 25 interactions between
pharmacists and “clients” were logged. Nine coding categories
were identified using directed content analysis (Ease-of-use,
Consistency, Visibility, Navigation, Workflow, Content,
Understandability, Clarity, and Acceptance). For final coding,
the categories Navigation and Workflow were merged, and
Understandability was defined under Clarity, which resulted
in seven final categories. Statements were also coded by
sentiment (negative, neutral, or positive). Table 1 describes each
category, with statement frequency and representative examples.
A total of 71 statements related to the CDSS interface, and 91
statements related to clinical information (content) provided by
the CDSS.
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Table 1. Coding categories with statement frequency and representative examples.

Representative coded statements with sentimentSentiment frequencyCoding category with subcategory

TotaldPositivecNeutralbNegativea

Interface

267316Ease-of-use: commentary on the sim-

plicity of operation of the CDSSe
• Negative: (SCREENING page) “It would be a

lot easier if it said, ‘I’ve just got some questions
I want to ask you, and I just go through them
regardless of what you told me.” (Pharmacist
#5)

• Positive: “The App has simple language, it’s
not complicated, not medical, so that it can be
used by everyone. So that’s a good thing.”
(Pharmacist #1)

13472Consistency: commentary on the con-
sistency of visual language or interac-
tion model

• Negative: “I’m pretty sure I did tick ‘history of
malignancy’. I was surprised that when I ticked
that it didn’t do what it did do with Betty.”
(Pharmacist #5)

• Positive: (Reads letter) “OK, so it’s very similar
to the others.” (Pharmacist #3)

16367Visibility: commentary on the visibility
of system capabilities and system status
and navigational cues within the CDSS

• Negative: (ADVICE page) “I didn’t notice this
one. (points to medicine advice)” (Pharmacist
#4)

• Positive: “The prompts are there, so it’s just
something to get used to maneuvering... which
isn’t very difficult because its laid out quite
easily/quite nicely.” (Pharmacist #2)

162122Navigation/workflow: observation and
commentary on progression/sequence
through the CDSS

• Negative: “If we miss one of these pieces of
information, does the App ask us to go back?”
(Pharmacist #1)

• Positive: (HISTORY page) “I really liked this
page. I think it’s easy to go through.” (Pharma-
cist #3)

Clinical information

271296Content: commentary on what informa-
tion is/is not provided by the CDSS

• Negative: (HISTORY page) “Maybe we could
add another icon: ‘Pregnant or Breastfeeding’”
(Pharmacist #4)

• Positive: (ADVICE page) “OK, so it actually
knows it’s sub-therapeutic when I put sub-ther-
apeutic input. That’s very good. That’s very
good.” (Pharmacist #2)

15591Clarity: commentary on the clarity of
the information provided by the CDSS

• Negative: (SCREENING page) “I know that
it’s not an infection because they say, ‘I fell,
and now I’ve got pain’, so it seems like I proba-
bly of shouldn't have asked the questions, but I
still did because it was still there.” (Pharmacist
#5)

• Positive: (MEDICINES page) “...to recommend
Ibuprofen or Aspirin or whatever, then the dose
that’s required. That’s really good. That’s really
good.” (Pharmacist #1)
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Representative coded statements with sentimentSentiment frequencyCoding category with subcategory

TotaldPositivecNeutralbNegativea

• Negative: (ADVICE page) “I’m not sure about
‘stay active’. I’m not sure it’s OK.” (Pharmacist
#1)

• Negative: (ADVICE page) “..and she needs to
see someone – like a specialist in this area to
find out what is the reason – it is good to have
an X-Ray.” (Pharmacist #4)

• Positive: (Reads letter) “OK. So, stay active.
That’s really good.” (Pharmacist #2)

• Positive: (regarding use in practice) “I’d love
it... I like the clinical part of my job. I was
thinking of having something on pain manage-
ment plans.” (Pharmacist #1)

493496Acceptance: commentary on the clini-
cal value of the CDSS recommenda-
tions

aNegative: negative sentiment.
bNeutral: neutral sentiment.
cPositive: positive sentiment.
dTotal: total sentiment count for subcategory.
eCDSS: clinical decision support system.

Pharmacists’Statements Related to Interaction With the
Interface
The categories Ease-of-use and Visibility together accounted
for 59% (42/71) of statements about the interface with a positive
to negative comment ratio of 0.4 (7:16) and 0.4 (3:7),
respectively. The majority of statements with negative sentiment
involved interaction with the screening page (10/27 statements,
Figure 3). The remainder scored with negative sentiment
included comments on layout (eg, button position inconsistent)
or visibility issues (eg, text size too small).

For example, statements with negative sentiment reported during
interaction with the screening page included:

I find this part a bit long. I’m always reading through
it (risk of spinal inflammation) … maybe it’s just me.
Maybe I should just read it properly. [Pharmacist #2]

[reads from iPad] Leg pain with altered sensation or
weakness. So, I guess I didn’t see that part... is there
a reason that that’s here (points to the 2nd column)
– Oh, because it’s not a clinical history, yep.
[Pharmacist #3]

It’s just like you are trying to focus on the patient, so
you are trying to do two things at once. If the patient
was happy for me to pause, ‘cause you feel a bit
awkward, just processing this whilst the patient is in
front of you. [Pharmacist #4]

I think that with this (SCREENING PAGE) is probably
the hardest screen here because, like some of the
questions I knew, like all of the cases so far, I know
that it’s not an infection because they say I fell and
now I’ve got pain, so it seems like I probably of
shouldn’t have asked the questions. [Pharmacist #5]

Statements with positive sentiment for the interface referenced
the simplicity of layout, navigation, and language used (5/16
statements). In addition, statements with positive sentiment
were made regarding integration with the pharmacist’s workflow
(5/16 statements). Pharmacists’ statements relating to the
operation of the CDSS (eg, “so I just press here,” and “then it
comes out of the printer?”) comprised the majority scored with
neutral sentiment (17/28 statements). Queries related to the
operation of the CDSS decreased in frequency as each interview
progressed.
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Figure 3. Clinical decision support system screening page for raising suspicion of a serious cause of low back pain. The “No” response is the default
state.

Pharmacists’Statements Related to Clinical Information
The categories Content and Acceptance together accounted for
84% (76/91) of statements related to clinical information
provided by the CDSS, with a positive to negative comment
ratio of 2.0 (12:6) and 5.7 (34:6), respectively. The remainder
of statements related to Clarity of the clinical information
provided by the CDSS. Statements with negative sentiment for
Content (6/27 statements) included request for items absent
from history (eg, pharmacists wanted to record current level of
pain, whether pregnant or breastfeeding, and history of ulcer).
Statements with negative sentiment for Acceptance (6/49
statements) included disagreement with, or questioning of,
CDSS-generated advice in the categories self-care, medicines,
and referral advice. For example:

Yes, but we always need to do further investigations
to find out… and she needs to see someone – like a
specialist in this area to find out what is the reason
– it is good to have an X-Ray. [Pharmacist #4; case
1: nonserious cause of LBP]

In my practice, a typical customer that you have just
described will usually be on some kind of blood
pressure medication – usually – which is why we
always tend to recommend paracetamol first.
[Pharmacist #5; case 2: recommendation to begin
NSAID therapy]

But, from the other point of view, would that narrow
the amount of medicine that we recommend? So, from
the business-Pharm point of view, would that exclude
a lot of products? [Pharmacist #1; general comment
at end of interview]

Statements with positive sentiment for Content (12/27
statements) included what pharmacists considered to be the
right information displayed at the right time. For example:

This is what's really interesting, is what really gives
this one the meaning – I like the logic behind it.
[Pharmacist #1; reacting to decision for suspicion of
fracture]

Yes, we do need to know this. [Pharmacist #4; points
to increased risk of cancer]

OK, so it actually knows it’s sub-therapeutic when I
put sub-therapeutic input. That’s very good. That’s
very good. [Pharmacist #5]

Statements with positive sentiment for Acceptance (34/49
statements) included commentary on the clinical value of
information generated by the CDSS in areas of self-care,
medicines advice, and referral advice. These statements broadly
reflected agreement with advice generated by the CDSS. For
example:

Most of the time it was very logical, it was very
rational and logical… It leads us to the right decision.
[Pharmacist #1]
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Definitely! Its prompting you to ask questions. I must
admit some of those questions we probably don’t
always ask, but we need to be asking... [Pharmacist
#2]

OK, so just add on (stay active) Yep. OK. Instead of
just seeing the GP straight away. OK. Cool!
[Pharmacist #3; during the selection of self-care
advice]

We excluded some diseases which is good. I found
out that she is not taking enough medicine.
[Pharmacist #4]

Yes, so I would say: using a heat wrap will also help,
and I would say take the Voltaren 2-3 times per day
with food – yes, it says this already! [Pharmacist #5]

Similar to pharmacists’ questions relating to the interface,
comments/questions related to clarification of CDSS-generated
advice were scored with neutral sentiment. This type of question
also decreased in frequency as each pharmacist moved through
the 5 cases.

System Usability Scale
The system usability scale [59,61] was administered to each
participant at the completion of the interview without the
researcher present. Individual usability scores ranged from 82.5
out of 100 to 100 out of 100, which were interpreted as good
to excellent usability, respectively [59]. The overall usability
score was rated as excellent (mean score 92 out of 100, SD 6.5;
90th percentile compared with similar systems).

Level of Acceptance of Clinical Reasoning and Decision
Support
Across the 5 case vignettes, 70 recommendations were generated
by the CDSS related to self-care advice, medicine advice, and
referral advice. Pharmacists accepted 90% (18/20) of self-care
recommendations, 100% (25/25) of medicines recommendations,
and 88% (22/25) of referral recommendations. Of those
accepted, pharmacists added to the advice for 8% (5/65) of the
recommendations generated by the CDSS (eg, Figure 4).

Figure 4. Advice page showing the pharmacist #1 acceptance of self-care advice, the augmentation of medicine advice by the pharmacist (“Also, ADD
PHYSIO CREAM as required”), and the acceptance of referral advice (green arrows and green text box).

Discussion

Principal Findings
A CDSS was developed to enhance pharmacist care of LBP,
underpinned by clinical practice guidelines and informed by a
multidisciplinary team of experts that included consultation
with community pharmacy. Community pharmacists rated the

overall usability of the high-fidelity protype as good to excellent
[59], despite expression of some negative sentiment in relation
to guidance in screening for serious causes of LBP and interface
inconsistency. There was a high level of acceptance for the
advice generated by the CDSS for self-care, medicines, and
referral, with pharmacists augmenting advice for a minority
(5/65) of recommendations.
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Usability
Pharmacists reported a high level of usability based around
simple use of language, logical workflow, brief consultation
time, ability to customize advice, and convenience of a
customized handout for the client. A number of usability issues
were raised with regard to interface including page layout, text
size, and button placement, which will be considered in the next
phase of the CDSS refinement. The screening page (Figure 3)
received the majority of negative comments and may reflect
nonintuitive interaction with the layout of the screening page
and/or lack of familiarity with the screening questions used to
raise suspicion of serious causes of LBP. Although education
for pharmacists in Australia contains topics on symptom
recognition for differential diagnosis [62] and interprofessional
referral [63], pharmacists expressed interest for more training
on this topic, which is consistent with recommendations of
Abdel Shaheed et al [64].

Acceptance of the Clinical Support Provided by the
Clinical Decision Support System
All pharmacists agreed that the information provided by the
CDSS was applicable to the clinical scenarios presented and
could potentially improve client-pharmacist encounters. One
pharmacist disagreed with the messaging to avoid imaging and
preferred to refer to medical care as a first option for nonserious
LBP, but given the small sample, may not be representative of
their peers. Pharmacists also commented that the CDSS helped
them to ask more questions of the client with LBP and increased
management options for LBP beyond their usual advice.
However, it is unclear if the advice delivered by the CDSS in
this setting would be superior to usual pharmacy care for LBP.

Guidance for Pain Management in Community
Pharmacy
Pharmacists commented that they appreciated guidance provided
by the CDSS in relation to management, particularly for options
beyond medicines advice. This aligns with recommendations
of Abdel Shaheed et al [65] and others [11] on the potential
benefit of tools/guidelines to support pharmacists when
managing clients with LBP. Pharmacists also reflected on the
current general lack of guidance to manage pain within
pharmacy compared with the promotion and availability of
management tools for other health conditions [5,7,8,14,66].
This view is consistent with results from a recent study by Abdel
Shaheed et al [65] who found that pharmacists were receptive
to implementing a disease state management program for LBP.
One area highlighted by pharmacists was the lack of operational
knowledge in relation to screening clients for serious causes of
LBP, which has been highlighted previously [18]. Abdel
Shaheed et al also found that pharmacists had both the
willingness and capacity to increase knowledge in this area
[32,64]. One goal of a training module integrated into the next
version of the CDSS would be to empower the pharmacist with
the skillset to raise suspicion of potentially serious underlying
pathology, then inform clients of options for prompt medical
review [43,45].

Limitations
The small sample size may not be adequate to capture the full
range of pharmacists’views or usability issues thus limiting the
generalizability of the results [67], particularly with regard to
the level of acceptance. However, the sample size was
appropriate for this stage of CDSS development [34,51]. That
is, it was sufficient to identify major usability issues (eg, when
screening for risk of serious disease), that the CDSS interface
could be navigated with minimal training, and that decisions
generated were logical and easy for the pharmacist to apply (in
a simulated scenario). The method used to assess usability (think
aloud with active intervention) may have enhanced task
performance through researcher-induced bias [68] but allowed
greater insight into the sections of the CDSS that required further
development [52]. Another source of bias that may have
enhanced task performance was the nonrandomized order of
cases (case complexity was greater later in interview). This
stage of CDSS development was to finalize design elements in
the community pharmacy setting before testing with real clients
[34]. In its current design, the CDSS does not integrate with
existing electronic record systems in pharmacy, which would
be necessary before advanced testing and would increase the
chance of adoption by pharmacists [69]. One approach would
be integration with existing disease state management systems
[70], which was also suggested by pharmacists during testing.

Comparison With Prior Work
This CDSS is the first tool that the authors are aware of to assist
community pharmacists in first-line care for people with LBP.
Other electronic decision support systems have been targeted
at the primary care setting for the management of LBP [25] and
chronic pain [26,27]. This CDSS differs from existing systems
in that it aims to empower the pharmacist to offer
evidence-based first-line care beyond medicines advice, and
stepped referral options to allied health, primary, or emergency
care based on presentation or symptom progression. The
opportunity to enhance the pharmacist-client interaction,
identified as lacking in other systems [27,71], has been built
into this CDSS by allowing the pharmacist to modify
management advice then provide a customized handout for the
client.

Future Direction
The next phase is to modify the CDSS with lessons learned
from this usability study, then reevaluate during the next level
of system development (integration with clients into the
pharmacy setting) [34]. The CDSS will also be evaluated with
respect to the credibility of advice and satisfaction with care
from the perspective of clients with LBP. An education module
on the evidence-based management of LBP could be delivered
to pharmacists in conjunction with training for the CDSS, which
would assist with knowledge of screening for pathology and
give context to the guideline-based care options suggested by
the CDSS. Future studies may establish if pharmacist training
during the use of a CDSS within the clinical encounter improves
both pharmacist and pharmacy client satisfaction with care.
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Conclusions
Despite many years of clinical guidelines for the management
of LBP, significant evidence-to-practice gaps remain. This
CDSS has been designed to provide a unique opportunity for

community pharmacists to provide simple evidence-based advice
for clients who present with LBP. Importantly the CDSS offers
key messages of reassurance, to remain active, to use medicines
appropriately, and to avoid inappropriate imaging.
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Abstract

Background: The electronic health record sharing system (eHRSS) was implemented as a new health care delivery platform
to facilitate two-way communication between the public and private sectors in Hong Kong.

Objective: This study aimed to investigate the perceptions of and factors associated with the adoption of eHRSS among patients,
the general public, and private physicians.

Methods: Telephone interviews were conducted in 2018 by using a simple random sampling strategy from a list of patients
who had enrolled in the eHRSS and a territory-wide telephone directory for nonenrolled residents. We completed 2000 surveys
(1000 each for enrolled and nonenrolled individuals). Private physicians completed self-administered questionnaires, including
762 valid questionnaires from 454 enrolled physicians and 308 nonenrolled physicians.

Results: Most participants (707/1000, 70.70%) were satisfied with the overall performance of the eHRSS. Regarding registration
status, most nonenrolled patients (647/1000, 64.70%) reported that “no recommendation from their physicians and family members”
was the major barrier, whereas more than half of the physicians (536/1000, 53.60%) expressed concerns on “additional workload
due to use of eHRSS.” A multivariate regression analysis showed that patients were more likely to register when they reported
“other service providers could view the medical records” (adjusted odds ratio [aOR] 6.09, 95% CI 4.87-7.63; P<.001) and “friends’
or family’s recommendation or assistance in registration” (aOR 3.51, 95% CI 2.04-6.03; P=.001). Physicians were more likely
to register when they believed that the eHRSS could improve the quality of health care service (aOR 4.70, 95% CI 1.77-12.51;
P=.002) and were aware that the eHRSS could reduce duplicated tests and treatments (aOR 4.16, 95% CI 1.73-9.97; P=.001).

Conclusions: Increasing the possibility of viewing patients' personal medical record, expanding the sharable data scope for
patients, and highlighting the benefits of the system for physicians could be effective to enhance the adoption of the eHRSS.

(JMIR Med Inform 2020;8(5):e17452)   doi:10.2196/17452
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Introduction

Background
Health information technologies, such as electronic health record
systems (eHRs), are considered to be critical in transforming
health care delivery in terms of improving quality and efficiency
[1,2]. In the past decade, eHRs have been launched and
implemented in Western countries [3,4]. It was recognized that
more extensive adoption of eHRs is effective in reducing
medical errors and health care costs, enhancing medical efficacy,
and improving health care delivery [5,6]. Nevertheless, the
factors associated with the adoption of eHRs remained unknown,
especially in Asian regions [7,8].

In Hong Kong, the Public Private Interface-electronic Patient
Record (PPI-ePR) program was introduced by the hospital
authority (HA) in 2006 as a new electronic platform to enhance
data exchange between the public and private sectors [9]. It was
the first step toward the vision to develop a territory-wide
electronic health record sharing system (eHRSS) that provides
a backbone to develop a two-way eHRSS and facilitates better
communication between public and private health care services
[10]. The eHRSS is a territory-wide health record platform
funded by the Food and Health Bureau. The Information and
Technology and Health Informatics Department of the HA
assisted the government to develop and operate the system as
a technical agency. Unlike the mandatory or opt-out enrollment
models in similar health record sharing systems in other
countries, for example, Denmark, the United Kingdom, or
Canada, participation in the eHRSS is opt-in and on a voluntary
basis for both patients and health care providers (HCPs).

The eHRSS was launched in March 2016. As of March 2019,
over 1,000,000 patients, 47,000 HCPs, all private hospitals (12),
and over 1400 HCPs from private sectors, including various
types of clinics, elderly homes, and welfare organizations, have
enrolled in the eHRSS [11]. With the satisfactory enrollment
rates in general, it is an appropriate time to review the current
state of the system and areas of enhancement after 3 years of
its implementation.

Objectives
This study aimed to investigate the factors associated with
registration and adoption of the system among patients and
physicians and to examine the awareness, acceptance, perceived
benefits, and possible improvements of the eHRSS within the
dual health care system of Hong Kong.

Methods

Recruitment
Telephone-based interviews were conducted among enrolled
patients and nonenrolled residents. The survey on users was
based on a list of enrolled patients provided by the HA, whereas
nonusers were selected from the Hong Kong Telephone
Directory, which consists of approximately 99% of land-based
telephone lines. A simple random sampling methodology was
adopted, and computer-generated numbers were used for subject
recruitment. We assumed 65.0% as the proportion in all the

outcomes. A sample size of approximately 972 enrolled
participants will achieve a precision level of 0.03 from the

following formula: , where p=proportion of outcomes.
Therefore, we aimed to achieve at least 1000 successful,
complete patient surveys each for enrolled and nonenrolled
individuals. Assuming a refusal rate of 30%, we made more
than 1500 attempts of telephone calls to complete 2000
successful surveys. The response rate was 66.67% (1000/1500)
and 60.90% (1000/1642) for enrolled and nonenrolled
participants, respectively.

For physician surveys, self-administered questionnaires were
conducted among private physicians. Postal addresses of public
institutions, nongovernment organizations, or universities were
excluded. A list of all enrolled physicians in Hong Kong was
provided by the electronic health record office. The response
rate of physicians in previous surveys was as low as 5% [12].
To enhance the response rate, one continuous medical education
(CME) point was awarded through the Hong Kong Medical
Council to each completed physician response. A total of 4340
invitations were sent to private physicians through various
channels, including postage, fax lines, email addresses, phone
calls, lunchtime seminar programs, and high-concentration
buildings where private physicians’ practices are located. In
total, 762 valid questionnaires were received, consisting of 454
enrolled and 308 nonenrolled physicians. The overall response
rate was 17.56% (762/4340).

Survey Instruments
Survey items included enablers and barriers of registration in
the eHRSS; the awareness, acceptance, and perceived benefits;
reasons for not using the eHRSS after enrollment; and areas for
service improvement. The patient and physician surveys were
designed by an academic physician with relevant experience in
studies related to the eHRSS and extensive expertise in clinical
and public health research. The questionnaires drafted were
validated by an expert panel of epidemiologists, physicians,
nursing professionals, public health practitioners, and
academicians. Both surveys were pilot-tested on 20 physicians
and 20 patients, respectively, for feasibility and item
comprehensiveness. The surveys were available in both Chinese
and English versions. All surveys were anonymous. Consent
was sought verbally through telephone surveys for patients and
by participants’ signature through fax or postal surveys for
private physicians.

Statistical Analysis
All surveys were checked for completeness and the presence
of participant consent. Data entry and analysis were performed
using SPSS version 21.0 (IBM Corporation). A random check
was conducted to examine the validity, quality, and accuracy
of data. A descriptive analysis was performed, and the outcome
variables were expressed as proportions. Two binary logistic
regression models were constructed for physicians and patients.
The first was to examine the predictors of registration (vs no
registration), and the second was to evaluate active use (vs
inactive use) of the eHRSS after registration. The predictors
included (1) sociodemographic factors, (2) perceived usefulness
and perceived ease of use based on the technology acceptance
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model [13], and (3) cues to action based on variables pertinent
to the health belief model [14]. All P values ≤.05 were regarded
as statistically significant. Variance inflation factors were
calculated before the regression analysis. In patients’ analysis,
4 variables related to “perceived usefulness” were excluded
because of multicollinearity, including “Keep my medical
records up-to-date,” “Not necessary to bring my medical report,”
“Reduce my repeated checking and information provision,” and
“Physicians can get accurate and comprehensive information.”
Besides, 2 interactions were found to be significant, that is,
“souvenirs as an incentive” interacted with “friends’ or family’s
recommendation or assistance in registration” and “the
physician’s advice or assistance in registration” interacted with
“friends’ or family’s recommendation or assistance in
registration.” Finally, structural equation modeling (SEM) was
adopted to study predictors of patients’ registration.

Results

Patient Surveys

Sociodemographic Characteristics
There were more females than males in the enrolled group
(426/1000, 42.60% vs 574/1000, 57.40%) and nonenrolled
group (332/1000, 33.20% vs 668/1000, 66.80%). Among the
enrollees, the majority were aged between 61 and 70 years

(291/1000, 29.10%), followed by 71 years or older (282/1000,
28.20%), and between 51 and 60 years (185/1000, 18.50%).
Age distributions were similar in nonenrollees, with most aged
between 61 and 70 years (234/1000, 23.40%), 71 years or older
(229/1000, 22.90%), and between 51 and 60 years (214/1000,
21.40%; Table 1).

Channels of Awareness
Approximately half of the enrolled patients learned about the
system from others (487/1000, 48.70%), including hospitals,
clinics, health centers, district council members, and social
workers. Among them, 31.80% (318/1000) learned about the
system from posters or leaflets. Most nonenrollees learned about
the eHRSS from television or magazine advertisements
(782/1000, 78.20%) and friends and family members (165/1000,
16.50%; Multimedia Appendix 1).

Reasons for No Registration
The majority of nonenrollees (strongly agree or agree: 647/1000,
64.70%) agreed that no recommendations given from their
physicians was the major barrier. In addition, approximately
half of them (strongly agree or agree: 517/1000, 51.70%)
expressed that they only visited one medical professional, and
hence, registration was not required. More than one-third of
them expressed concerns about the security of personal data
and privacy (strongly agree or agree: 480/1000, 48.00%).
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Table 1. Sociodemographic characteristics of patients (N=2000).

P valueaTotal, n (%)Nonenrollee (n=1000), n (%)Enrollee (n=1000), n (%)Variables

<.001Gender

758 (37.9)332 (33.2)426 (42.6)Male

1242 (62.1)668 (66.8)574 (57.4)Female

<.001Age (years)

87 (4.4)60 (6.0)27 (2.7)18-30

177 (8.9)107 (10.7)70 (7.0)31-40

251 (12.6)150 (15.0)101 (10.1)41-50

399 (20.0)214 (21.4)185 (18.5)51-60

525 (26.3)234 (23.4)291 (29.1)61-70

511 (25.6)229 (22.9)282 (28.2)≥71

50 (2.5)6 (1.0)44 (4.4)Refused to answer

.001Education

172 (8.6)80 (8)92 (9.2)No schooling or preschool education

505 (25.3)235 (23.5)270 (27.0)Primary education

299 (15.0)135 (13.5)164 (16.4)Junior high school

585 (29.3)316 (31.6)269 (26.9)High school

91 (4.6)53 (5.3)38 (3.8)Nondegree tertiary education

275 (13.8)155 (15.5)120 (12.0)Tertiary education

10 (0.5)6 (1.0)4 (0)Others

63 (3.2)20 (2.0)43 (4.3)Refused to answer

.002Occupation

642 (32.1)350 (35.0)292 (29.2)Full time or part time

17 (0.9)10 (1.0)7 (1.0)Job-waiting

805 (40.3)362 (36.2)443 (44.3)Retirement

444 (22.2)238 (23.8)206 (20.6)Houseworker

30 (1.5)17 (1.7)13 (1.3)Student

24 (1.2)22 (2.2)2 (0)Others

38 (1.9)1 (0)37 (3.7)Refused to answer

<.001Household income

198 (9.9)94 (9.4)104 (10.4)<2000

210 (10.5)65 (6.5)145 (14.5)2000-3999

105 (5.3)38 (3.8)67 (6.7)4000-5999

44 (2.2)23 (2.3)21 (2.1)6000-7999

39 (2.0)28 (2.8)11 (1.1)8000-9999

131 (7)60 (6.0)71 (7.1)10,000-14,999

113 (5.7)63 (6.0)50 (5.0)15,000-19,999

155 (7.8)82 (8.2)73 (7.3)20,000-24,999

92 (4.6)57 (5.7)35 (3.5)25,000-29,999

135 (6.8)81 (8.1)54 (5.4)30,000-39,999

83 (4.2)40 (4.0)43 (4.3)40,000-59,999

73 (3.7)25 (2.5)48 (4.8)≥60,000

622 (31.1)344 (34.4)278 (27.8)Refused to answer
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P valueaTotal, n (%)Nonenrollee (n=1000), n (%)Enrollee (n=1000), n (%)Variables

<.001Joined the public private interface electronic patient record program

29 (1.5)9 (1.0)20 (2.0)Yes

1937 (96.9)985 (98.5)952 (95.2)No

34 (1.7)6 (1.0)28 (2.8)Refused to answer

<.001Required regular follow-up consultation

876 (43.8)274 (27.4)602 (60.2)Yes

1109 (55.5)719 (71.9)390 (39.0)No

15 (0.8)7 (1.0)8 (1.0)Refused to answer

aProportions were compared by using chi-square tests.

Reasons for Not Using the System After Registration
For the enrollees who did not use the system (498 out of 1000),
the reasons they did not do so after registration were “they were
not sick after participation” (strongly agree or agree: 221/498,
45.5%), “they only went to one place to see a physician”
(strongly agree or agree: 240/498, 49.4%), and “they did not
tell the physician that they had registered (strongly agree or
agree: 115/498, 23.8%).

Level of Satisfaction Among the Patients
Most enrollees were satisfied with the eHRSS, with 70.70%
(707/1000) of the enrollees reporting that they were satisfied
or strongly satisfied. Regarding the registration process, 91.20%
(912/1000) of the enrollees reported that they were satisfied or
strongly satisfied with the registration procedures and
registration methods.

Perceived Areas for Future Improvement
Most of the enrollees suggested that they should be able to
access their medical records through the system (30/124, 24.2%)

and more sharable information (32/124, 25.8%). Others
recommended that the system should be designed in a more
comprehensive and user-friendly manner (23/124, 18.6%),
involve the participation of more physicians (16/124, 12.9%),
and increase publicity (10/124, 8.1%; Multimedia Appendix 2).

Factors Associated With Registration and Usage
Regarding the status of registration (Table 2), patients were
more likely to register when they (1) were in the highest
household income group (HK $60,000 [US $7696] or above;
reference: income <14,999 [US $1924]; aOR 2.28, 95% CI
1.17-4.46; P=.02), (2) needed regular clinic follow-up (aOR
3.49, 95% CI 2.70-4.50; P<.001), (3) reported “other service
providers could view the medical records” (aOR 6.09, 95% CI
4.87-7.63; P<.001) as perceived usefulness of the eHRSS, and
(4) reported “friends’or family’s recommendation or assistance
in registration” (aOR 3.51, 95% CI 2.04-6.03; P=.001) as one
of the cues to action.
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Table 2. Factors associated with the status of registration and usage of the system among patients.

Usage of the systemStatus of registrationVariables

P valueaOR (95% CI)P valueAdjusted odds ratio (aOR; 95% CI)

Gender

N/A1 (Ref)N/Ab1 (Refa)Male

.291.18 (0.87-1.59).0080.71 (0.55-0.91)Female

Age (years)

N/A1 (Ref)N/A1 (Ref)18-40

.161.20 (0.82-3.27).991.00 (0.66-1.51)41-60

.081.73 (0.93-3.19).321.28 (0.79-2.06)≥61

Education

N/A1 (Ref)N/A1 (Ref)Primary or below

.890.98 (0.69-1.37).790.96 (0.72-1.29)Secondary

.451.22 (0.73-2.02).790.94 (0.62-1.43)Tertiary or above

Occupation

N/A1 (Ref)N/A1 (Ref)Working (full time or part time)

.811.05 (0.70-1.56).060.72 (0.52-1.01)Not working (searching for a job,
retired, houseworker, or student)

Household income (HK $)

N/A1 (Ref)N/A1 (Ref)≤14,999 (US $1924)

.110.70 (0.45-1.08).030.67 (0.47-0.97)15,000-24,999 (US $3207)

.170.68 (0.39-1.19).040.61 (0.38-0.97)25,000-59,999 (US $7696)

.040.46 (0.21-0.97).022.28 (1.17-4.46)≥60,000 (US $7696)

.360.84 (0.57-1.22).180.81 (0.59-1.10)Refused to answer

Joined the public private interface electronic patient record program

N/A1 (Ref)N/A1 (Ref)No

.441.46 (0.56-3.81).182.01 (0.72-5.57)Yes

Required regular follow-up

N/A1 (Ref)N/A1 (Ref)No

.0021.65 (1.20-2.26)<.0013.49 (2.70-4.50)Yes

Perceived usefulness

<.0011.71 (1.31-2.23)<.0016.09 (4.87-7.63)Other medical service providers can
view the medical records

Cues to action

<.0014.80 (2.72-8.48).071.66 (0.97-2.84)Souvenir

<.0012.07 (1.43-2.98).0013.51 (2.04-6.03)Friends’ or family’s recommenda-
tion or assistance in registration

.0041.52 (1.14-2.02).271.25 (0.85-1.84)Doctor’s advice or assistance in
registration

Interaction effects

<.0010.64 (0.54-0.77)<.0010.77 (0.66-0.89)Interaction 1c

.040.91 (0.84-1.00)<.0010.72 (0.63-0.81)Interaction 2d

aRef: reference group in the regression analysis.
bN/A: not applicable.
cSouvenirs and friends’ or family’s recommendation or assistance in registration.
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dDoctor’s advice or assistance in registration and friends’ or family’s recommendation or assistance in registration.

Regarding the usage of the system (Table 2), enrollees were
more likely to use the system when they (1) needed regular
follow-up (aOR 1.65, 95% CI 1.20-2.26; P=.002), (2) reported
that other service providers could view the medical records
(aOR 1.71, 95% CI 1.31-2.23; P<.001), (3) reported physicians’
advice or assistance in registration (aOR 1.52, 95% CI 1.14-2.02;
P=.004), (4) reported friends’ or family’s recommendation or
assistance in registration (aOR 2.07, 95% CI 1.43-2.98; P<.001),
and (5) were provided with souvenirs (aOR 4.80, 95% CI
2.72-8.48; P<.001). The effect size of the souvenir is among
the largest, followed by friends’ or family’s recommendation
and the needs of regular follow-up.

SEM was adopted to study the predictors of patients’ registration
(Multimedia Appendix 3). In this model, associations of
observed variables to the latent variables were strong. The 2
observed variables, “friends’ or family’s recommendation or
assistance” and “the physician’s advice or assistance,” had factor
loadings of 0.79 and 0.66, respectively, with cues to action

(latent variable). The other 4 observed variables, “reduce my
repeated checking and information provision,” “keep my
medical records up-to-date,” “doctors can get accurate and
comprehensive information,” and “other HCPs can read my
medical records,” had factor loadings between 0.93 and 0.99
with perceived benefits (latent variable). Cues to actions
influenced perceived benefits with a magnitude of 0.35, and
perceived benefits determined the status of registration with a
magnitude of 0.38.

Physician Surveys

Sociodemographic Characteristics
There were more male than female participants among the
enrollees (314/454, 69.2% vs 105/454, 23.1%) and nonenrollees
(216/308, 70.1% vs 64/308, 20.8%). In general, the enrollees
(271/454, 59.7%; aged between 41 and 60 years) were younger
than the nonenrollees (127/308, 41.2%; aged 61 years or older;
Table 3).
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Table 3. Sociodemographic characteristics of physicians (N=762).

P valueaTotal, n (%)Nonenrollee (n=308), n (%)Enrollee (n=454), n (%)Variables

.51Gender

530 (69.6)216 (70.1)314 (69.2)Male

169 (22.2)64 (20.8)105 (23.1)Female

63 (8.3)28 (9.1)35 (7.7)Missing

<.001Age (years)

3 (0.4)0 (0)3 (0.7)≤30

61 (8.0)14 (4.5)47 (10.4)31-40

183 (24.0)61 (19.8)122 (26.9)41-50

235 (30.8)86 (27.9)149 (32.8)51-60

229 (30.1)127 (41.2)102 (22.5)≥61

51 (6.7)20 (6.5)31 (6.8)Missing

<.001Years of practice

4 (0.5)0 (0)4 (0.9)≤4

15 (2.0)3 (1.0)12 (2.6)5-9

157 (20.6)50 (16.2)107 (23.6)10-19

182 (23.9)62 (20.1)120 (26.4)20-29

348 (45.7)170 (55.2)178 (39.2)≥30

56 (7.3)23 (7.5)33 (7.3)Missing

<.001Type of institution

403 (52.9)180 (58.4)223 (49.1)Solo practice

220 (28.9)70 (22.7)150 (33.0)With partners or group practice

44 (5.8)13 (4.2)31 (6.8)Private hospital

33 (4.3)14 (4.5)19 (4.2)Others

62 (8.1)31 (10.1)31 (6.8)Missing

.006Specialty

203 (26.6)95 (30.8)108 (23.8)Nil

3 (0.4)2 (0.6)1 (0.2)Anesthesiology

5 (0.7)2 (0.6)3 (0.7)Community medicine

4 (0.5)1 (0.3)3 (0.7)Emergency medicine

108 (14.2)29 (9.4)79 (17.4)Family medicine

79 (10.4)18 (5.8)61 (13.4)Internal medicine

47 (6.2)23 (7.5)24 (5.3)Obstetrics and gynecology

20 (2.6)7 (2.3)13 (2.9)Ophthalmology

29 (3.8)9 (2.9)20 (4.4)Orthopedics and traumatology

14 (1.8)6 (1.9)8 (1.8)Otorhinolaryngology

45 (5.9)21 (6.8)24 (5.3)Pediatrics

3 (0.4)2 (0.6)1 (0.2)Pathology

32 (4.2)24 (7.8)8 (1.8)Psychiatry

11 (1.4)7 (2.3)4 (0.9)Radiology

64 (8.4)16 (5.2)48 (10.6)Surgery

62 (8.1)27 (8.8)35 (7.7)Others

60 (7.9)25 (8.1)35 (7.7)Missing
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P valueaTotal, n (%)Nonenrollee (n=308), n (%)Enrollee (n=454), n (%)Variables

<.001Joined the public private interface electronic patient record program

405 (53.1)50 (16.2)355 (78.2)Yes

336 (44.1)251 (81.5)85 (18.7)No

21 (2.8)7 (2.3)14 (3.1)Missing

aProportions were compared by using chi-square tests.

Channels of Awareness
Approximately 39.4% (179/454) of the enrollees were aware
of the system from peers in the health care sector, followed by
practice clinics (174/454, 38.3%) and government-subsidized
programs (119/454, 26.2%). For the 284 nonenrolled physicians
who were aware of the system, the modes of receiving the
information were as follows: mainly from peers in the health
care sector (136/284, 47.9%), television or magazine
advertisements (92/284, 32.4%), and posters or website (87/284,
30.6%; Multimedia Appendix 4).

Reasons for No Registration
More than half of the participants expressed concerns about the
additional workload (strongly agree or agree: 166/308, 53.6%),
whereas 45.5% (140/308) perceived the enrollment procedures
to be complicated.

Reasons for Not Using the System After Registration
In addition, 6.8% (31/454) of enrollees did not access any
patients’ medical record after the registration. Among them,
42% (13/31) stated that there was no clinical indication for
accessing the data, followed by technical issues such as
forgetting the log-in password (6/31, 19%) and “patients not
using the system” or “patients did not inform their registration
status” (6/31, 19%).

Level of Satisfaction Among the Physicians
Most enrollees were satisfied with the system, with 50.2%
(228/454) and 7.7% (35/454) of the enrollees reporting being
“satisfied” and “strongly satisfied,” respectively. A similar level
of satisfaction was observed for “Instructions for use” (satisfied:
200/454, 44.1%; strongly satisfied: 35/454, 7.7%) and
“compatibility of Web browser” (satisfied: 196/454, 43.2%;
strongly satisfied: 34/454, 7.5%).

Perceived Areas for Future Improvement
Simplification of the enrollment process (enrollees: 190/454,
41.9%; nonenrollees: 166/308, 53.9%), provision of technical
support (enrollees: 157/454, 34.6%; nonenrollees: 161/308,
52.3%), and improvement of interface friendliness (enrollees:
197/454, 43.4%; nonenrollees: 136/308, 44.2%) were the most
commonly chosen options among physicians. Notably, over
half of the enrollees (268/454, 59.0%) suggested to expand the
sharable data scope (Multimedia Appendix 5), and the radiology
image was the most commonly chosen option (enrollees:
335/454, 73.8%; nonenrollees: 231/308, 75%; Multimedia
Appendix 6).

Perceived Strategies to Increase the Awareness
Traditional channels such as “television or newspaper or
magazine advertisement” (enrollees: 259/454, 57.1%;
nonenrollees: 112/308, 57.1%), academic publications such as
medical newsletters and journals (enrollees: 168/454, 37%;
nonenrollees: 161/308, 52.3%), and new media including
website or social media (enrollees: 194/454, 42.7%;
nonenrollees: 112/308, 36.4%) were perceived as effective
strategies among the physician participants (Multimedia
Appendix 7).

Factors Associated With Registration and Usage
Physicians were more likely to register for the eHRSS when
they (1) had previously joined PPI-ePR (aOR 69.20, 95% CI
31.41-152.45; P<.001), (2) believed that it could improve the
quality of health care service (aOR 4.70, 95% CI 1.77-12.51;
P=.002), or (3) were aware that it could reduce duplicated tests
and treatments (aOR 4.16, 95% CI 1.73-9.97; P=.001; Table
4).
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Table 4. Factors associated with the status of registration among physicians.

P valueAdjusted odds ratio (95% CI)P valueCrude odds ratio (95% CI)Variables

Gender

N/A1 (Ref)N/Ab1 (Refa)Male

.721.15 (0.54-2.42).511.13 (0.79-1.61)Female

Age (years)

N/A1 (Ref)N/A1 (Ref)≤40

.150.41 (0.12-1.37).040.52 (0.28-0.97)41-60

.060.25 (0.06-1.09)<.0010.22 (0.12-0.43)≥61

Types of medical practice

N/A1 (Ref)N/A1 (Ref)Solo

.731.13 (0.57-2.25).0021.73 (1.22-2.44)With partner or group

.212.54 (0.60-10.81).061.92 (0.98-3.79)Private hospital

.292.18 (0.52-9.20).801.10 (0.53-2.25)Others

Years of practice

N/A1 (Ref)N/A1 (Ref)≤9

.981.03 (0.09-11.28).130.38 (0.11-1.33)10-29

.770.69 (0.06-8.28).010.20 (0.06-0.69)≥30

Joined the public private interface electronic patient record program

N/A1 (Ref)N/A1 (Ref)No

<.00169.20 (31.41-152.45)<.00120.97 (14.27-30.81)Yes

Perceived ease of use

Timely access

N/A1 (Ref)N/A1 (Ref)Disagree or strongly disagree

.232.03 (0.64-6.46).201.51 (0.80-2.84)Neutral

.062.67 (0.97-7.34)<.0013.48 (2.00-6.05)Agree or strongly agree

.0010.03 (0.01-0.24).030.27 (0.08-0.90)Not applicable

Cues to action

As required by subsidized program

N/A1 (Ref)N/A1 (Ref)Disagree or strongly disagree

.020.31 (0.12-0.86).020.53 (0.32-0.89)Neutral

.120.49 (0.20-1.20).0060.50 (0.31-0.82)Agree or strongly agree

.341.72 (0.56-5.25).071.69 (0.95-2.99)Not applicable

Perceived benefits

Quality improvement

N/A1 (Ref)N/A1 (Ref)No

.531.36 (0.52-3.60).480.79 (0.42-1.50)Maybe

.0024.70 (1.77-12.51)<.0015.10 (2.75-9.44)Yes

Comprehensiveness

N/A1 (Ref)N/A1 (Ref)No

.370.70 (0.32-1.53)<.0012.19 (1.59-3.01)Yes

Reduction of errors

N/A1 (Ref)N/A1 (Ref)No

.180.57 (0.25-1.30)<.0011.97 (1.44-2.70)Yes
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P valueAdjusted odds ratio (95% CI)P valueCrude odds ratio (95% CI)Variables

Reduction of duplicates

N/A1 (Ref)N/A1 (Ref)No

.0014.16 (1.73-9.97)<.0013.87 (2.72-5.51)Yes

Accuracy and timely access

N/A1 (Ref)N/A1 (Ref)No

.161.77 (0.79-3.94)<.0012.52 (1.85-3.44)Yes

Disease surveillance and monitoring

N/A1 (Ref)N/A1 (Ref)No

.711.17 (0.52-2.63).021.48 (1.06-2.08)Yes

aRef: reference group in the regression analysis.
bN/A: not applicable.

Regarding the usage of the system (Table 5), insignificant results
were observed for all variables in the multivariate logistic
regression model. Therefore, a univariate analysis was
performed to study their likelihood to use the system. Variables
were reported when their P values were ≤.20. From Table 5,
we can observe that physicians are more likely to use the system
when they (1) have previously joined PPI-ePR (crude odds ratio

[COR] 6.58, 95% CI 3.05-14.17; P<.001), (2) agreed that
meeting patients’ request was a reason for enrolling in the
eHRSS (COR 3.21, 95% CI 1.05-9.84; P=.04), (3) believed that
the system could improve the quality of health care service
(COR 5.34, 95% CI 1.35-21.04; P=.02), or (4) were aware that
the system could reduce duplicated tests and treatments (COR
3.11, 95% CI 1.38-7.04; P<.006).
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Table 5. Factors associated with the usage of system among physicians.

P valueCrude odds ratio (95% CI)Variables

Gender

N/Ab1 (Refa)Male

.100.52 (0.24-1.14)Female

Joined the public private interface electronic patient record program

N/A1 (Ref)No

<.0016.58 (3.05-14.17)Yes

Perceived ease of use

Timely access

N/A1 (Ref)Disagree or strongly disagree

.771.25 (0.29-5.44)Neutral

.063.57 (0.95-13.45)Agree or strongly agree

Instruction of use

N/A1 (Ref)Disagree or strongly disagree

.210.44 (0.12-1.59)Neutral

.192.75 (0.60-12.61)Agree or strongly agree

Compatibility of web browser

N/A1 (Ref)Disagree or strongly disagree

.440.65 (0.22-1.94)Neutral

.102.88 (0.81-10.23)Agree or strongly agree

Cues to action

N/A1 (Ref)Patients’ request

.511.50 (0.45-4.98)Disagree or strongly disagree

.043.21 (1.05-9.84)Neutral

.160.31 (0.06-1.56)Agree or strongly agree

Perceived benefits

Quality improvement

N/A1 (Ref)No

.025.34 (1.35-21.04)Yes

Reduction of duplicates

N/A1 (Ref)No

.0063.11 (1.38-7.04)Yes

Disease surveillance and monitoring

N/A1 (Ref)No

.160.58 (0.27-1.24)Yes

aRef: reference group in the regression analysis.
bN/A: not applicable.

Discussion

Principal Findings
Overall, both patients and physicians were satisfied with the
eHRSS. Nonenrolled patients were aware of the system mainly
from traditional communication channels (television or
magazine advertisements), whereas nearly half of the enrolled

patients learned about it via hospitals or clinics, community
centers, district council members, and social workers. Physicians
learned about the eHRSS from their peers in the health care
sector. The most important factor hindering system enrollment
of nonenrolled patients was the absence of recommendations
from their physicians. In addition, they only visited one medical
physician, and hence, registration in the system was not needed.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e17452 | p.156http://medinform.jmir.org/2020/5/e17452/
(page number not for citation purposes)

Wong et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Nonenrolled physicians were concerned about the potential
increase of workload after registration and perceived the
enrollment procedure as complicated. Patients did not use the
system after registration mostly because they had no such need
or opportunity, whereas enrolled physicians did not utilize the
system as they did not perceive any clinical indication for data
access.

Explanation of Findings and Comparison With Prior
Work
The survey findings reported the factors that hindered enrollment
among patients. The most significant factor was the absence of
recommendations from their physicians. Previous literature has
demonstrated that people who appear to have authority can help
a person make a particular decision [15]. Other factors included
concerns about personal data and privacy issues, and the
uncertainty about benefits of the system. The main reasons for
not registering among physicians included perceived additional
workload and complicated enrollment procedures. Evidence
showed perceived workload and ease of use for a system was
positively associated with its adoption [16,17]. Physicians were
more likely to register when they thought that the system would
improve health care quality and reduce the duplication of work,
which was consistent with our findings [18]. Two reasons for
not using the system among the enrolled patients were that there
was no registration among physicians and that they did not
inform the physicians that they had registered. As for those
enrolled physicians who did not access the medical records via
the system after registration, technical issues such as forgetting
the log-in password were among the major reasons, and this
observation is consistent with previous results [17].

Some studies have been performed on eHRs in Western
countries, including the United Kingdom, the United States,
and Canada [19,20]. For instance, in England, a multilevel case
study with 216 participants consisting of patients, clinical staff,
and project managers was conducted to investigate the use of
personal electronic health records in 2010 [21]. The results
showed that most of the participants perceived it neither useful
nor easy to use. Nevertheless, the researchers in this case study
also acknowledged that these findings should be interpreted
with caution given the small sample size. As for the United
States, there were 54% of physicians who adopted the eHRs in
2011 [22]. Most of the physicians who adopted an eHRs reported
being satisfied with their system. Approximately half of the
users agreed that the system could improve patient care.
Perceived management support, provider involvement, and
adequate training were the main facilitators, whereas perceived
lack of usefulness and provider autonomy were the major
barriers in its adoption [16]. A cross-sectional study among
Canadian medical practitioners, involving 102 users and 83
nonusers, found that perceived ease of use was the strongest
facilitator for eHRs use, whereas usefulness and ease of use
were the main factors influencing system adoption among
nonusers [23]. Although Asian countries or regions such as
Japan, Taiwan, and Singapore have initiated the development
of eHRs, there was a lack of studies on perceptions, awareness,
and factors of adoption of the system [24].

Strengths and Limitations
This study has comprehensively evaluated the perceptions,
acceptance, and factors of eHRSS adoption, which has been
implemented in Hong Kong since 2016. Although the benefits,
facilitators, and barriers of eHRs have been widely discussed
in Western countries, including the United Kingdom [21],
Canada [23], and the United States [22], in the past decade,
much effort is needed in Asian cities where eHRs were generally
established in the past few years [24,25]. Meanwhile, previous
studies mainly focused on either patients’ or physicians’
perspectives [26,27]. Our study included perceptions among
enrolled patients, nonenrolled patients, enrolled physicians, and
nonenrolled physicians. In addition, an updated patient list that
contained enrolled patients and a territory-wide telephone
directory for nonenrolled patients were used with a simple
random sampling strategy, which enhanced the generalizability
of our findings.

There are several limitations of this study. First, the survey was
a cross-sectional study and could not establish a cause-and-effect
relationship because of the possibility of reverse causality.
Prospective longitudinal studies are required to confirm the
facilitators and barriers. In addition, the survey questions were
designed through face validity rather than construct validity.
The consistency reliability of the survey measurements was yet
to be evaluated. In addition, the overall response rate among
physician participants was low (17.6%), and it might have
caused nonresponse bias. However, the study adopted different
strategies to enhance the response rate, including CME point,
postage, fax lines, email addresses, phone calls, lunchtime
seminar programs, and visits to high-concentration buildings
where private physicians’ practices are located. Hence, the
response rate was much higher than that in the previous local
study (5%). Finally, there may be other variables that could
affect the registration and adoption of eHRSS, and hence, some
residual confounders may remain uncontrolled.

Lessons Learned
Findings of this study can inform future clinical practice and
public health policy on the promotion of eHRSS adoption. To
enhance the enrollment rate of eHRSS among patients who have
not yet registered, recommendations by primary care physicians
during their daily clinical practice is considered to be the most
influential factor. It is also important to deliver a sense of
adequate and appropriate security protection to the public
because it is another key concern for the adoption of eHRSS
among patients [28,29]. Multilevel measurements are needed
to protect personal data in the eHRSS, such as consent-based
record sharing, role-based access control, full data encryption,
as well as network and application security defense and
protection. In addition, the awareness of the benefits of the
eHRSS should be enhanced in the community. To achieve this,
future promotional campaigns and educational seminars on the
benefits of eHRSS can be effective based on findings from
previous evaluations [16]. As for the primary care physicians,
communication among the physician users may influence the
use of eHRSS. The study found that physician users learned
about the system most commonly from their peers in the health
care sectors. Therefore, more interviews of the enrolled
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physicians in electronic health (eHealth) news and booths in
physicians’ conferences could be organized to promote the
adoption of eHRSS among them [30]. To enhance the actual
use of the eHRSS after enrollment among patients, efforts to
improve the enrollment among physicians can be effective as
it was found to be the most significant factor associated with
its use. For physicians who have already enrolled in the eHRSS,
it is suggested to provide easier channels for them to retrieve
passwords in case they were forgotten. In addition, more
technical support on the system could be provided and the
user-friendliness of the system interface could be enhanced to
maintain long-term adoption of the eHRSS by reducing the time
spent on dealing with technical issues.

Conclusions
Participants were satisfied with the overall performance of the
system. For patients, the possibility of viewing their personal
medical records and expanding the sharable data scope in the
system could be a future direction of development. In addition,
messages about the stringent measures in protecting privacy
and benefits of the system should be clearly conveyed to the
public. For physicians, major barriers of registration and usage,
such as perceived additional workload, complicated procedures,
and lack of technical assistance, will require additional practical
and logistic support. It is recommended to enlist enrolled
physicians to promote the system among their peer colleagues,
such as more interviews in eHealth news and booths in
physicians’ conferences.
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Abstract

Background: Third-party electronic health record (EHR) apps allow health care organizations to extend the capabilities and
features of their EHR system. Given the widespread utilization of EHRs and the emergence of third-party apps in EHR marketplaces,
it has become necessary to conduct a systematic review and analysis of apps in EHR app marketplaces.

Objective: The goal of this review is to organize, categorize, and characterize the availability of third-party apps in EHR
marketplaces.

Methods: Two informaticists (authors JR and BW) used grounded theory principles to review and categorize EHR apps listed
in top EHR vendors’ public-facing marketplaces.

Results: We categorized a total of 471 EHR apps into a taxonomy consisting of 3 primary categories, 15 secondary categories,
and 55 tertiary categories. The three primary categories were administrative (n=203, 43.1%), provider support (n=159, 33.8%),
and patient care (n=109, 23.1%). Within administrative apps, we split the apps into four secondary categories: front office (n=77,
37.9%), financial (n=53, 26.1%), office administration (n=49, 24.1%), and office device integration (n=17, 8.4%). Within the
provider support primary classification, we split the apps into eight secondary categories: documentation (n=34, 21.3%), records
management (n=27, 17.0%), care coordination (n=23, 14.4%), population health (n=18, 11.3%), EHR efficiency (n=16, 10.1%),
ordering and prescribing (n=15, 9.4%), medical device integration (n=13, 8.2%), and specialty EHR (n=12, 7.5%). Within the
patient care primary classification, we split the apps into three secondary categories: patient engagement (n=50, 45.9%), clinical
decision support (n=40, 36.7%), and remote care (n=18, 16.5%). Total app counts varied substantially across EHR vendors.
Overall, the distribution of apps across primary categories were relatively similar, with a few exceptions.

Conclusions: We characterized and organized a diverse and rich set of third-party EHR apps. This work provides an important
reference for developers, researchers, and EHR customers to more easily search, review, and compare apps in EHR app
marketplaces.

(JMIR Med Inform 2020;8(5):e16980)   doi:10.2196/16980

KEYWORDS

electronic health records; medical informatics; software; interoperability; apps; app marketplace

Introduction

The electronic health record (EHR) stores patient health
information, automates clinical workflows, and supports other
care-related functions such as clinical decision support [1].
Clinical and governmental drivers have facilitated widespread

adoption of EHRs in health care worldwide [2]. Health care
providers rely on EHRs to perform essential functions such as
documenting patient encounters, providing clinical decision
support, and engaging patients in their own care [3,4]. However,
EHR implementation hurdles, usability flaws, and poor
interoperability, among other issues, keep EHRs from delivering
their full potential benefit to health care organizations [5]. The
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variation in EHR implementation across health organizations
contributes to these problems as each organization may rely on
different methods to integrate additional value into their EHR
systems. Some organizations may leverage custom integration
with third-party applications whereas others may resort to
in-house development or other integration strategies to support
their needs [6,7]. In any case these integrations tend to be
time-consuming, expensive, and limited for use only within
their respective organizations [8]. Ideally, a successful
information technology (IT) application that integrates with an
EHR at one organization would be available for the same
integration with an EHR at another organization, regardless of
EHR vendor [9].

The EHR app model, inspired by smartphone app marketplaces,
has been proposed to increase flexibility and availability of
EHR integrations while also fostering innovation in health IT
[9-11]. This approach is made possible by increased EHR
interoperability and standardized access to EHR data through
application programming interfaces (APIs) and standards such
as FHIR (Fast Healthcare Interoperability Resources) [12]. One
early implementation, the SMART (Substitutable Medical
Applications, Reusable Technologies) App Gallery [13] is an
example of an EHR app platform that heavily leverages the
FHIR standard to enable a plug-and-play style of integration
with participating EHRs [14]. SMART app development
depends heavily on two major concepts—apps must be both
substitutable and reusable. A substitutable app accesses EHR
data and can be easily added, replaced, or deleted within an
EHR. This allows health care organizations to choose the app
that best fits their needs [15]. A reusable app is developed once
but can be installed by many clients potentially across multiple
EHRs [15]. The FHIR standard serves as the common data
specification that both EHR vendor APIs and SMART APIs
adhere to in order to interoperate. An EHR app platform built
on these concepts increases access to health IT solutions for
health care organizations and allows third-party app developers
to compete in a market driven by the value and price of their
app [9]. Motivated by these benefits [16], major EHRs have
started to create their own app marketplaces to encourage
development of apps on their own platforms [15]. There are
now hundreds of apps available on EHR app marketplaces.

Given the widespread utilization of EHRs and the emergence
of EHR app marketplaces, it has become necessary to conduct
a systematic search and analysis of apps in EHR app
marketplaces in an effort to help organize, categorize, and
characterize available EHR apps. This study will help health
professionals, researchers, and developers understand the
currently available technologies; make it easier to review,
search, and compare available EHR apps; provide a common
vocabulary to facilitate communication; identify where gaps
and opportunities exist for research and development; and justify
investment into the research and development of new EHR apps.

Methods

App Extraction
We identified and reviewed all known apps in public-facing
marketplaces of the top 10 EHR vendors in the United States,

which include (in order of market share) Epic Systems
Corporation; Allscripts; eClinicalWorks, LLC; NextGen
Healthcare; GE Healthcare; athenahealth, Inc; Cerner
Corporation; Greenway Health LLC; Practice Fusion; and eMDs
[17]. GE Healthcare did not have a public facing app
marketplace at the time of this writing and Practice Fusion was
recently acquired by Allscripts [18]. The leading vendors in the
US market were chosen for analysis because they had publicly
available app marketplaces (with the exception of GE
Healthcare), and they represented a cluster of vendors serving
the majority of a common set of customers.

We used custom web scrapers and public ReST
(Representational State Transfer) endpoints from these EHR
marketplaces to gather EHR app data such as name, description,
links, website, EHR-defined app categories, ratings, reviews,
EHR versions, and other available information. This information
was recorded in our EHR app database wherein we consolidated
duplicate EHR apps that were listed in multiple EHR
marketplaces. The last data extraction occurred in February
2019. Clear indication of FHIR compatibility was not
consistently present in the extracted data within or across EHR
marketplaces. Marketplace offerings that offered professional
services without clear evidence of EHR integration (eg, website
builders or marketing services), teams of professionals granted
access to EHR interfaces (eg, offsite medical coders), and
medical devices without EHR integration (eg, stand-alone
weight scale) were not considered apps and were excluded.

App Review
Two informaticists (authors JR and BW) used grounded theory
principles to create categories that emerged from the EHR app
information [19]. EHR app classifications were created
inductively by each reviewer independently based upon available
information about each EHR app. Importantly, not all data fields
were available across all EHRs. For example, not all
marketplaces included information indicating whether the app
was open source or a commercial offering. Even though some
marketplaces included this information, apps were generally
classified based on the information available that was common
across apps from all marketplaces. When the EHR app
information was either inadequate or missing, making it difficult
to accurately classify the app, we referenced the app developer’s
website. As common EHR app features, functions, or purposes
emerged, we created categories to group similar apps. Where
similarity between categories existed, they were related to form
larger, more inclusive categories. Conversely, if sufficient EHR
app divergence existed within a category, we subclassified the
apps into more unified categories [20]. We drew category names
from app descriptions, EHR-designated classifications, and
common industry concepts. A minimum of three apps were
required to form a category.

Following the review and initial classification by each reviewer
independently, a joint review process commenced between the
two reviewers. The reviewers worked together to come to a
consensus on category names, the organization of the taxonomic
class hierarchy, and the correct classification of each EHR app.
To facilitate the joint review process, a database with all EHR
app information as well as notes from each reviewer and their
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initial classifications were utilized. Each EHR app was reviewed
and discussed together. As consensus categories emerged, formal
definitions for each category were created and refined. A final
classification was used to denote the consensus classification.
Consensus was reached when both reviewers agreed with the
classification. In cases where the reviewers failed to reach
consensus, a third-party arbitrator was available. Through
multiple rounds of discussion and debate, a consensus EHR app
taxonomy emerged.

Results

App Extraction
Of the eight EHRs with public-facing marketplaces, we
identified a total of 749 offerings. The total number of offerings
for marketplaces ranged from 21 (eMD) to 227 (Athenahealth).
In total, 153 offerings were listed on at least two EHR
marketplaces, resulting in a total of 596 unique offerings; 125

were excluded from consideration for not meeting our inclusion
criteria, which resulted in 471 unique apps being incorporated
into our taxonomy. We categorized the EHR app into a
taxonomy consisting of 3 primary categories, 15 secondary
categories, and 55 tertiary categories. The three primary
categories were administrative (n=203 apps, 43.1%), provider
support (n=159, 33.8%), and patient care (n=109, 23.1%).

For each EHR, the distribution of apps across the primary
categories followed a similar trend. In general, administrative
apps make up the greatest portion of EHR apps, followed by
provider support apps and then primary care apps. Interestingly,
Cerner’s marketplace has a higher ratio of patient care apps,
followed by provider support and then administrative. There
was also a large variability in the number of listings excluded
for not meeting criteria for being an app between EHR
marketplaces, with eClinicalWorks accounting for 65 of 125
(52%) excluded offerings (Table 1). Each primary category is
described in further detail below.

Table 1. Distribution of app marketplace offerings across primary categories by electronic health record (EHR) vendors.

Primary categoryEHR vendor

Not an app, n (%)Patient care, n (%)Provider support, n (%)Administrative, n (%)

24 (10.8)45 (20.3)63 (28.4)90 (40.5)Athenahealth (n=222)

65 (56.0)14 (12.1)14 (12.1)23 (19.8)eClinicalWorks (n=116)

4 (3.5)30 (26.6)33 (29.2)46 (40.7)Epic (n=113)

2 (1.8)28 (25.5)47 (42.7)33 (30.0)Allscripts (n=110)

16 (18.4)4 (4.6)19 (21.8)48 (55.2)Greenway (n=87)

9 (24.3)4 (10.8)14 (37.8)10 (27.0)Nextgen (n=37)

0 (0.0)17 (60.7)10 (35.7)1 (3.6)Cerner (n=28)

9 (42.9)0 (0.0)3 (14.3)9 (42.9)eMD (n=21)

App Review

Administrative
The 203 administrative apps facilitate the administrative
functions of a hospital or clinic. Within this classification, we

split the apps into four secondary categories: front office (n=77,
37.9%), financial (n=53, 26.1%), office administration (n=49,
24.1%), and office device integration (n=17, 8.4%). The
administrative app categories, descriptions, and counts are listed
in Table 2.
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Table 2. Category definitions and counts for administrative apps (n=203).

Count, n (%)Category descriptionsCategories

203 (100.0)Facilitates the conduct of administrative functions of a hospital or clinic settingAdministrative

77 (37.9)Helps support front office staff interaction with patientsFront office

32 (15.7)Helps schedule and manage patient appointmentsScheduling

12 (5.9)Helps manage the patient check-in processPatient check-in

12 (5.9)Facilitates communication with patient for administrative purposesPatient communication

10 (4.9)Helps capture and manage documentsDocument management

4 (2.0)Captures information related to after-hours patient callsAnswering service

3 (1.5)Facilitates triage according to industry standard protocolsPhone triage

53 (26.1)Helps manage the financial needs of the clinicFinancial

20 (9.9)Captures and processes payment information from patientsPatient billing

13 (6.4)Facilitates claims and authorizationInsurance

8 (3.9)Manages patient collectionsCollections

7 (3.4)Improves accuracy and efficiency of medical codingMedical coding

3 (1.5)Estimates cost of carePatient pay estimation

49 (24.1)Supports the administrative needs of the clinicOffice administration

17 (8.4)Helps track, analyze, and report on clinical operationsAnalytics and reporting

13 (6.4)Measures the clinical experience of the patientPatient experience

7 (3.4)Tracks inventory of medical productsInventory management

7 (3.4)Supports the IT system needs of a health care organizationITa systems management

4 (2.0)Helps maintain, track, and/or report complianceCompliance

17 (8.4)Device used by office staff for administrative purposesOffice device integration

7 (3.4)Integrates scanners with the EHRbScanner integration

3 (1.5)Integrates printers with the EHRPrinter integration

3 (1.5)Integrates a signature pad with the EHRSignature pad integration

aIT: information technology.
bEHR: electronic health record.

Provider Support
We identified 159 provider support apps, which we defined as
apps that primarily support the functions of care providers in
their delivery of health care to patients. Within the provider
support primary classification, we split the apps into eight
secondary categories: documentation (n=34, 21.3%), records

management (n=27, 17.0%), care coordination (n=23, 14.4%),
population health (n=18, 11.3%), EHR efficiency (n=16, 10.1%),
ordering and prescribing (n=15, 9.4%), medical device
integration (n=13, 8.2%) and specialty EHR (n=12, 7.5%). The
provider support app categories, descriptions, and counts are in
Table 3.
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Table 3. Category definitions and counts for provider support apps (n=159).

Count, n (%)Category descriptionsCategories

159 (100.0)Supports the functions of care providers in their delivery of health careProvider support

34 (21.3)Facilitates the collection and management of patient informationDocumentation

12 (7.5)Transcribes dictated clinical narratives into clinical notesDictation and transcription

7 (4.4)Facilitates efficient and accurate documentationStructured documentation

6 (3.8)Captures images for documentation (usually a mobile device)Image capture

6 (3.8)Uses natural language processing to process unstructured dataNatural language processing

27 (17.0)Supports access to or management of recordsRecords management

11 (6.9)Allows access to or management of images, including RIS/PACSa systemsImage management

8 (5.0)Provides access to legacy medical records or facilitates the conversion of paper
records to electronic records

Legacy/migration

5 (3.1)Consolidates patient records in one view or allows access via mobile deviceAccess

3 (1.9)Saves data in an alternate form that can be accessed in the event of an outageBackup

23 (14.4)Helps care team members coordinate their care for a patientCare coordination

7 (4.4)Manages the scheduling and workflow of providers in a clinicClinic scheduling

7 (4.4)Provides a list of services or providers to refer or accessService directory

6 (3.8)Facilitates the communication between care team members about a patientProvider communication

18 (11.3)Helps manage that health of a population or group of patientsPopulation health

10 (6.3)Helps providers manage chronic conditions in patientsChronic care management

4 (2.5)Facilitates annual wellness visit scheduling and reportingAnnual wellness visit

4 (2.5)Helps identify and manage at-risk patientsPopulation risk assessment

16 (10.1)Makes the EHR easier or more efficient for the provider to useEHRb efficiency

9 (5.7)Consolidates patient record into easily consumed dashboards, reports, and infographicsInformation display

15 (9.4)Facilitates the ordering or prescribing of a device, substance, or serviceOrdering and prescribing

5 (3.1)Provide access to state Prescription Drug Monitoring Program databasesPrescription drug monitoring
program

4 (2.5)Manages electronic prescription renewal and orderingPharmacy

3 (1.9)Manages electronic ordering of DMEcMedical equipment

3 (1.9)Facilitates image ordering or helps manage image ordering workflowImage ordering

13 (8.2)Device used by health care provider for clinical purposesMedical device integration

5 (3.1)Collects data from cardiac devicesCardiac devices

3 (1.9)Collects data from digital scalesDigital scales

12 (7.5)Extends the functions of an EHR to support a specific clinical domain or specialtySpecialty EHR

3 (1.9)Extends the EHR to provide functionality for prenatal and perinatal data managementObstetrics

3 (1.9)Extends the EHR to provide functionality for Anesthesia data managementAnesthesia

aRIS/PACS: Radiology Information System/Picture Archiving and Communication System.
bEHR: electronic health record.
cDME: durable medical equipment.

Patient Care
The 109 patient care apps we identified facilitate the provision
of clinical care between a health care provider and a patient.
Within the patient care primary classification, we split the apps

into three secondary categories: patient engagement (n=50,
45.9%), clinical decision support (n=40, 36.7%), and remote
care (n=18, 16.5%). The patient care app categories,
descriptions, and counts are listed in Table 4.
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Table 4. Category definitions and counts for patient care apps (n=109).

Count, n (%)Category descriptionsCategories

109 (100.0)Facilitates the provision of clinical care between a health care provider and a patientPatient care

50 (45.9)Engages patients in their own health carePatient engagement

15 (13.8)Collects patient-reported information for a clinical purposesPatient assessment

10 (9.2)Helps patient follow a provider's rehab instructions, medication schedule, and/or care
plan regimen

Care plan management

9 (8.3)Provides education and instruction resources to patients specific to their carePatient education

6 (5.5)Allows patients to access, download, and share their medical records, or allows providers
to fulfill medical record requests

Health record access

6 (5.5)Records information from patient wearables (passive involvement)Patient wearables

40 (36.7)Provides or delivers decision support to providers based on patient dataClinical decision support

10 (9.2)Supports the appropriateness of medication, imaging, and lab test ordersOrdering CDSa

9 (8.3)Provides decision support for medication dosing and monitoringMedication CDS

5 (4.6)Assess a patient's health riskPatient risk assessment

5 (4.6)Provides access to and manages medical knowledge for providersKnowledge management

4 (3.7)Monitors health of patient and alerts provider of notable changesPatient monitoring

18 (16.5)Supports the provision of care to patient remotelyRemote care

12 (11.0)Gives a provider technical capabilities to meet with a patient remotelyTelehealth platform

5 (4.6)Provides access to care providers or specialists who are remoteRemote consult

aCDS: clinical decision support.

Discussion

Principal Results
We conducted a systematic search and analysis of apps in EHR
app marketplaces to help organize, categorize, and characterize
available EHR apps. This study brings value to the health IT
industry because it creates a common vocabulary that can be
used to communicate about EHR apps, helps health care
organizations identify EHR app solutions, and justifies
investment into the research and development of new EHR apps.
With this study, we can identify common patterns of EHR
integration approaches and create a template to streamline future
EHR app development and integration. This helps researchers
identify gaps in integration capabilities, standards, or
functionalities that need to be addressed by governing bodies,
standards organizations, EHR vendors, or EHR app developers.

Our EHR app review organized and characterized 471 unique
EHR apps into 3 primary categories, 15 secondary categories,
and 55 tertiary categories. Several categories were larger or
more well-defined than others. Administrative apps represented
the largest share of EHR apps with 203 apps. Provider support
and patient care apps were the other primary categories with
159 and 109 EHR apps, respectively. EHR marketplaces tended
to reflect this overall trend with the majority of apps falling
under the administrative category, followed by provider support
and patient care. Cerner followed a distinctly different trend
with patient care representing the majority of their apps and
only a single administrative app. This may in part be attributed
to how Cerner validates apps that are submitted by third-party
developers. While all app galleries reviewed here have a

submission process, and several list disclaimers that not all
submissions may be listed upon submission, Cerner has an
additional validation step. Apps that don’t meet a certain
standard set by Cerner may be rejected or asked to resubmit
after outstanding issues are resolved. This adds extra rigor in
the Cerner app submission process that may account for the
lower total app count in their gallery as well as the different
ratio of primary categories observed. The fact that zero offerings
in Cerner’s gallery were considered “Not an app” and excluded
from consideration in our search and analysis may be attributed
to their unique validation approach and, generally speaking,
Cerner’s apps required less attention when assigning apps to
categories. However, Cerner also had fewer total offerings listed
in their gallery (n=28) than all other vendors except for eMD
(n=21). App quality is an important issue and while the right
amount of validation is difficult to quantify [8], it is important
to note that if validation is too strict, it could suppress innovation
and defeat a key purpose of the app model, which allows
competition among developers based on app value and price
[9]. This allows clients to validate app offerings and reward
innovation and the value the apps provide [15].

Interestingly, provider support apps had the greatest variability
and ambiguity among the three primary categories of apps.
Provider support had more secondary categories than the other
two primary categories combined, accounting for 8 of the 15
(53%) total secondary categories. Many apps offered multiple
functionalities or had feature sets that made it difficult to assign
secondary and tertiary categories. The value these apps provided
and how they were intended to be used by the provider was
often unclear. Provider support accounted for 63% (14/22) of
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apps that were not specific enough to place in a secondary
category. Additionally, provider support accounted for 46%
(25/54) of apps that were not specific enough to place in a
tertiary category. The secondary categories under provider
support with the most apps without tertiary categories were
specialty EHR (6/12, 50%), EHR efficiency (7/16, 44%), and
medical device integration (7/13, 39%). Among all other
secondary categories, office device integration had the highest
percentage of apps that did not fall into a tertiary category (4/17,
24%), followed by clinical decision support (7/40, 18%). This
suggests that the provider support category has the greatest need
for further refinement and innovation out of the three primary
categories.

The app model is a remedy to the one-size-fits-all strategy that
is failing to meet the needs of patients, providers, and
administrators in a rapidly evolving landscape [8]. For the app
model to be effective, the apps listed need to solve a clearly
defined problem instead of offering diverse sets of features and
functionalities that begin to approximate a
one-size-fits-all-solution. In other words, it needs to be obvious
what category the app belongs in. The taxonomy of apps we
have curated will help health IT companies and app developers
match app development to a well-defined purpose and assist
health professionals in identifying gaps in the current set of app
categories. As app functionality and feature sets become more
cohesive and achieve alignment with specific EHR app
categories, the value and impact the app model will have on
health care will increase as patients, providers, and
administrators can more easily search, install, and ultimately
be the market force that will drive innovation and value of EHR
apps.

Limitations
We acknowledge several shortcomings of the current review.
First, our review is limited only to apps currently available on
the top 10 EHR app marketplaces by market share in the United
States. We acknowledge there are other EHR vendors worldwide
developing app marketplaces as well that were not reviewed
here. During our review and research of EHR apps, we came
across several other apps that claimed EHR integration that
would have been included if they had been listed in an EHR
marketplace. It would be unfeasible to know all apps that
integrate with EHRs; nevertheless, we hope that as EHR
marketplaces mature, these apps will become listed in the EHR
marketplaces and organized in our review. Second, several apps
had characteristics or features that could justify their

classification under more than one category. In these cases, we
endeavored to classify apps to the lowest level in the taxonomy
as possible while still accurately reflecting the apps’ primary
purpose, which sometimes resulted in higher level
classifications. In a few instances, when the information was
insufficient to determine whether an offering was an app, we
erred on the side of inclusion. As a result, a few apps in our
taxonomy may have been inappropriately included. As further
information becomes available, their inclusion and classification
will be re-evaluated. Third, the review was conducted by two
informaticists. We recognize that shortcomings, inaccuracies,
and/or bias may exist in the interpretation and characterization
of the apps. Independent input from a panel of expert
stakeholders would increase robustness and validity of the EHR
app review. Finally, the EHR app review represents a single
point in time (February 2019). However, as new EHR apps get
added to marketplaces and new app information becomes
available, the results will become outdated. We anticipate
conducting this review again in a few years to understand how
EHR app marketplaces have evolved over time.

Comparison With Prior Work
The SMART app model was proposed in 2009 by Mandl et al
[9]. Since then, EHR vendors have followed suit by building
their own app marketplaces. We identified hundreds of apps in
these marketplaces that allow integration with their respective
EHR vendor. Current EHR marketplaces do not fully reflect
the original proposal made by Mandl et al [9], which called for
total substitutability of apps across any EHR by conforming to
a single standard. Without conforming to a single standard as
proposed by Mandl et al [9], each app would need to integrate
with each EHR marketplace individually, as is the case today.
For instance, we observed that 153 apps integrate with two or
more EHRs. This does not quite meet the proposal made by
Mandl et al [9] where an app lives on a single platform and can
be integrated with any health system regardless of EHR vendor.

Conclusions
We characterized and organized a diverse and rich set of
third-party EHR apps. This work provides an important
reference for developers, researchers, and EHR customers to
more easily search, review, and compare apps in EHR app
marketplaces. While future research and validation among
independent informaticists and stakeholders will increase the
validity and value of this review, this work provides a strong
foundation upon which future EHR app research will be
established.
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Abstract

Background: There are approximately 1,000,000 pregnant women at high risk for obstetric complications per year, more than
half of whom require hospitalization.

Objective: The aim of this study was to determine the relation between online health information seeking and anxiety levels in
a sample of hospitalized woman with pregnancy-related complications.

Methods: A sample of 105 pregnant women hospitalized in northern Italy, all with an obstetric complication diagnosis, completed
different questionnaires: Use of Internet Health-information (UIH) questionnaire about use of the internet, EuroQOL 5 dimensions
(EQ-5D) questionnaire on quality of life, State-Trait Anxiety Inventory (STAI) questionnaire measuring general anxiety levels,
and a questionnaire about critical events occurring during hospitalization.

Results: Overall, 98/105 (93.3%) of the women used the internet at home to obtain nonspecific information about health in
general and 95/105 (90.5%) of the women used the internet to specifically search for information related to their obstetric disease.
Online health information-seeking behavior substantially decreased the self-reported anxiety levels (P=.008).

Conclusions: Web browsing for health information was associated with anxiety reduction, suggesting that the internet can be
a useful instrument in supporting professional intervention to control and possibly reduce discomfort and anxiety for women
during complicated pregnancies.

(JMIR Med Inform 2020;8(5):e16793)   doi:10.2196/16793

KEYWORDS

anxiety; pregnant women; web health information; internet use

Introduction

Approximately 1,000,000 pregnant women are at high risk for
obstetric complications globally per year, about 700,000 of
whom will require hospitalization. Preterm labor, placenta
previa, pregnancy-induced hypertension, and gestational diabetes

are some of the most common conditions during pregnancy that
require medical attention [1,2].

Moreover, mental disorders can affect the pregnancy course,
especially in high-risk pregnancies, which can exacerbate
depression and anxiety, and hospitalization can further increase
stress levels [3,4]. According to the World Health Organization,
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mental health disorders are the leading cause of disease burden
in women aged between 15 and 44 years [5], corresponding to
the main fertile window. In this regard, depression or anxiety
during pregnancy has been associated with poor maternal health
behaviors (eg, tobacco use) and with adverse birth outcomes
(eg, preterm labor). Moreover, anxiety or depression during
pregnancy may also adversely affect the development of the
infant/child [6-8].

Antenatal depression and anxiety occur in approximately 13%
and 21.7% of women, respectively [9]. The former affects 19%
of women hospitalized for obstetric risk [3], whereas about 1
out of 3 pregnant women suffers from anxiety. In particular,
the prevalence of depression and anxiety is higher in the first
and third trimester (36.3% and 35.8%, respectively) and is
slightly lower during the second trimester (32.3%) [3,10].

Despite the relevance for pregnancy outcome, mental health of
the mother, and development of the child, few studies have
directly explored depression, anxiety, quality of life, and
possibilities of mental health treatment in women hospitalized
for high-risk pregnancies. The coexistence of anxiety and
depression in this vulnerable group reaches up to 40%, which
is 3 times greater than the rate reported in community-based
samples of pregnant women [10].

Online health information-seeking behavior has become
increasingly popular among pregnant women owing to the
several uncertainties that can arise during pregnancy [11-14].
Moreover, health care professionals often provide pregnant
women with informational support, especially underlining where
and how to obtain the resources they need [15,16]. Although
many studies have investigated the psychological and
environmental factors predisposing subjects to online health
information-seeking behaviors, only few have examined the
effect of this behavior and its relationship with anxiety [16].

Therefore, the aim of this study was to determine the relationship
between online health information-seeking behaviors and
anxiety levels among a sample of women hospitalized for a
pregnancy-related issue. Moreover, we aimed to understand
how anxiety levels change during hospitalization by comparing
anxiety levels and access to online health information between
women having access to the internet during hospitalization and
those who did not.

Methods

Study Design and Setting
We performed a two-center cohort study at the Departments of
Obstetrics of Santa Maria della Misericordia Hospital in Udine
and Santa Maria degli Angeli Hospital in Pordenone, Italy
between August 2015 and March 2016. Women enrolled in the
study were >18 years old and 1-40 weeks pregnant who were
hospitalized for obstetrics-related complications, including
gestational diabetes, preeclampsia, pregnancy-induced
hypertension, renal colic, and severe hyperemesis. Women
without pathological pregnancy, with cognitive or major
psychiatric diseases, and nonnative speakers of Italian were
excluded from the study. To minimize bias, both nursing and

midwifery staff were instructed not to interfere with patients’
spontaneous usage of internet resources.

Data collection was based on electronic case report forms
maintained on the Research Electronic Data Capture [17] system
of the Service for Clinical Trials and Biometrics of the Unit of
Biostatistics, Epidemiology and Public Health (Department of
Cardiac, Thoracic, Vascular Sciences and Public Health,
University of Padova, Italy). The study received authorization
by the Region Ethical Committee (CERU; protocol 17002,
Opinion no. 37/2015, 7/7/2015). Informed consent was obtained
from all individual participants included in the study.

Data Collection
The pregnant women enrolled in the study were asked to fill
out various questionnaires during hospitalization: Use of Internet
Health-information (UIH) questionnaire about use of the
internet, EuroQOL 5 dimensions (EQ-5D) questionnaire on
quality of life, State-Trait Anxiety Inventory (STAI)
questionnaire for measuring two distinct anxiety concepts, and
a questionnaire about critical events occurring during
hospitalization. Additional demographic and clinical
information, including gender, age, education level, obstetric
history (childbirth, miscarriage, ectopic pregnancy, and type of
pregnancy problem), and use of alcohol and tobacco, were
collected by the study researchers based on medical histories.
Critical events such as medical complications, hospital
dissatisfaction, and family problems occurring during the
hospitalization period were also recorded.

Internet Health Information Questionnaire
The UIH questionnaire on online information-seeking behaviors
[18-20] was adapted for this study population. This questionnaire
is divided into 3 parts. The first part investigates internet usage
at home, patients’ attitude with respect to searching health
information, the type of information most frequently searched
for, the general frequency of web use, and the tendency to share
this information with health care providers, usually a midwife.
This part of the questionnaire was administered only at the
beginning of hospitalization. The second part, which was
administered every day until discharge, investigated internet
usage during the hospital stay, the tool used (eg, smartphone,
tablet, notebook), and the time spent searching for information
about their health condition. The third part was composed of a
visual analog scale (UIH-VAS) regarding the amount of time
spent on the internet in the last unit of time (usually the day) in
searching for information about a specific disease or regarding
general health-related information.

EuroQOL 5 Dimensions Health-Related Quality of
Life Questionnaire
The EQ-5D questionnaire [21] was adopted to measure
health-related quality of life, which consists of a questionnaire
and a visual analogue scale (EQ-VAS). The EQ-VAS records
subjects’ perceptions of their own current health status and can
be used to monitor changes over time. The questionnaire is a
self-reported description of subjects’ current health in five
dimensions: mobility, self-care, usual activities, pain/discomfort,
and anxiety/depression. Subjects are asked to grade their own
current level of function in each dimension choosing between
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three degrees (severe, moderate, or none). Combining the
different information, 245 distinct health states can be described.

State-Trait Anxiety Inventory
The STAI [22], which was adapted for the Italian population
[23], is a questionnaire frequently used in pregnant women
affected by obstetric diseases to evaluate nonpathological
anxiety levels. The STAI is composed of two self-reported
scales for measuring two distinct anxiety concepts: state anxiety
and trait anxiety. Both scales contain 20 statements that ask the
respondents to describe how they feel at a given time (state
anxiety) and how they generally feel (trait anxiety). In this way,
state anxiety is conceptualized as a transitory emotional state,
whereas trait anxiety refers to relatively stable individual
differences in their propensity for anxiety. The state anxiety
questionnaire was administered every day until discharge,
whereas the trait anxiety questionnaire was filled out only once
at the beginning of hospitalization.

Sample Size Calculation
This research was powered to detect potential differences on
the average STAI score (range 20-80) of 6 points between
women with internet access (with a minimum of 10 minutes/day
of web browsing, excluding emails) and those without internet
access. Based on previous estimates using the same instrument
[24], assuming an SD of 8 points in the differences of STAI
scores and assuming a ratio of 0.42 between the rate of women
with and without internet access (for α=.03 and 1 – β=.85), a
total of 105 pregnant women were planned to be recruited (using
a two-sample t test with unknown variance).

Statistical Analysis
Descriptive data are presented as the median (IQR) for
continuous variables and as absolute numbers (percentages) for
categorical variables as appropriate. Unadjusted differences
were tested using Wilcoxon or Chi square tests without
continuity corrections as appropriate depending on the variable
analyzed.

Effects of relevant confounders on STAI scores and internet
usage were considered by estimates in a multivariate
longitudinal linear model. The marginal effects of relevant
covariates were estimated using the Huber-White sandwich
estimator and an autoregressive correlation structure [25].
Variables were selected from a pool of significant variables

based on univariate analyses according to an Akaike information
criterion value at least 0.25 [26] in a forward fashion with a
significance threshold of P=.10. Age and quality of life,
measured by the EQ-VAS, were forced to stay in the model
regardless of their significance. Nonlinear effects of covariates
were estimated using restricted cubic splines and their
significance was estimated using a log-likelihood ratio test. A
specific term for the interaction between UIH and time was
added to the final model to evaluate its statistical significance
and was eventually removed if the corresponding P value fell

below .05. Goodness of fit was evaluated using the R2 value on
a set of bootstrapped (B=10,000) resamples. The analysis was
performed using the RMS libraries [27] and R software packages
[28].

Results

A total of 105 hospitalized pregnant women were recruited for
the study. The main characteristics of the study sample are
provided in Table 1, stratified by internet usage group. Overall,
the preferred tool for internet use was a personal computer.

With respect to internet usage, 98 out of 105 women (93.3%)
reported using the internet at home not only for emails but also
to seek health-related information. The majority of women were
looking for health or medical information for themselves
(95/105, 90.5%) or for someone else (70/105, 66.7%); to request
personal health information such as test results or medical
appointments (72/105, 68.6%); to communicate with physicians
(55/105, 52.4%); or to consult informational websites about
weight, diet, or physical activity during pregnancy (36/105,
34.3%). Moreover, 95 of the 105 subjects (90.5%) used internet
specifically to obtain information on their obstetric disease: 85
of 95 women (89%) found the information useful, whereas only
44 of 93 participants (47%) shared the information they found
with their health care providers. Only 7 of the total 105 women
(6.7%) had not been using the internet at home.

Internet use was virtually absent after the first two days of
hospitalization (Figure 1). Therefore, behaviors of internet use
and the outcome variables are presented in Table 2 only for the
first two days of hospitalization and at discharge. Statistically
significant differences within the two subgroups (with and
without internet use) were observed on the UIH-VAS scale.
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Table 1. Sample characteristics stratified by internet usage for seeking health-related information at home.

P valueAll subjectsUsed the internet before
hospitalization (n=98)

Did not use the internet be-
fore hospitalization (n=7)

N

.1233 (29-36)33 (29-36)35 (34-38)105Age (years), median (IQR)

.11105Education level, n (%)

53 (50.5)50 (51)3 (43)University degree

6 (5.7)4 (4)2 (29)Primary school

46 (43.8)44 (45)2 (29)High school

.5099 (94.3)92 (94)7 (100)105No alcohol, n (%)

.64102 (97.1)95 (97)7 (100)105No smoking, n (%)

105Previous pregnancies, n (%)

.4552 (49.5)50 (51)2 (29)0

53 (50.4)48 (49)5 (72)≥1

53Outcome of pregnancies, n (%)

.5033 (31)30 (31)3 (43)Birth at term

.063 (3)2 (2)1 (14)Premature

.791 (1)1 (1)0 (0)Stillbirth

.9028 (27)26 (27)2 (29)Miscarriage

.791 (1)1 (1)0 (0)Extrauterine pregnancy

0 (0)0 (0)0 (0)Hydatidiform mole

105Actual pregnancy problem, n (%)

.6411 (10.5)11 (11)0 (0)Gestational hypertension induced, pre-eclampsia,
eclampsia

.012 (1.9)1 (1)1 (14)Partial placental abruption

.594 (3.8)4 (4)0 (0)Placenta previa

.791 (1.0)1 (1)0 (0)Breech presentation of the fetus

.467 (6.7)7 (7)0 (0)Gestational diabetes

.2814 (13.3)14 (14)0 (0)Intrahepatic cholestasis of pregnancy

.643 (2.9)3 (3)0 (0)Pregnancy hyperemesis

.9416 (15.2)15 (15)1 (14)Twin pregnancy

.8341 (39.0)38 (39)3 (43)Risk of premature birth

.438 (7.6)8 (8)0 (0)Intrauterine growth restriction

.6629 (27.6)26 (27)3 (43)Other

105Tool used to search health information, n (%)

.00281 (77.1)79 (81)2 (29)Smartphone

.702 (1.9)2 (2)0 (0)Tablet

.3133 (31.4)32 (33)1 (14)Notebook

<.0017 (6.7)3 (3)4 (57)Personal computer

.8595Last time of internet use for health information, n
(%)

84 (88)79 (89)5 (83)Within the last week

10 (11)9 (10)1 (17)Within the last month

0 (0)0 (0)0 (0)Within the last year

1 (1)1 (1)0 (0)Over a year ago
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P valueAll subjectsUsed the internet before
hospitalization (n=98)

Did not use the internet be-
fore hospitalization (n=7)

N

.0995Usefulness of online information about the pathol-
ogy, n (%)

9 (9)7 (8)2 (33)Very useful

76 (80)73 (82)3 (50)Somewhat useful

10 (11)9 (10)1 (17)A little useful

0 (0)0 (0)0 (0)Not at all useful

.8949 (53)46 (53)3 (50)93Do not share online health information with midwife
or gynecologist, n (%)

.8495To what degree do you feel safe consulting the in-
ternet for advice or information on pregnancy?, n
(%)

2 (2)2 (2)0 (0)Completely safe

11 (12)11 (12)0 (0)Very confident

60 (63)55 (62)5 (83)Fairly confident

21 (22)20 (22)1 (17)Shortly confident

1 (1)1 (1)0 (0)Not at all confident

.1847 (44-50)47 (45-50)45 (42-47)105STAIa trait score, median (IQR)

.960.76 (0.69-0.88)0.76 (0.69-0.88)0.80 (0.57-0.85)104EQ-5Db score, median (IQR)

aSTAI: State-Trait Anxiety Inventory.
bEQ-5D: EuroQOL 5 dimensions.

Figure 1. Use of Internet Health-information Questionnaire (UIH)-visual analog scale (VIS) levels over the days spent in hospital.
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Table 2. Behavior of internet use, health status, critical events, anxiety, and drug use on the first two days of hospitalization and at discharge.

DischargeDay 2Day 1

P

value

No inter-
net use
(n=94)

Internet
use
(n=11)

All
(N=105)

P

value

No inter-
net use
(n=48)

Internet
use
(n=57)

All
(N=105)

P

value

No inter-
net use
(n=24)

Internet
use
(n=81)

All
(N=105)

.00480 (70-
90)

50 (50-
50)

80 (70-

90)c
.00470 (50-

70)
50 (50-
70)

60 (50-

70)b
<.00170 (60-

80)
50 (50-
65)

59 (50-
70)

State of health today

(VASa scale), median
(IQR)

Critical events that altered your emotional state today, n (%)

N/AN/A0 (0)N/AN/AN/A0 (0)N/AN/AN/A0 (0)N/AdFamily

N/AN/A11 (100)N/AN/AN/A54 (95)N/AN/AN/A76 (95)N/AObstetric

N/AN/A0 (0)N/AN/AN/A2 (4)N/AN/AN/A3 (4)N/AHospital-related

N/AN/A0 (0)N/AN/AN/A(1 (2)N/AN/AN/A1 (1)N/AOther

.840 (0-0)0 (0-0)0 (0-0)<.0010 (0-0)20 (0-
30)

0 (0-20).020 (0.00-
8.75)

20 (0-
29)

20 (0-

25)f
UIHe-VAS, median
(IQR)

.1141 (40-
44)

41 (38-
43)

41 (40-
43)

.5542 (41-
44)

42 (40-
44)

42 (41-
44)

.8342 (40-
44)

42 (41-
44)

42 (41-
44)

STAIg-state score,
median (IQR)

.1840 (43)7 (64)47
(44.8)

.00734 (71)52 (91)86
(81.9)

.3620(83)73 (90)93
(88.6)

Use of drugs, n (%)

aVAS: visual analog scale.
bN=103.
cN=104.
dN/A: not applicable; these data were only assessed among subjects that reported using the internet.
eUIH: Use of Internet Health-information.
fN=81.
gSTAI: State-Trait Anxiety Inventory.

Anxiety levels were stable over time (Figure 2). Overall, the
results indicated that using the web as a source of health
information does not substantially increase anxiety levels.

A multivariate model was used to estimate the association
between STAI scores and UIH-VAS in the first two days of

hospitalization (Table 3). Only the UIH-VAS scale showed a
significant nonlinear association (P=.007), which remained
significant after adjustment for major confounding factors
(Figure 3). No significant interaction was found between
UIH-VAS and time (day 1, day 2) on STAI (P=.51).
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Figure 2. Anxiety levels, determined by the State-Trait Anxiety Inventory (STAI) state score during the first 6 days of hospitalization from admission
(P=.33).

Table 3. Multivariate model for State-Trait Anxiety Inventory score.

P valueUpper 0.95Lower 0.95SEEffectaCovariate

.070.035–0.9060.239–0.435Age (7-year difference)

.950.296–0.2760.1450.009EQ-5Db-VASc (0.20 points difference)

.007–0.680–3.0310.596–1.855UIHd-VAS (20 points difference after 30 points)

.780.967–1.2820.570–0.157Drug consumption (no vs yes)

.320.443–1.3320.450–0.444Critical events (occurrence vs nonoccurrence)

aEffect is the slope of the linear regression model for each covariate expressed in terms of the interquartile difference for continuous covariates and
using a reference category for categorical variables; for UIH-VAS, the effect is nonlinear.
bEQ-5D: EuroQOL 5 dimensions.
cVAS: visual analog scale.
dUIH: Use of Internet Health-information.
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Figure 3. Association of UIH-VAS and STAI-State score. Non linearity (P=.007) estimated via restricted cubic splines and adjusted for EQ5D-VAS,
age, critical events, and drug consumption. UIH: Use of Internet Health-information Questionnaire; VAS: visual analog scale; STAI: State-Trait Anxiety
Inventory; EQ5D: EuroQOL 5 dimensions questionnaire.

Discussion

Principal Findings and Interpretation
The results of the present study need to be interpreted in light
of the related literature on network system expansion [29,30].
An increasing number of people are browsing the internet daily
to obtain any type of information. Access and usage of the
internet is now nearly ubiquitous, which poses new challenges
for health care practitioners and users, and the terms
“pregnancy” and “obstetrics” are among the top 5 searched
medical keywords [31]. In addition, when defining online health
communication as sending emails about health matters to family
or health care providers [32], 52.4% of the women (55/105) that
had internet access in our study reported sending emails or using
the internet to communicate with a doctor about their health.

Although we did not find significant associations between
factors such as age or education with internet use, this effect
partially reflects findings from previous studies [24] as we found
a large diffusion of web use among a relatively young sample
(median 33 years old), with 93% of the population accessing
the internet to obtain nonspecific information about health.

Studies published in the early 2000s indicated moderate use of
online health information-seeking by internet users in the general
population [33,34]. Conversely, but not surprisingly, despite

focusing only on pregnant women in this study, we found a high
percentage of women using the internet to search for information
about pregnancy problems before hospital admission (82%).
Other studies showed that 91% of the surveyed women had
access to the internet, 84% of whom used it to search for
information related to their condition, especially in the early
stages of gestation, whereas 70% of these women did not talk
to their health care providers about the health information they
found online [35]. Since half of the information sought by the
women in our sample was suggested by physicians, the internet
was used most likely used to obtain information that could
confirm the diagnosis or provide further details on the topic.
Nevertheless, the women in our cohort also did not largely
discuss what they found with physicians, probably because they
felt that their health care providers would not accept the internet
as a reliable source of medical information [35]. Finally, patients
are usually considered as passive recipients of information rather
than being treated as the main actors in their health course, as
it should be. This general situation can also be applied to
pregnant women who seek support and a sense of community
in relation to their condition [11].

Strengths and Limitations
To our knowledge, this is the first study to directly evaluate
internet use by pregnant women during hospitalization for
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obstetric problems. Although hospitalization causes an increase
in anxiety levels in this vulnerable population, our results
showed that use of the internet to search health information
reduces anxiety levels. The reason behind this finding could be
related to the effect of the acquisition of information itself; that
is, anxiety (state anxiety) can be reduced when pregnant women
become more aware about their clinical condition (ie, the
prognosis of the disease and its management). The majority of
information received from the internet was obtained in the first
2 days of hospitalization. The reduction in internet usage from
the third day of hospitalization is likely due to the longer time
spent in contact with physicians, the influence of setting and
health care providers, and clinical improvement. Consequently,
the information sought during the first few days of
hospitalization likely helped the pregnant women in reducing
their anxiety levels.

Moreover, pregnant women often receive limited basic
information on prenatal health behaviors. Patients often perceive
this information to be inconsistent and inadequate, which could
also explain why they search for information online and do not
share it with their physicians [36]. This suggests that current
assistance approaches to pregnancy may not fully respond to
patients’ information demand. This might be due to the limited
time of direct contact between patients and their health care
providers but also due to the unpredictability of the onset of
disease and the complexity of diagnosis. Moreover, disease
management by midwives requires time for both communicating
information and understanding it.

Pregnancy disorders have a clear impact on the perception of
anxiety; consequently, the risk of adverse events for the mother
and her baby imposes some lifestyle changes to a pregnant
woman. In this context, information can play an important role
on women’s psychological status: improved knowledge about
a disease will increase a patient’s perceived self-efficacy and
the ability to develop adaptive coping strategies. The internet
offers the possibility to remain connected with the virtual
community of pregnant women and physicians and to obtain
all types of information, making internet users more confident
in how to manage their condition [32,37]. Some authors also
hypothesized that people looking for medical advice and health
information are more predisposed to pay greater attention to
and be more interested in their clinical condition, resulting in
a higher self-efficacy perception [33,36].

Interestingly, our study showed a quite substantial potential
impact of the internet in reducing anxiety. Patients with higher
internet usage behavior reported an anxiety level that was 2
points lower than that of patients with less intense internet usage

(42 vs 40 points, P=.008). This effect accounts for
approximately one quarter of the effect of more aggressive
therapies in reducing pathological anxiety, such as serotonin
reuptake inhibitors combined with psychotherapy, and
psychotherapy treatment alone, and accounts for approximately
one half of the effect of cognitive behavioral therapy and other
unconventional therapies [24-39]. Since anxiety is modulated
by many intersectional factors, it might be interesting to further
evaluate the effect of internet usage in association with other
types of treatments for anxiety in pregnant women, even if a
diagnosis of pathological anxiety would be necessary and certain
antianxiety drugs cannot be administered to pregnant women.

This study also has several limitations. First, the UIH
questionnaire, despite being validated, is not very detailed in
terms of assessing the quality of internet usage. Furthermore,
data on the specific websites visited would have provided a
more precise framework of internet usage. This might be
particularly important in assessing the quality of the obtained
information about the disease and its subsequent impact on
anxiety and other forms of psychological distress. Moreover,
the names and types of websites would have been useful to
investigate the emotional status in relation to active (eg, sharing
health information with others) and passive (eg, simple search
for information for personal purposes) use of the internet.

Finally, because of the nature of this study, causal interpretation
of the association between exposure to the internet and the level
of anxiety is not possible, making the potential interpretation
on the “therapeutic” psychological effect of internet usage
merely speculative at this point.

Conclusions
This study has implications for health care providers, suggesting
that the internet could offer a useful instrument to support
clinical practice due to its informational power and its potential
impact on well being–related outcomes. The widespread search
for online health information among women with
pregnancy-related diseases mainly focuses on the possible
outcomes for the baby and on the quality of communication
between patients and health care providers, emphasizing the
role of the internet as a potential tool for enhancement of such
essential communication.

To effectively influence the online experiences of pregnant
women, professionals involved in the childbirth pathway should
have a basic understanding of the internet and learn how to
actively engage women’s interest in the internet. For this
purpose, the installation of free wifi areas in maternity
departments could be useful.

 

Acknowledgments
We are grateful to all of the midwives of the obstetrics departments of the two hospitals for helping with recruitment for this
study, and we thank the pregnant women who agreed to participate in the study.

Conflicts of Interest
None declared.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e16793 | p.178https://medinform.jmir.org/2020/5/e16793
(page number not for citation purposes)

Coglianese et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


References
1. Lumley J. Defining the problem: the epidemiology of preterm birth. BJOG 2003 Apr;110(Suppl 20):3-7 [FREE Full text]

[Medline: 12763104]
2. Cumberbatch C, Birndorf C, Dresner N. Psychological implications of high-risk pregnancy. Int J Fertil Womens Med

2005;50(4):180-186. [Medline: 16405103]
3. Brandon AR, Trivedi MH, Hynan LS, Miltenberger PD, Labat DB, Rifkin JB, et al. Prenatal depression in women hospitalized

for obstetric risk. J Clin Psychiatry 2008 Apr;69(4):635-643 [FREE Full text] [doi: 10.4088/jcp.v69n0417] [Medline:
18312059]

4. Ibanez G, Charles M, Forhan A, Magnin G, Thiebaugeorges O, Kaminski M, EDEN Mother–Child Cohort Study Group.
Depression and anxiety in women during pregnancy and neonatal outcome: data from the EDEN mother-child cohort. Early
Hum Dev 2012 Aug;88(8):643-649. [doi: 10.1016/j.earlhumdev.2012.01.014] [Medline: 22361259]

5. World Health Organization. The global burden of disease: 2004 update. URL: http://www.who.int/healthinfo/
global_burden_disease/2004_report_update/en/ [accessed 2019-04-23]

6. Cripe SM, Frederick IO, Qiu C, Williams MA. Risk of preterm delivery and hypertensive disorders of pregnancy in relation
to maternal co-morbid mood and migraine disorders during pregnancy. Paediatr Perinat Epidemiol 2011 Mar;25(2):116-123
[FREE Full text] [doi: 10.1111/j.1365-3016.2010.01182.x] [Medline: 21281324]

7. Grote NK, Bridge JA, Gavin AR, Melville JL, Iyengar S, Katon WJ. A meta-analysis of depression during pregnancy and
the risk of preterm birth, low birth weight, and intrauterine growth restriction. Arch Gen Psychiatry 2010 Oct
04;67(10):1012-1024 [FREE Full text] [doi: 10.1001/archgenpsychiatry.2010.111] [Medline: 20921117]

8. Bodnar LM, Wisner KL, Moses-Kolko E, Sit DKY, Hanusa BH. Prepregnancy body mass index, gestational weight gain,
and the likelihood of major depressive disorder during pregnancy. J Clin Psychiatry 2009 Sep;70(9):1290-1296 [FREE
Full text] [doi: 10.4088/JCP.08m04651] [Medline: 19607761]

9. Borri C, Mauri M, Oppo A, Banti S, Rambelli C, Ramacciotti D, et al. Axis I psychopathology and functional impairment
at the third month of pregnancy: Results from the Perinatal Depression-Research and Screening Unit (PND-ReScU) study.
J Clin Psychiatry 2008 Oct;69(10):1617-1624. [doi: 10.4088/jcp.v69n1012] [Medline: 19192445]

10. Byatt N, Hicks-Courant K, Davidson A, Levesque R, Mick E, Allison J, et al. Depression and anxiety among high-risk
obstetric inpatients. Gen Hosp Psychiatry 2014;36(6):644-649 [FREE Full text] [doi: 10.1016/j.genhosppsych.2014.07.011]
[Medline: 25149040]

11. Diaz JA, Griffith RA, Ng JJ, Reinert SE, Friedmann PD, Moulton AW. Patients' use of the Internet for medical information.
J Gen Intern Med 2002 Mar;17(3):180-185 [FREE Full text] [doi: 10.1046/j.1525-1497.2002.10603.x] [Medline: 11929503]

12. Lagan BM, Sinclair M, Kernohan WG. A Web-based survey of midwives' perceptions of women using the Internet in
pregnancy: a global phenomenon. Midwifery 2011 Apr;27(2):273-281. [doi: 10.1016/j.midw.2009.07.002] [Medline:
19700228]

13. Usui N, Kamiyama M, Tani G, Kanagawa T, Fukuzawa M. Use of the medical information on the internet by pregnant
patients with a prenatal diagnosis of neonatal disease requiring surgery. Pediatr Surg Int 2011 Dec 11;27(12):1289-1293.
[doi: 10.1007/s00383-011-2965-6] [Medline: 21833721]

14. Cline RJ, Haynes KM. Consumer health information seeking on the Internet: the state of the art. Health Educ Res 2001
Dec;16(6):671-692. [doi: 10.1093/her/16.6.671] [Medline: 11780707]

15. Sacks S, Abenhaim HA. How evidence-based is the information on the internet about nausea and vomiting of pregnancy?
J Obstet Gynaecol Can 2013 Aug;35(8):697-703. [doi: 10.1016/S1701-2163(15)30859-8] [Medline: 24007704]

16. Norr AM, Capron DW, Schmidt NB. Medical information seeking: impact on risk for anxiety psychopathology. J Behav
Ther Exp Psychiatry 2014 Sep;45(3):402-407. [doi: 10.1016/j.jbtep.2014.04.003] [Medline: 24818986]

17. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG. Research electronic data capture (REDCap)--a
metadata-driven methodology and workflow process for providing translational research informatics support. J Biomed
Inform 2009 Apr;42(2):377-381 [FREE Full text] [doi: 10.1016/j.jbi.2008.08.010] [Medline: 18929686]

18. Chou WS, Hunt YM, Beckjord EB, Moser RP, Hesse BW. Social media use in the United States: implications for health
communication. J Med Internet Res 2009;11(4):e48 [FREE Full text] [doi: 10.2196/jmir.1249] [Medline: 19945947]

19. AlGhamdi KM, Moussa NA. Internet use by the public to search for health-related information. Int J Med Inform 2012
Jun;81(6):363-373. [doi: 10.1016/j.ijmedinf.2011.12.004] [Medline: 22217800]

20. Hallila LE. Nursing students' use of Internet and Computer for their Education in the College of Nursing. Int J Nurs Clin
Pract 2014 Dec 25;1(1):IJNCP-108. [doi: 10.15344/2394-4978/2014/108]

21. Herdman M, Gudex C, Lloyd A, Janssen M, Kind P, Parkin D, et al. Development and preliminary testing of the new
five-level version of EQ-5D (EQ-5D-5L). Qual Life Res 2011 Dec;20(10):1727-1736 [FREE Full text] [doi:
10.1007/s11136-011-9903-x] [Medline: 21479777]

22. Spielberg CD. State-trait anxiety inventory: A comprehensive bibliography. Palo Alto, CA: Consulting Psychologists Press;
1984.

23. Spielberg CD. Inventario per l'ansia di. Firenze: Organizzazioni Speciali; 1989.
24. Minto C, Bauce B, Calore C, Rigato I, Folino F, Soriani N, et al. Is Internet use associated with anxiety in patients with

and at risk for cardiomyopathy? Am Heart J 2015 Jul;170(1):87-95. [doi: 10.1016/j.ahj.2015.02.024] [Medline: 26093868]

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e16793 | p.179https://medinform.jmir.org/2020/5/e16793
(page number not for citation purposes)

Coglianese et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://onlinelibrary.wiley.com/resolve/openurl?genre=article&sid=nlm:pubmed&issn=1470-0328&date=2003&volume=110&issue=&spage=3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12763104&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16405103&dopt=Abstract
http://europepmc.org/abstract/MED/18312059
http://dx.doi.org/10.4088/jcp.v69n0417
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18312059&dopt=Abstract
http://dx.doi.org/10.1016/j.earlhumdev.2012.01.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22361259&dopt=Abstract
http://www.who.int/healthinfo/global_burden_disease/2004_report_update/en/
http://www.who.int/healthinfo/global_burden_disease/2004_report_update/en/
http://europepmc.org/abstract/MED/21281324
http://dx.doi.org/10.1111/j.1365-3016.2010.01182.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21281324&dopt=Abstract
http://europepmc.org/abstract/MED/20921117
http://dx.doi.org/10.1001/archgenpsychiatry.2010.111
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20921117&dopt=Abstract
http://europepmc.org/abstract/MED/19607761
http://europepmc.org/abstract/MED/19607761
http://dx.doi.org/10.4088/JCP.08m04651
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19607761&dopt=Abstract
http://dx.doi.org/10.4088/jcp.v69n1012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19192445&dopt=Abstract
http://europepmc.org/abstract/MED/25149040
http://dx.doi.org/10.1016/j.genhosppsych.2014.07.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25149040&dopt=Abstract
https://onlinelibrary.wiley.com/resolve/openurl?genre=article&sid=nlm:pubmed&issn=0884-8734&date=2002&volume=17&issue=3&spage=180
http://dx.doi.org/10.1046/j.1525-1497.2002.10603.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11929503&dopt=Abstract
http://dx.doi.org/10.1016/j.midw.2009.07.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19700228&dopt=Abstract
http://dx.doi.org/10.1007/s00383-011-2965-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21833721&dopt=Abstract
http://dx.doi.org/10.1093/her/16.6.671
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11780707&dopt=Abstract
http://dx.doi.org/10.1016/S1701-2163(15)30859-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24007704&dopt=Abstract
http://dx.doi.org/10.1016/j.jbtep.2014.04.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24818986&dopt=Abstract
http://linkinghub.elsevier.com/retrieve/pii/S1532-0464(08)00122-6
http://dx.doi.org/10.1016/j.jbi.2008.08.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18929686&dopt=Abstract
http://www.jmir.org/2009/4/e48/
http://dx.doi.org/10.2196/jmir.1249
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19945947&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2011.12.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22217800&dopt=Abstract
http://dx.doi.org/10.15344/2394-4978/2014/108
http://europepmc.org/abstract/MED/21479777
http://dx.doi.org/10.1007/s11136-011-9903-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21479777&dopt=Abstract
http://dx.doi.org/10.1016/j.ahj.2015.02.024
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26093868&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


25. Huber PJ. The behavior of maximum likelihood estimates under nonstandard conditions. 1967 Presented at: Fifth Berkeley
Symposium on Mathematical Statistics and Probability; 1967; Berkeley, CA.

26. Boisbunon A, Canu S, Fourdrinier D, Strawderman W, Wells MT. Akaike's Information Criterion, Cp and Estimators of
Loss for Elliptically Symmetric Distributions. Int Stat Rev 2014 Aug 18;82(3):422-439. [doi: 10.1111/insr.12052]

27. Harrel FE. Regression Modeling Strategies. Berlin: Springer International Publishing; 2015.
28. R Core Team. R: a language and environment for statistical computing. 2017. URL: https://www.R-project.org/ [accessed

2019-04-20]
29. Ekman A, Litton J. New times, new needs; e-epidemiology. Eur J Epidemiol 2007;22(5):285-292. [doi:

10.1007/s10654-007-9119-0] [Medline: 17505896]
30. National Telecommunications and Information Administration. Falling through the net II: new data on the digital divide.

URL: https://www.ntia.doc.gov/report/1998/falling-through-net-ii-new-data-digital-divide [accessed 2019-04-23]
31. Spink A, Yang Y, Jansen J, Nykanen P, Lorence DP, Ozmutlu S, et al. A study of medical and health queries to web search

engines. Health Info Libr J 2004 Mar;21(1):44-51. [doi: 10.1111/j.1471-1842.2004.00481.x] [Medline: 15023208]
32. Romano AM. A Changing Landscape: Implications of Pregnant Women's Internet Use for Childbirth Educators. J Perinat

Educ 2007;16(4):18-24 [FREE Full text] [doi: 10.1624/105812407X244903] [Medline: 18769519]
33. Cotten SR, Gupta SS. Characteristics of online and offline health information seekers and factors that discriminate between

them. Soc Sci Med 2004 Nov;59(9):1795-1806. [doi: 10.1016/j.socscimed.2004.02.020] [Medline: 15312915]
34. Morahan-Martin JM. How internet users find, evaluate, and use online health information: a cross-cultural review.

Cyberpsychol Behav 2004 Oct;7(5):497-510. [doi: 10.1089/cpb.2004.7.497] [Medline: 15667044]
35. Larsson M. A descriptive study of the use of the Internet by women seeking pregnancy-related information. Midwifery

2009 Feb;25(1):14-20. [doi: 10.1016/j.midw.2007.01.010] [Medline: 17408822]
36. Leiferman J, Sinatra E, Huberty J. Pregnant women’s perceptions of patient-provider communication for health behavior

change during pregnancy. Open J Obstet Gynecol 2014;04(11):672-684. [doi: 10.4236/ojog.2014.411094]
37. Jacobson P. Empowering the physician-patient relationship: The effect of the Internet. Partnership 2007 May 29;2(1). [doi:

10.21083/partnership.v2i1.244]
38. Marchesi C, Ossola P, Amerio A, Daniel BD, Tonna M, De Panfilis C. Clinical management of perinatal anxiety disorders:

A systematic review. J Affect Disord 2016 Jan 15;190:543-550. [doi: 10.1016/j.jad.2015.11.004] [Medline: 26571104]
39. Ross LE, McLean LM. Anxiety disorders during pregnancy and the postpartum period: A systematic review. J Clin Psychiatry

2006 Aug;67(8):1285-1298. [doi: 10.4088/jcp.v67n0818] [Medline: 16965210]

Abbreviations
EQ-5D: European quality of life 5 dimensions questionnaire
STAI: State-Trait Anxiety Inventory
UIH: Use of Internet Health-information Questionnaire
VAS: visual analogic scale

Edited by C Lovis; submitted 28.10.19; peer-reviewed by P Berchialla, A Linn; comments to author 01.02.20; revised version received
16.02.20; accepted 20.02.20; published 06.05.20.

Please cite as:
Coglianese F, Beltrame Vriz G, Soriani N, Piras GN, Comoretto RI, Clemente L, Fasan J, Cristiano L, Schiavinato V, Adamo V,
Marchesoni D, Gregori D
Effect of Online Health Information Seeking on Anxiety in Hospitalized Pregnant Women: Cohort Study
JMIR Med Inform 2020;8(5):e16793
URL: https://medinform.jmir.org/2020/5/e16793 
doi:10.2196/16793
PMID:32374268

©Fabiana Coglianese, Giulia Beltrame Vriz, Nicola Soriani, Gianluca Niccolò Piras, Rosanna Irene Comoretto, Laura Clemente,
Jessica Fasan, Lucia Cristiano, Valentina Schiavinato, Valter Adamo, Diego Marchesoni, Dario Gregori. Originally published
in JMIR Medical Informatics (http://medinform.jmir.org), 06.05.2020. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in JMIR Medical Informatics, is properly
cited. The complete bibliographic information, a link to the original publication on http://medinform.jmir.org/, as well as this
copyright and license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e16793 | p.180https://medinform.jmir.org/2020/5/e16793
(page number not for citation purposes)

Coglianese et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1111/insr.12052
https://www.R-project.org/
http://dx.doi.org/10.1007/s10654-007-9119-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17505896&dopt=Abstract
https://www.ntia.doc.gov/report/1998/falling-through-net-ii-new-data-digital-divide
http://dx.doi.org/10.1111/j.1471-1842.2004.00481.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15023208&dopt=Abstract
http://europepmc.org/abstract/MED/18769519
http://dx.doi.org/10.1624/105812407X244903
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18769519&dopt=Abstract
http://dx.doi.org/10.1016/j.socscimed.2004.02.020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15312915&dopt=Abstract
http://dx.doi.org/10.1089/cpb.2004.7.497
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15667044&dopt=Abstract
http://dx.doi.org/10.1016/j.midw.2007.01.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17408822&dopt=Abstract
http://dx.doi.org/10.4236/ojog.2014.411094
http://dx.doi.org/10.21083/partnership.v2i1.244
http://dx.doi.org/10.1016/j.jad.2015.11.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26571104&dopt=Abstract
http://dx.doi.org/10.4088/jcp.v67n0818
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16965210&dopt=Abstract
https://medinform.jmir.org/2020/5/e16793
http://dx.doi.org/10.2196/16793
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32374268&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Evaluation of the Quadri-Planes Method in Computer-Aided
Diagnosis of Breast Lesions by Ultrasonography: Prospective
Single-Center Study

Liang Yongping1*, MD; Zhang Juan1*, MD; Ping Zhou1, MD; Zhao Yongfeng1, MD; Wengang Liu1, MD; Yifan Shi1,
MD
The Xiangya Medical School, Central South University, Changsha, Hunan, China
*these authors contributed equally

Corresponding Author:
Ping Zhou, MD
The Xiangya Medical School
Central South University
172 Laodong W Rd
Tianxin District
Changsha, Hunan, 410015
China
Phone: 86 731 88618403
Fax: 86 731 88618403
Email: zhouping1000@hotmail.com

Abstract

Background: Computer-aided diagnosis (CAD) is a tool that can help radiologists diagnose breast lesions by ultrasonography.
Previous studies have demonstrated that CAD can help reduce the incidence of missed diagnoses by radiologists. However, the
optimal method to apply CAD to breast lesions using diagnostic planes has not been assessed.

Objective: The aim of this study was to compare the performance of radiologists with different levels of experience when using
CAD with the quadri-planes method to detect breast tumors.

Methods: From November 2018 to October 2019, we enrolled patients in the study who had a breast mass as their most prominent
symptom. We assigned 2 ultrasound radiologists (with 1 and 5 years of experience, respectively) to read breast ultrasonography
images without CAD and then to perform a second reading while applying CAD with the quadri-planes method. We then compared
the diagnostic performance of the readers for the 2 readings (without and with CAD). The McNemar test for paired data was used
for statistical analysis.

Results: A total of 331 patients were included in this study (mean age 43.88 years, range 17-70, SD 12.10), including 512
lesions (mean diameter 1.85 centimeters, SD 1.19; range 0.26-9.5); 200/512 (39.1%) were malignant, and 312/512 (60.9%) were
benign. For CAD, the area under the receiver operating characteristic curve (AUC) improved significantly from 0.76 (95% CI
0.71-0.79) with the cross-planes method to 0.84 (95% CI 0.80-0.88; P<.001) with the quadri-planes method. For the novice reader,
the AUC significantly improved from 0.73 (95% CI 0.69-0.78) for the without-CAD mode to 0.83 (95% CI 0.80-0.87; P<.001)
for the combined-CAD mode with the quadri-planes method. For the experienced reader, the AUC improved from 0.85 (95% CI
0.81-0.88) to 0.87 (95% CI 0.84-0.91; P=.15). The kappa indicating consistency between the experienced reader and the novice
reader for the combined-CAD mode was 0.63. For the novice reader, the sensitivity significantly improved from 60.0% for the
without-CAD mode to 79.0% for the combined-CAD mode (P=.004). The specificity, negative predictive value, positive predictive
value, and accuracy improved from 84.9% to 87.8% (P=.53), 76.8% to 86.7% (P=.07), 71.9% to 80.6% (P=.13), and 75.2% to
84.4% (P=.12), respectively. For the experienced reader, the sensitivity improved significantly from 76.0% for the without-CAD
mode to 87.0% for the combined-CAD mode (P=.045). The NPV and accuracy moderately improved from 85.8% and 86.3% to
91.0% (P=.27) and 87.0% (P=.84), respectively. The specificity and positive predictive value decreased from 87.4% to 81.3%
(P=.25) and from 87.2% to 93.0% (P=.16), respectively.

Conclusions: S-Detect is a feasible diagnostic tool that can improve the sensitivity, accuracy, and AUC of the quadri-planes
method for both novice and experienced readers while also improving the specificity for the novice reader. It demonstrates
important application value in the clinical diagnosis of breast cancer.
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Trial Registration: ChiCTR.org.cn 1800019649; http://www.chictr.org.cn/showproj.aspx?proj=33094

(JMIR Med Inform 2020;8(5):e18251)   doi:10.2196/18251
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Introduction

Breast cancer is one of the most common cancers in women
and the second leading cause of cancer-related mortality
worldwide [1,2]. Early diagnosis of breast cancer can increase
the treatment options and survival rate of patients [3]; however,
early diagnosis depends on accurate and reliable diagnosis using
medical imageology. As a convenient modality, breast
ultrasonography plays an important role in breast cancer
screening. Despite the improvements in ultrasound diagnosis
with the application of new technology, dependence on operator
experience remains the main limitation of ultrasound-based
diagnosis [4,5]. S-Detect is a recently developed computer-aided
diagnosis (CAD) system for breast cancer that provides
assistance in morphological analysis based on the Breast
Imaging Reporting and Data System (BI-RADS) lexicon and
classification [6]. Many studies have reported that the S-Detect
system has potential to become a novel diagnostic tool for
radiologists [7-10].

In our previous study, the sensitivity was too high in the
cross-planes method because it considered the lesion to be
malignant if any image of 2 planes indicated malignancy,
leading to a decrease in specificity. No study has evaluated the
diagnostic performance of CAD in breast lesions with respect
to diagnostic planes (cross-plane and quadri-plane methods).
Therefore, the purpose of this study was to compare the
performance of radiologists with different levels of experience
in detecting breast cancer using CAD with the quadri-planes
method.

Methods

Patient Selection
We prospectively enrolled patients in our study from November
2018 to October 2019. All patients underwent grayscale breast
ultrasound examination before surgery. All lesions were
examined after surgery to confirm their pathological type. This
prospective single center study was approved by the Institutional
Review Board of Third Xiangya Hospital. Informed consent
was obtained from all patients.

The inclusion criteria were as follows: patients aged 17-70 years
with breast tumors requiring surgery. The exclusion criteria
were a history of neoadjuvant chemotherapy or endocrine
therapy before surgery, lesions punctured by core-needle biopsy
or a Mammotome system, equipment of the breast with a
prosthesis, unclear lesions as displayed by ultrasound images,
and unwillingness to take part in the study.

Ultrasound Image Acquisition
All images were obtained with an RS80A ultrasound system
(Samsung Medison Co Ltd) with a 5-13 megahertz bandwidth
(8.4 MHz center frequency) linear transducer. All ultrasound
examinations were performed by an independent radiologist
with 5 years of experience. In the cross-planes method, 2 typical
images of the tumor in the longitudinal and transverse planes
were stored in the ultrasound system; in the quadri-planes
method, 2 additional cross-plane images were acquired by
rotating the probe 45 degrees around the center of the mass.

Computer-Aided Diagnostic System
Our CAD system, S-Detect, extracts features using an
integration of artificial neural network classifiers internally
installed in the RS80A ultrasound equipment. The sensitivity
of the instrument was set to the default. To test the
reproducibility of the CAD marks with the same image, we
randomly selected 20/512 (3.9%) examinations and passed them
through the CAD system 3 times; the results showed that the
markings were consistent in all images.

In S-Detect, the cursor was placed on the identified center of
the lesion, and a region of interest was automatically drawn
along the border of the mass by the ultrasound system. If the
borderline was considered inaccurate in any area of the tumor,
it was manually edited to achieve the optimum fitness. The
ultrasound image features of the lesion were analyzed according
to the BI-RADS lexicon, and the final classifications were
automatically performed by the ultrasound system. In the
S-Detect system, the final assessment classification was divided
into dichotomous results of “possibly benign” or “possibly
malignant.”

Diagnostic Criteria
According to the fifth version of BI-RADS, the radiologists
classified the lesions from category 3 to category 5. BI-RADS
category 4 was further subdivided into categories 4A, 4B, and
4C. Category 3 is considered probably benign (<2% likelihood
of malignancy), and categories 4A, 4B, and 4C range from low
to high suspicion (2%-10%, 10%-50%, and 50%-95% likelihood
of malignancy, respectively). Category 5 indicates a high
malignancy rate (>95% likelihood of malignancy). Malignant
signs in breast ultrasound imaging include irregular shape,
antiparallel orientation, noncircumscribed margin,
microcalcification, acoustic halo, posterior shadowing, and
abnormalities of the surrounding tissue. Lesions with no
definitive malignant sign were assigned to category 3; lesions
with 1, 2, and 3 malignant signs were assigned to categories
4A, 4B, and 4C, respectively; and lesions with more than 4
malignant signs were assigned to category 5. Accordingly,
category 3 and 4A lesions were regarded as benign, and category
4B, 4C, and 5 lesions were regarded as malignant [11,12].
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To assess the combination of ultrasound and the CAD system,
we acquired images of the longitudinal and transverse planes
of the tumor for CAD with the cross-planes method. If 1 plane
indicated “possibly malignant,” the outcome was considered
positive, and the BI-RADS category diagnosis was increased
by 1 level (ie, 3 to 4A, 4A to 4B, 4B to 4C, 4C to 5). If both
planes indicated “possibly benign,” the outcome was considered
negative, and the BI-RADS category diagnosis was decreased
by 1 level (ie, 5 to 4C, 4C to 4B, 4B to 4A, 4A to 3) [13]. For
the quadri-planes method, if any 2 planes indicated “possibly
malignant,” the outcome was considered positive, and the
BI-RADS category diagnosis was increased by 1 level. If all 4
planes indicated “possibly benign,” the outcome was considered
negative, and the BI-RADS category diagnosis was decreased
by 1 level.

Readers, Reading Modes, and Training
The study included 2 readers: a novice reader with 1 year of
ultrasound experience and an experienced reader with 5 years

of ultrasound experience. Both readers were trained in the
reading procedures with 20 ultrasound images (from the 512
examinations) that were not part of the study set, 10 of which
were read without using CAD (without-CAD mode). The readers
assessed the other 10 images in combined-CAD mode with the
cross-planes method and the quadri-planes method; the readers
first read the ultrasound images without using CAD and then
mechanically combined the indications of the CAD marks to
make the final decision.

Both readers performed every examination in each reading mode
independently and were blinded to any information about the
patients, including age, manifestation of symptoms, and previous
radiology reports. The readers were asked to read for at least 2
hours per day to simulate the typical process of batch reading
in such examinations (Figure 1).

Figure 1. The study design and workflow. CAD: computer-aided diagnosis.

Statistical Analysis
Statistical evaluation was performed using SPSS software
version 19.0 (IBM Corporation). Taking the pathology results
as the gold standard, we analyzed the diagnostic sensitivity,
specificity, and area under the receiver operating characteristic
(ROC) curve (AUC) in without-CAD mode and combined-CAD
mode (with the quadri-planes method). The confirmatory
diagnosis was defined as the diagnosis made on the basis of
pathology. The diagnostic parameters of the combined-CAD
mode and without-CAD mode were compared using the
McNemar test for sensitivity, specificity, positive predictive
value (PPV), negative predictive value (NPV), and accuracy
for match-paired data. We used the Hanley and McNeil method
to analyze the differences between pairs of AUCs. The number
of malignant planes of each tumor was recorded with the
quadri-planes method, and the ROC curves were drawn based

on the pathological results to determine the cutoff value based
on the maximum Youden index. The degree of agreement
between the experienced reader in without-CAD mode and the
novice reader in combined-CAD mode was analyzed using
kappa statistics. The criteria for the kappa values were poor
≤0.2, fair 0.21-0.4, moderate 0.41-0.6, good 0.61-0.8, and perfect
0.81-1 [14]. For all tests mentioned, P<.05 was considered to
indicate statistical significance.

Results

Characteristics of the Patients and Lesions
The patient demographics and lesion characteristics are
summarized in Table 1. A total of 331 patients who presented
with 512 lesions were included in this study. The mean age of
the examined patients was 43.88 years, range 17-70 (SD 12.10).
The diameters of the lesions ranged from 0.26-9.50 centimeters,
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mean 1.85 (SD 1.19). Among the 512 breast lesions, 200/512
(39.1%) were malignant and 312/512 (61.9%) were benign. The
mean sizes of all lesions were similar and were close to 2 cm;

benign lesions were the smallest (1.82 cm) and malignant lesions
were the largest (2.28 cm).

Table 1. Patient demographics (N=331) and lesion characteristics (N=512).

ValueCharacteristic

Age (years)

43.88 (12.10)Mean (SD)

45 (17-70)Median (range)

Age distribution (years), n (%)

39 (11.8)<30

76 (23.0)30-39

104 (31.4)40-49

80 (24.2)50-59

32 (9.7)60-70

Lesion size (cm)a

1.85 (1.19)Mean (SD)

1.7 (0.26-9.50)Median (range)

Malignant lesion size (cm)

2.28 (1.10)Mean (SD)

2.18 (0.26-6.20)Median (range)

Benign lesion size (cm)

1.82 (1.39)Mean (SD)

1.41 (0.37-9.50)Median (range)

Pathological finding, n (%)

200 (39.1)Malignant

312 (60.9)Benign

Histological type, n (%)

Malignant (n=200)

9 (4.5)Intraductal carcinoma in situ

17 (8.5)Invasive lobular carcinoma

4 (2.0)Mucinous adenocarcinoma

3 (1.5)Medullary carcinoma

167 (83.5)Invasive ductal carcinoma

Benign (n=312)

37 (11.9)Intraductal papilloma

8 (2.6)Granulomatous mastitis

211 (67.6)Fibroma

5 (17.31)Hyperplasia-induced lesions

2 (0.6)Scar tissue

acm: centimeters.

Reader Performance
The diagnostic performance of CAD and of the novice and
experienced readers in comparison with the pathological
diagnoses is depicted in Table 2.

The statistical evaluation of the performance of the CAD system
and of the readers is shown in Table 2. For CAD, the AUC
improved significantly between the cross-planes method and
the quadri-planes method (Z=4.42, P<.001). The cutoff value
of the positive planes in the quadri-planes method was 2.5 based
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on the Youden index of 0.68. Considering that breast cancer
often demonstrates invasive characteristics and has relatively
poor prognosis [15], we set the threshold to any 2 positive planes
of 4 images.

For the novice reader, the improvement in the AUCs was
significant between the without-CAD mode and combined-CAD
mode with the quadri-planes method (Z=5.55, P<.001).
However, there was no significant difference in the AUCs for
the without-CAD and combined-CAD modes for the experienced
reader (Z=1.44, P=.15; Table 3, Figure 2). The kappa indicating
consistency between the experienced reader in without-CAD
mode and the novice reader in combined-CAD mode was 0.63.

When a BI-RADS category 4A threshold was used, in contrast
to CAD with the cross-planes method, significant improvements
in specificity (P<.001), PPV (P=.01), and accuracy (P=.03)
were observed for the quadri-planes method; however, there
was no significant difference in NPV, and the sensitivity
decreased. The sensitivity, NPV, and accuracy improved in the
combined-CAD mode compared with the without-CAD mode
for both readers (Table 3). Among these, the sensitivity
improved significantly between the 2 reading modes for both
the novice reader (P=.004) and the experienced reader (P=.045),
whereas the accuracy improved significantly only for the novice
reader. Moreover, there were no significant differences between
modes for either reader with respect to specificity, PPV, or NPV.

Table 2. Diagnostic performance of the computer-aided diagnosis system and the novice and experienced readers in the 2 reading modes with the
Breast Imaging Reporting and Data System Category 4A threshold. The pathological diagnosis was considered to be the gold standard.

Experienced readerNovice readerCADaPathological diagnosis

Combined-CAD mode
with quadri-planes

Without-CAD
mode

Combined-CAD mode
with quadri-planes

Without-CAD
mode

Quadri-planes
method

Cross-planes
method

–+–+–+–+–+–c+b

261744815242158801202517510190+

2724029022274382654725458175137–

aCAD: computer-aided diagnosis.
b+: positive diagnosis. Breast Imaging Reporting and Data System assessment categories 4B, 4C, and 5 were considered positive for cancer.
c–: negative diagnosis.

Table 3. Statistical evaluation of the performance of the computer-aided diagnosis system and the 2 readers with P values indicting differences between
various groups.

SignificanceExperienced readerNovice readerCADaCharacteristic

P valuehP valuegP valuefP valueeP valuedCombined-
CAD mode
with QP

Without-
CAD mode

Combined-
CAD mode
with QP

Without-
CAD mode

QPc

method
CPb

method

.04.61.045.004.04887.076.079.060.087.595.0Sensitivity, %

.01.23.15.53<.00187.293.087.884.981.456.1Specificity, %

.03.25.25.13.0181.387.480.671.975.158.1PPVi, %

.27.84.27.07.2791.385.886.776.891.094.6NPVj, %

.69.69.32.03.0387.186.384.475.283.871.3Accuracy, %

.76.580.15<.001<.0010.870.850.830.730.840.76AUCk

aCAD: computer-aided diagnosis.
bCP: cross-planes.
cQP: quarter-planes.
dP for CAD with the cross-planes method vs CAD with the quadri-planes method.
eP for the novice reader without CAD vs the novice reader using CAD with the quadri-planes method.
fP for the experienced reader without CAD vs the experienced reader using CAD with the quadri-planes method.
gP for the novice reader using CAD with the quadri-planes method vs the experienced reader without CAD.
hP for CAD with the quadri-planes method vs the experienced reader without CAD.
iPPV: positive predictive value.
iNPV: negative predictive value.
kAUC: area under the receiver operating characteristic curve.
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Figure 2. Receiver operating characteristic curves for the CAD method and the readers. (A) CAD with the quadri-plane and cross-plane methods (if
either plane was malignant, the result was regarded as positive); CAD with the quadri-planes method with 2 planes as the threshold (if ≥2 planes were
malignant, the result was regarded as positive); the novice reader without CAD; the experienced reader without CAD. (B) The novice reader without
CAD; the experienced reader without CAD; the novice reader combined with CAD with the quadri-planes method; the experienced reader combined
with CAD with the quadri-planes method. AUC: area under the curve; CAD: computer-aided diagnosis.

Management of Diagnostic Decision Changes
In contrast to the mode without CAD, changes in the diagnostic
decision with combined-CAD mode were moderately more
common for the novice reader than for the experienced reader
(115/512, 22.5% vs 70/512, 13.7%; P=.09). The proportions of
malignancy lesions correctly upgraded from category 4A to 4B
by the novice reader and experienced reader were similar
(44/115, 38% vs 27/70, 39%; P=.88). However, the proportion
of benign lesions correctly downgraded from category 4B to
4A by the novice reader was higher than that by experienced
reader, with a very close to significant statistical difference

(37/115, 32% vs 10/70, 14%; P=.05). The proportions of
malignancy lesions incorrectly downgraded from category 4B
to 4A by both readers were similar (6/115, 5% vs 5/70, 7%). In
addition, the proportion of benign lesions incorrectly upgraded
by the novice reader was lower than that by the experienced
reader (28/115, 24% vs 28/70, 40%). The management decision
changes of the 2 readers are provided in Table 4.

The kappa indicating consistency between the experienced
reader and the novice reader with combined-CAD mode was
slightly higher than that for without-CAD mode (0.63 vs 0.57).
These results are provided in Table 5.

Table 4. Management decision changes by the 2 readers using CAD with the quadri-planes method.

P valueExperienced reader (n=70)Novice reader (n=115)Decision change with CAD

IncorrectCorrectIncorrect, n (%)Correct, n (%)Incorrect, n (%)Correct, n (%)

<.001.8828 (40)27 (39)28 (24)44 (38)4A to 4B

.47.055 (7)10 (14)6 (5)37 (32)4B to 4A
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Table 5. Comparisons of consistency between the experienced reader in without-CAD mode and the novice reader in without-CAD mode and
combined-CAD mode with the quadri-planes method.

Novice reader in combined-CAD modecNovice reader in without-CADa modebExperienced reader in without-CAD mode

–+–e+d

3314153121+

2835529246–

aCAD: computer-aided diagnosis.
bkappa=0.57.
ckappa=0.63.
dPositive diagnosis. Breast Imaging Reporting and Data System assessment categories 4B, 4C, and 5 were considered positive for cancer.
eNegative diagnosis.

Discussion

Principal Findings
In our study, the AUCs of CAD with the quadri-planes method
were significantly higher than those of CAD with the
cross-planes method (P<.001); even when we chose any 2
malignant planes as the threshold, the AUC of the quadri-planes
method was still higher than that of the cross-planes method
(P<.001). The sensitivity, accuracy, and AUC improved for
both the novice and experienced readers using combined-CAD
mode with the quadri-planes method. Additionally, compared
to without-CAD mode, the consistency level improved from
fair to good between the novice reader in combined-CAD mode
and the experienced reader in without-CAD mode.

Choi et al [10] recently reported that the specificity and AUC
of both experienced and inexperienced readers improved using
a CAD system combined with S-Detect; moreover, the
sensitivity of the inexperienced reader improved significantly.
Although the diagnosis performance of the readers improved
in Choi’s study, the sensitivity of the readers combined with
CAD was not satisfactory for detecting breast cancer (66.7%
and 75.0%, respectively). These results may have been obtained
because the proportion of malignant lesions was too low (6%);
moreover, the data in that study were derived from a small
number of patients. All these factors can lead to increased false
negative results. According to our previous study [16], high
sensitivity is a remarkable characteristic of S-Detect in the
cross-planes method; this is similar to some previously published
studies, where the sensitivity of the ultrasound CAD system
was reported to be high (between 88.9% and 100%) [17,18].

It is known that high sensitivity in diagnostic performance can
lead to unnecessary breast biopsies and increased medical costs
borne by patients; therefore, we developed the quadri-planes
method to address this problem. CAD in the quadri-planes
method resulted in both improved sensitivity (60.0% to 79.0%)
and specificity (84.9% to 87.8%) for the novice reader; in
addition, there was no statistically significant change in
specificity for the experienced reader (93.0% to 87.2%), while
the sensitivity improved significantly (76.0% to 87.0%). This
indicates that CAD with the quadri-planes method can improve
the sensitivity and specificity of the results reported by readers,
especially less experienced readers.

In our investigation, the specificity, accuracy, and AUC of CAD
with the quadri-planes method were all higher than those of
CAD with the cross-planes method, although the sensitivity of
the quadri-plane method was slightly lower. This is likely
because the quadri-planes method is based on the cross-planes
method; therefore, 2 of the 4 planes in the quadri-planes method
were the same as those in the cross-planes method. In addition,
the threshold in the quadri-planes method for dichotomization
of the final CAD assessment was set at any 2 of 4 positive
planes; however, the threshold in the cross-planes method was
set as any 1 of 2 positive planes. This may have led to the
increase in specificity and the decrease in sensitivity of the
quadri-planes method compared to the cross-planes method.

When the assessments differed in category 4A and 4B between
the readers and the CAD, the proportion of correct adjustments
using CAD for the inexperienced reader was higher than that
for the experienced reader (81/115, 70% vs 37/70, 53%). This
indicates that the less experienced reader obtained more benefit
from the CAD system; this is related to the fact that combining
CAD with the quadri-planes method led to improvements in
sensitivity, specificity, and accuracy for the inexperienced
reader, while the accuracy between the quadri-planes method
and the experienced reader was similar (83.8% vs 86.3%). For
CAD with the quadri-planes method, the consistency between
the experienced reader and novice reader was good. As such,
CAD assistance with the quadri-planes method can not only
improve diagnostic performance but can also be expected to
play a more weighted role in providing a second opinion,
especially for less experienced readers. Consequently, this
system can reduce misdiagnosis by less experienced readers in
addition to reducing variability in readers’ interpretations and
overcoming the effects of inexperience. These improvements
in diagnostic performance by combining CAD and ultrasound
may reduce both the misdiagnosis and missed diagnosis ratios
of breast cancer by readers with different experience levels.

Several reports have described applying different types of CAD
to breast ultrasound [6,19-21]. These studies all reported that
the CAD systems enhanced the diagnostic performance of breast
ultrasound, especially specificity and accuracy. Shen et al [20]
argued that CAD systems can be helpful in evaluating fuzzy
category 4 lesions. Wang et al [21] suggested that combining
CAD is more helpful for inexperienced readers than experienced
ones, with greater improvement in the diagnostic performance
in the inexperienced group. Kim’s study involved 2 staff
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radiologists with 7 and 19 years of experience, respectively;
both these readers can be described as experienced, so their
false positive rates were low and their false negative rates were
relatively high. In addition, the surgery proportion was only
27.6% and the core needle biopsy proportion was 61.5%, which
may also have affected the results. The retrospective analysis
was performed by only 1 radiologist with 7 years of ultrasound
experience. In Wang’s study, the CAD system was relatively
old, and the experience between the 8 readers varied, which
may have led to increases in false negative and false positive
rates. Therefore, the results of the above studies show that
traditional CAD methods are not sufficient to balance the
sensitivity and specificity to effectively reduce false negative
or false positive results. In our study, the sensitivity, NPV, and
accuracy of both readers improved; this supports the idea that
S-Detect can reliably provide a second view that can be referred
to by readers. Although the CAD methods were not exactly the
same as in previous studies [17,18], high sensitivity balanced
with specificity is a remarkable superiority of the quadri-planes
method. Instead, the proportion of the benign lesions in our
study was lower (Table 1), and the mean size of the lesions was
larger; also, all the patients had breast masses as their prominent
symptom, which may lead to differences between the results as
in the study by Wu et al [22]. According to the BI-RADS criteria
[23], we subdivided category 4 into categories 4A, 4B, and 4C,
and the threshold was set to category 4A in grayscale ultrasound;
consequently, the specificity was high and the sensitivity was
relatively low. Moreover, S-Detect provides the final assessment
in a dichotomized form of possibly benign and possibly
malignant; we consider that these factors may also affect the
diagnostic capability of readers combined with CAD.

Strengths and Prospects
The results of our study are encouraging for daily clinical breast
cancer screening practiced by readers, although some pathology
subtypes of breast cancer had better outcomes in situ [24].
However, breast cancer is still a relatively aggressive disease
that possesses higher rates of metastases and poorer survival
rates [25]. Thus, it is important to detect breast cancer accurately
in early stages to reduce its mortality rate [26]. Additionally,
S-Detect is a concise and user-friendly program that is integrated
in the ultrasound machine; the quadri-planes method enables
the reader to immediately achieve a more precise result during
real-time ultrasonography, which can easily be applied to routine
work (Figure 3). However, it is not recommended to apply CAD
alone or as a replacement for a human reader in the diagnosis
of breast lesions at present, as shown in Kim’s study [6] (Figure
4). However, there is reason to believe that this will be possible
in the near future. Further investigation with technical advances
can be anticipated to develop a more sophisticated algorithm
using the multiple plane assessment BI-RADS ultrasonographic
categories.

Ultrasound scanning is a real-time and multi-angle inspection
process; a lesion can be observed from different planes to collect
imaging features such as the internal situation, the relationship
of the lesion with its surroundings, the blood supply model, and
patient histories. Obviously, ultrasound can obtain more image
data and clinical information than CAD. The quadri-planes
method with CAD can extract more features from a tumor with
maximum objectivity; combined with the expertise of a reader,
the weaknesses of each method can be counteracted by the
strengths of the others, which can assist readers in making more
accurate diagnoses regardless of their experience.
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Figure 3. A breast lesion assessed by CAD with the cross-planes method (A, B) and the quadri-planes method (A-D).
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Figure 4. Example of a ductal carcinoma in situ lesion with a size of 1.90×1.10 centimeters showing a clear margin, regular shape, and microcalcification
that was incorrectly diagnosed as benign by S-Detect with the cross-planes (A, B) and quadri-planes (A-D) methods. The lesion was classified as
BI-RADS category 4B by the readers.

Limitations
There are several limitations of this study. First, the number of
cases in the single center study was relatively small. Second,
the presentation of calcifications is still not included in the
current version of S-Detect due to its limited analysis ability
for microcalcifications [27]. Third, some small nodules classified
as BI-RADS category 2 or 3 with sizes of around 1 cm without
surgical operation were not included in this study, which may
have affected the results. Fourth, the number of planes of the
lesions for CAD was set to 4. It can be argued that it would
have been better to study additional planes. Fifth, both of the

readers were relatively inexperienced breast scan readers. In
China, the specialty of breast imaging is new, and its staff are
young compared with those in other imaging specialties. These
factors may have affected the results.

Conclusion
S-Detect is a feasible diagnostic tool that can improve the
sensitivity, accuracy, and AUC of both novice and experienced
readers in the quadri-planes method while also improving the
specificity for the novice reader; thus, it demonstrates important
application value in the clinical diagnosis of breast cancer.
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Abstract

Background: The detection of infectious diseases through the analysis of free text on electronic health reports (EHRs) can
provide prompt and accurate background information for the implementation of preventative measures, such as advertising and
monitoring the effectiveness of vaccination campaigns.

Objective: The purpose of this paper is to compare machine learning techniques in their application to EHR analysis for disease
detection.

Methods: The Pedianet database was used as a data source for a real-world scenario on the identification of cases of varicella.
The models’ training and test sets were based on two different Italian regions’ (Veneto and Sicilia) data sets of 7631 patients and
1,230,355 records, and 2347 patients and 569,926 records, respectively, for whom a gold standard of varicella diagnosis was
available. Elastic-net regularized generalized linear model (GLMNet), maximum entropy (MAXENT), and LogitBoost (boosting)
algorithms were implemented in a supervised environment and 5-fold cross-validated. The document-term matrix generated by
the training set involves a dictionary of 1,871,532 tokens. The analysis was conducted on a subset of 29,096 tokens, corresponding
to a matrix with no more than a 99% sparsity ratio.

Results: The highest predictive values were achieved through boosting (positive predicative value [PPV] 63.1, 95% CI 42.7-83.5
and negative predicative value [NPV] 98.8, 95% CI 98.3-99.3). GLMNet delivered superior predictive capability compared to
MAXENT (PPV 24.5% and NPV 98.3% vs PPV 11.0% and NPV 98.0%). MAXENT and GLMNet predictions weakly agree
with each other (agreement coefficient 1 [AC1]=0.60, 95% CI 0.58-0.62), as well as with LogitBoost (MAXENT: AC1=0.64,
95% CI 0.63-0.66 and GLMNet: AC1=0.53, 95% CI 0.51-0.55).

Conclusions: Boosting has demonstrated promising performance in large-scale EHR-based infectious disease identification.

(JMIR Med Inform 2020;8(5):e14330)   doi:10.2196/14330
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Introduction

Improving the predictive capability of infectious disease
detection at the population level is an important public health
issue that can provide the background information necessary
for the implementation of effective control strategies, such as
advertising and monitoring the effectiveness of vaccination
campaigns [1].

The need for fast, cost-effective, and accurate detection of
infection rates has been widely investigated in recent literature
[2]. Particularly, the combination of increased electronic health
report (EHR) implementation in primary care, the growing
availability of digital information within the EHR, and the
development of data mining techniques offer great promise for
accelerating pediatric infectious disease research [3].

Although EHR data are collected prospectively in real time at
the point of health care delivery, observational studies intended
to retrospectively assess the impact of clinical decisions are
likely the most common type of EHR-enabled research [3].

Among the high-impact diseases, the prompt identification of
varicella zoster viral infections is of key interest due to the
debate around the need and cost-benefit dynamics of a
mass-vaccination program for young children [4,5].

Challenges in this context arise from both the unique
epidemiological characteristics of varicella zoster with respect
to information extraction, such as age-specific consultation
rates, seasonality, force of infection, hospitalization rates, and
inpatient days [6], and from the way that medical records are
organized, often in free-format and uncoded fields [7]. A critical
step is to transform this large amount of health care data into
knowledge.

Data extraction from free text for disease detection at the
individual level can be based on manual, in-depth examinations
of individual medical records or, to contain costs and ensure
time-tightening and control, by automatic coding. Machine
learning techniques (MLTs) are the most commonly used
approaches [8] and show good overall performance [9,10].
Nevertheless, few indications are currently available on the
most appropriate technique to use, and comparative evidence
is still lacking on the performances of each available technique
[11] in the field of pediatric infectious disease research.

In recent years, generalized linear model (GLM)-based
techniques have been largely used for the text mining of EHRs,
both as a technique of choice [12] and as a benchmark [13]. The

performance of GLMs, especially multinomial or in the simplest
cases logistic regression, has been indicated as unsatisfactory
[14] because they are prone to overfitting and are sensitive to
outliers. Enhancements to GLMs have been proposed recently
in the form of the lasso and elastic-net regularized GLM [15]
(GLMNet), multinomial logistic regression (maximum entropy
[MAXENT]), and the boosting approach implemented in the
LogitBoost algorithm [16] to overcome the limitations of naïve
GLMs. Nevertheless, to the best of our knowledge, no
comparisons have been made among these techniques to
determine to what extent improvements are needed.

The purpose of this study is to make comparisons among
enhanced GLM techniques in the setting of automatic disease
detection [17]. Particularly, these methods will be assessed on
their ability of identifying cases of varicella from a large set of
EHRs.

Methods

Electronic Medical Record Database
The Italian Pedianet database [18] collects anonymized clinical
data from more than 300 pediatricians throughout the country.
This database focuses on children 0-14 years of age [19-22] and
records the reasons for accessing health care, diagnosis, and
clinical details. The sources of those data are primary care
records written in Italian, which are filled in by pediatricians
with clinical details about diagnosis and prescriptions; they also
contain details about the eventual hospitalization and specialist
referrals.

For the purpose of this study, we were allowed to access only
two subsets of the Pedianet database, corresponding to the data
collected between 2004 and 2014 in the Italian regions of Veneto
(northern Italy) and Sicilia (South Italy). Since the Veneto region
data set was larger, it was considered for carrying out the
training of the model. The data set of the Sicilia region provided
an independent data set for testing the model. The main
characteristics of the two data sets are reported in Table 1. It is
worth noting that the proportion of positive cases of varicella
is different in the two databases. Interpreting differences in
prevalence between regions is beyond the purpose of this study;
nevertheless, given the smaller prevalence, there is an expected
lower positive predictive value (PPV) and a higher negative
predictive value (NPV) on the test set.

The Pedianet source data includes five different tables. In Table
2, we report a short description of them.
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Table 1. Main characteristics used for the train (Veneto) and test (Sicilia) data sets.

TestTrainCharacteristic

PedianetPedianetDatabase

ItalianItalianLanguage

SiciliaVenetoItalian Region

January 7, 2004-December 30, 2014January 2, 2004-December 31, 2014Date span

569,9261,230,355Records, n

23477631Children, n

1346Pediatricians, n

128 (5.4%)3481 (45.6%)Positive cases, n (%)

Table 2. Tables used from the Pedianet database.

ExampleType of dataContentTable topic

Free text (in-
cluding codes)

Reasons for accessing the pediatrician and
diagnoses

Accessing • Ritardo di crescita <783.4>

Free textPediatrician’s free-text diariesDiaries • DIBASE OS GTT 10ML 10000UI/ML n° conf. 2\r\n per
Visita di controllo e di follow up\r\n\r\n

Free textDetails on hospital admissions, diagnoses,
and length of stays

Hospitalizations • Divisione di pediatria
• Tosse, difficolta' respiratoria e di alimentazione

Free text (in-
cluding codes)

Symptoms, objectivity, diagnosis, or pre-
scriptions

SOAPa • SOAPb: “P”,
• SOAP_code: “77469”,
• SOAP_text: “visita otorinolaringoiatrica<89.7>”

Free text includ-
ing (codes)

Visit type and its diagnosisSpecialistic visits • codice_visitaSP: “89.01”,
• visita: “ecografia anche sec. Graaf per screening”,
• diagnosi: “problemi della vista <V41.0>”

aSOAP: symptoms, objectivity, diagnosis, or prescriptions.
bFor tables with multiple fields, field names are reported in italics.

All the tables can be linked at the individual level (ie, each row
of all the tables contains the fields for reporting information on
dates, the assisting pediatrician’s anonymous identifier, and the
patients’ anonymous identifier, which constitutes the linking
key).

Case Definition
The case definition comes directly from the gold standard
provided, and the training set for machine learning was created
using those dichotomous labels (ie, 0=noncase, that is not a
varicella case; and 1=case, that is a varicella case).

Training and Test Sets for Machine Learning
Linking by patient ID, pediatrician ID, and reporting date, we
merged the five tables into a single table consisting of several
entries, each of which represents a visit or evaluation of a patient
carried out by a pediatrician on a specific day. At this step, the
information (excluding patient ID, pediatrician ID, and reporting
date) is contained in 15 columns containing free text mixed with
coded text, which was considered by us as free text as well.
Finally, all remaining columns of the table were merged into a
single corpus (ie, a body of text). This process was applied to
train the models on 1,230,355 entries (database of the Veneto

region) and to test them on 569,926 entries (database of the
Sicily region) separately.

Preprocessing
Text analysis by a computer program is possible only after
establishing a way to convert text (ie, readable to humans) into
numbers (ie, readable to computers). This process is called
preprocessing, and it is the first [23] and probably the most
important step in data mining [24]. To process the corpus of
Pedianet EHRs included in the training set, we used the
following strategy. First, we converted all fields in a text type;
lowered the content; and cleared it of symbols, punctuation,
numbers, and extra white spaces. Second, we stemmed the words
(ie, reducing them to their basic form, or “root”), which is
recognized as one of the most important procedures to perform
[25], and constructed 2-gram tokens, which has been shown to
be the optimal rank for gram tokenization [26]. Third, we
removed all the (stemmed) stop words (ie, common and
nonmeaningful words such as articles or conjunctions) from the
set of tokens as well as all bigrams containing any of them. We
chose this strategy after exploring different approaches described
in [27]. Fourth, we created the document-term matrix (DTM)
as a patient-token matrix. To consider both the importance of
the tokens within a patient (ie, one row of the DTM) and its
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discrimination power between patients’ records (ie, the rows of
the DTM), we computed the TF-iDF (term frequencies–inverse
document frequencies) weights. TF-iDF weights help to adjust
for the presence of words that are more frequent but less
meaningful [28]. TF-iDF-ij entry is equal to the product of the
frequency of the j-th token in the i-th document by the logarithm
of the inverse of the number of documents that contain that
token (ie, the more frequent a word appears in a document the
more its weight rises for that document), and the more
documents that contain the j-th token, the more the weight
shrinks across all the documents [29]. In the initial DTM there
were 1,871,532 tokens that appear at least once, with a
nonsparse/sparse entries ratio of (18,951,304/14,262,709,388).
We decided to reduce it to achieve a maximum of 99% overall
sparsity. Filtering out the tokens that do not appear in at least
1% of the documents had reduced it down to 94% (ie, 29,096
tokens that appear at least once for a nonsparse/sparse entries
ratio of 13,140,370/208,891,206). The choice of a 99% level
of sparsity was a tradeoff between the need to retain as many
tokens as possible and the computational effort.

The corpus of Pedianet EHRs comprised in the test set went
through the same text preprocessing strategy in the same order,
and then the DTM was created with the initial TF weighing
scheme. Furthermore, it was adapted with the same tokens
retained in the training phase (ie, adding the missing tokens,
weighting them as zero, and removing the ones not included in
the training DTM) and was finally reweighted with the TF-iDF
weighing scheme with the same retained iDF weights of the
corresponding training DTM, which were retained when applied
to the whole training data set. Those are necessary steps to
guarantee that the two feature spaces are the same and that the
models trained can be evaluated on the test set.

Machine Learning Techniques
Enhancements of GLMs for carrying out text mining on EHRs
have been proposed in the form of the lasso and GLMNet [16],
multinomial logistic regression (MAXENT), and the boosting
approach (LogitBoost) [16].

GLMNet is a regularized regression method that linearly
combines the L1 and L2 penalties of the lasso and ridge methods
applied in synergy with a link function and a variance function
to overcome linear model limitations (eg, the constant variability
among the mean and the normality of the data). The link
function selected was the binomial (ie, the model fit a
regularized logistic regression model for the log odds), while
the amount of regularization was automatically selected by the
algorithm through an exploration of 100 values between the
minimum value that reduced all the coefficients to zero and its
0.01 fraction.

MAXENT is an implementation of (multinomial) logistic
regression aimed at minimizing the memory load on large data
sets in R (R Foundation for Statistical Computing) and is
primarily designed to work with the sparse DTM provided by
the R package [30]. It has been proven to provide results
mathematically equivalent to a GLM with a Poisson link
function [31].

Boosting is a general approach for improving the predictive
capability of any given learning algorithm. We used the
adaptations of Tuszynski [32] to the original algorithm, (ie,
LogitBoost [33,34]), which is aimed at making the entire process
more efficient while applying it on large data sets. The standard
boosting technique [34] is applied to the sequential use of a
decision stump classification algorithm as a weak learner (ie, a
single binary decision tree). The number of stumps considered
is the same as the columns provided in the training set.

Those techniques are chosen among computationally treatable
algorithms for use with large data sets [30]. GLMNet and
MAXENT represent classical benchmark approaches to linear
and logistic classification, respectively, in a manner that differs
from LogitBoost, which is a modern boosted tree-based machine
learning approach [35,36]. Moreover, LogitBoost generalizes
the classical logistic models by fitting a logistic model at each
node [37] and shows an alternative point of view with regards
to models such as the GLMs, for which the structure of the
learner must be chosen a priori [38].

Training and Testing
We addressed the issue of internal validation by performing
cross-validation on the training set comprising records from the
Veneto region. We dealt with external validation by accessing
a truly external sample of Pedianet EHRs from another Italian
region, Sicily. This accomplishes two tasks: preserving precision
in the training phase and complementing study findings with
external validation results using data that were not available
when the predictive tool was developed.

We used a 5-fold cross-validation approach to validate each of
the three MLTs on the DTM with the corresponding (by row)
“case/non-case” attached labels. All MLTs were simultaneously
fitted on the same set of folds to ensure a proper comparison
between techniques. Values of k=10 or k=5 (especially for large
data sets) have been shown empirically to yield acceptable (in
terms of bias-variance trade-off) error rates [39,40]. Thus, the
choice of 5-folds was driven by the computational complexity,
the fewer folds, the less complexity.

As measures of performance, we calculated point estimates and
95% CIs for the following.

• PPV or Precision: , that is the fraction of positively
identified cases that are true positives

• NPV: , that is the fraction of positively identified
noncases that are true negatives

• Sensitivity or Recall: , that is the true positive rate
• Specificity: , that is the true negative rate
• F score: , the harmonic mean of the PPV (Precision) and

Sensitivity (Recall)

The Gwet agreement coefficient 1 (AC1) statistics of agreement
[41,42] between the techniques were computed and reported,
along with their corresponding 95% CIs. Given that A=the
number of times both models classify a record as noncase, D=the
number of times both models classify a record as a case, and

N=the total sample size, then , where , and eγ is the
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agreement probability by chance and is equal to 2q (1 – q),

where ; A1 is the number of records classified as noncase by
model 1, and B1 is the number of records classified as noncase
by model 2. AC1 has been used given its propensity to be
weakly affected by marginal probability, and therefore it was
chosen to manage unbalanced data [43].

All the analyses were implemented in the R system [44] with
the computing facilities of the Unit of Biostatistics,
Epidemiology and Public Health. The R packages used were:
SnowballC (to stem the words) and RWeka (to create n-grams)
for the preprocessing step; Matrix and SparseM to manage
sparse matrices; GLMNet, MAXENT, and caTools for the
GLMNet, MAXENT, and LogitBoost MLT implementation;
caret to create and evaluate the cross-validation folds; ROCR

to estimate the performance; and the tidyverse bundle of
packages for data management, functional programming, and
plots. A git repository of the analysis code is available [45].

Results

The flow chart, from data acquisition to preprocessing, is shown
in Figure 1. In the training set, 29,096 initial terms out of
1,871,532 were retained by the sparsity reduction step. Boosting
significantly outperforms all other MLTs on the training set,
with the highest F score and PPV. The GLMNet predictor
delivered a superior F score and greater PPV compared to
MAXENT (Table 3). The same results held on the test set (Table
4) and agreement between MLT predictions on the training set
was good as measured by AC1 statistics (Table 5).

Figure 1. Flowchart from the acquisition of the five tables containing the electronic health records (dark gray) in the training set that were merged into
a single table (dark blue); preprocessed (gray) with the specification of what was removed (pink) prior to the creation of the document-term matrix
(DTM) (yellow); the computation of the weights (light blue); the dimensionality reduction, that is the reduction of the terms used (light gray), and the
final DTM used (green). DTM: document-term matrix; SOAP: symptoms, objectivity, diagnosis, or prescriptions; TF-iDF: term frequencies–inverse
document frequencies.
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Table 3. Performance on the training set of the three machine learning techniques using a 5-fold cross-validation method.

F score, mean (95% CI)Specificity, mean (95% CI)NPVb, mean (95% CI)PPVa, mean (95% CI)Sensitivity, mean (95% CI)Technique

76.5 (75.6-77.5)87.1 (85.6-88.7)90.9 (89.6-92.2)73.2 (70.9-75.6)80.2 (77.7-82.7)GLMNetc

67.4 (64.7-70.0)84.5 (82.7-86.3)86.1 (85.2-86.9)66.0 (62.5-69.5)68.8 (66.8-70.7)MAXENTd

90.9 (89.7-92.1)98.3 (97.0-99.6)94.4 (92.4-96.3)95.8 (93.2-98.5)86.6 (82.1-91.1)Boosting

aPPV: positive predicative value.
bNPV: negative predicative value.
cGLMNet: elastic-net regularized generalized linear model.
dMAXENT: maximum entropy.

Table 4. Performance on the test set of the three machine learning techniques under consideration.

F score, mean (95% CI)Specificity, mean (95% CI)NPVb, mean (95% CI)PPVa, mean (95% CI)Sensitivity, mean (95% CI)Technique

36.5 (32.2-40.8)87.4 (85.4-89.5)98.3 (97.9-98.6)24.5 (21.0-28.0)72.3 (66.4-78.1)GLMNetc

19.1 (17.2-20.9)65.5 (54.7-76.2)98.0 (97.3-98.6)11.0 (9.5-12.5)74.8 (62.2-87.5)MAXENTd

68.5 (59.3-77.7)96.9 (94.2-99.6)98.8 (98.3-99.3)63.1 (42.7-83.5)79.2 (69.7-88.7)Boosting

aPPV: positive predicative value.
bNPV: negative predicative value.
cGLMNet: elastic-net regularized generalized linear model.
dMAXENT: maximum entropy.

Table 5. Agreement between elastic-net regularized generalized linear model, maximum entropy, and boosting using 5-fold cross-validation.

Gwet AC1d,e (95% CI)Disagreec, nCorrectly agreeb, nWrongly agreea, nTechnique

0.68 (0.67-0.70)13535609669GLMNetf vs MAXENTg

0.74 (0.72-0.75)11466269195GLMNet vs boosting

0.66 (0.65-0.68)14915895224MAXENT vs boosting

aThe “Wrongly Agree” column refers to the number of records misclassified by both techniques.
bThe “Correctly Agree” column states the number of records correctly classified by both techniques.
cThe “Disagree” column lists the number of records for which the techniques disagree in the classification.
dAC1: agreement coefficient 1.
eGwet AC1 represents the index of agreement between the identified techniques. Legend for AC1 is: AC1<0=disagreement; AC1 0.00-0.40=poor; AC1
0.41-0.60=discrete; AC1 0.61-0.80=good; AC1 0.81-1.00=optimal.
fGLMNet: elastic-net regularized generalized linear model.
gMAXENT: maximum entropy.

With the aim to analyze the most relevant errors, we explored
if any records were wrongly classified by all the techniques.
There were 3 records: 1 wrongly classified as positive and 2
wrongly classified as negatives by all the MLTs.

Discussion

Principal Findings
The application of MLTs to EHRs constitutes the analytical
component of an emerging research paradigm that rests on the
capture and preprocessing of massive amounts of clinical data
to gain clinical insights and ideally to complement the
decision-making process at different levels, from individual
treatment to definition of national public health policies. As
acknowledged by others [46], the development and application

of big data analysis methods on EHRs may help create a
continually learning health care system [47].

This study trains and compares three different machine learning
approaches towards infectious disease detection at the population
level based on clinical data collected in primary care EHRs. In
line with the recommended paradigm for model validation [39],
the MLTs’ performance underwent internal validation through
cross-validation and external validation on an independent set
of EHRs.

The predictive capabilities of the developed MLTs are promising
even if quite different from each other (eg, validation F scores
range from 67%-91% and test F scores range from 19%-69%).
Findings on the better performance reached by LogitBoost are
in line with recent evidence that shows an improvement in
general classification problems moving from MAXENT
algorithms to LogitBoost-based ones [48]. LogitBoost is thus
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confirmed to be a useful technique for solving health-related
classification problems [34].

Only three records were wrongly classified by all the models.
The first one was wrongly classified as positive probably
because the text entry was “vaccini:varicella e mpr” (ie, vaccine:
varicella and mpr), and after the preprocessing, the bigram
“vaccin varicell” was removed because the TFiDF weight was
low. Thus the relationship between varicella and vaccine was
lost and remained only the token “varicell”.

The other two records were wrongly classified as negative. For
one of them, the misclassification was probably due to an issue
in the tokenization. In fact, an anomalous sequence of dashes
(“-”) and blanks lead to the token “- varicella”, which was
removed from the feature space, leaving no reference to the
disease. The second negative misclassified record referred to a
child who was vaccinated for measles, mumps, rubella, and
varicella (quadrivalent vaccine). The pediatrician wrote
“vaccinazione morbillo parotite rosolia varicella” (ie,
vaccination, measles, mumps, rubella, varicella). The bigram
“rosol varicell” (ie, “rubell varicell”) was weighted 0.361 and,
hence, was retained in the feature space, and was considered
by all the MLTs a pattern of noninfection.

The strength of tree-based models such as LogitBoost also lies
in their high scalability. In fact, their computational complexity
(ie, the asymptotical time needed for a complete run) grows
linearly with the sample size and quadratically with the number
of features used (ie, the number of tokens considered) [37].
Assuming that the richness of the pediatric EHRs’ vocabulary
is limited (ie, the number of tokens reaches a plateau as data
accumulates over time) an increase in computational time will
only depend linearly on the number of patients.

Any attempt to use EHRs to identify patients with a specific
disease would depend on the algorithm, the database, the
language, and the true prevalence of the disease. As to the
generalization of these models to other contexts, we hypothesize
that they could also be successfully applied in public health
systems with EHR charting in other languages [49].

We acknowledge that one metric (ie, sensitivity, specificity,
PPV, or NPV) may be more important than another, depending
on the intended use of the classification algorithm. Thus, the
LogitBoost model is adequate for ascertaining varicella cases,
with a preference for case identification with good sensitivity
and excellent specificity.

If the aim of using MLTs is to help create a gold standard for
databases, the limited agreement between the MLTs reported
in Table 5 suggests that these classification algorithms are not
reliable as a set of annotators.

Limitations
Some limitations must be acknowledged. First, it is
acknowledged that text preprocessing is a crucial step. The way
to convert free text into numbers and numbers into features is
an essential step of the process and has one of the biggest
impacts on the results [24]. For the same reason as before, we
decided to follow a standard preprocessing procedure without
searching for the best one to obtain results that are, at most,
independent of human tuning.

Second, we set the number of boosting iterations as the same
number of features considered. This is suboptimal in
computational time because the same performance can be
reached with fewer iterations [37]. Nevertheless, we aimed to
reach an upper-bound value for the performance estimated in
an optimal situation.

Third, the large difference in disease prevalence between the
training and the validation data set should be noted. The boosting
approach seems to deal with this issue in a satisfactory way,
but a potential impact on model prediction could not be
excluded.

Conclusions
Given their promising performance in identifying varicella
cases, LogitBoost, and MLTs in general, could be effectively
used for large-scale surveillance, minimizing time and cost in
a scalable and reproducible manner.
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Abstract

Background: Accurately predicting refractive error in children is crucial for detecting amblyopia, which can lead to permanent
visual impairment, but is potentially curable if detected early. Various tools have been adopted to more easily screen a large
number of patients for amblyopia risk.

Objective: For efficient screening, easy access to screening tools and an accurate prediction algorithm are the most important
factors. In this study, we developed an automated deep learning–based system to predict the range of refractive error in children
(mean age 4.32 years, SD 1.87 years) using 305 eccentric photorefraction images captured with a smartphone.

Methods: Photorefraction images were divided into seven classes according to their spherical values as measured by cycloplegic
refraction.

Results: The trained deep learning model had an overall accuracy of 81.6%, with the following accuracies for each refractive
error class: 80.0% for ≤−5.0 diopters (D), 77.8% for >−5.0 D and ≤−3.0 D, 82.0% for >−3.0 D and ≤−0.5 D, 83.3% for >−0.5 D
and <+0.5 D, 82.8% for ≥+0.5 D and <+3.0 D, 79.3% for ≥+3.0 D and <+5.0 D, and 75.0% for ≥+5.0 D. These results indicate
that our deep learning–based system performed sufficiently accurately.

Conclusions: This study demonstrated the potential of precise smartphone-based prediction systems for refractive error using
deep learning and further yielded a robust collection of pediatric photorefraction images.

(JMIR Med Inform 2020;8(5):e16225)   doi:10.2196/16225

KEYWORDS

amblyopia; cycloplegic refraction; deep learning; deep convolutional neural network; mobile phone; photorefraction; refractive
error; screening

Introduction

Amblyopia is the most common cause of permanent visual
impairment in children, and its worldwide prevalence is

estimated to be approximately 1.6%-5% [1,2]. Refractive error
is one of the leading causes of pediatric amblyopia [3]. Early
detection of refractive error in children plays an important role
in visual prognosis [4,5], and therefore, early pediatric screening
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is recommended by the American Academy of Pediatrics,
American Academy of Pediatric Ophthalmology and Strabismus
(AAPOS), and European Strabismological Association and
Societies [6,7].

Cycloplegic retinoscopic refraction is the standard technique
for measuring refractive error. However, this method has some
limitations. It is difficult to get young children to cooperate
during the procedure, and advanced clinical ophthalmologic
training is required to perform the test (user dependent) [2,8].

Previously, autorefractors were developed for faster and easier
refraction in children. However, autorefraction presents several
difficulties, including maintaining the proper position for testing
and maintaining visual fixation on the target for a sufficient
duration [9,10]. Photorefraction data can confirm the presence
of myopia, hyperopia, astigmatism, and anisometropia by
evaluating the reflection type and the position of eccentric
crescent images on the pupil after projecting a light source onto
the retina [11,12]. Photorefraction is simple and fast, making it
convenient for use in children with poor cooperation ability,
and it is suitable for screening large populations [13,14]. Several
tools have been developed to meet the growing demand to
perform photorefraction in clinical settings [2,15,16]. Easy
availability of these tools and accurate prediction algorithms
are the most important factors for ensuring efficient screening
by photorefraction. Recently, deep learning algorithms have
yielded innovative results in the field of medical imaging
diagnostics [17]. In particular, deep convolutional neural
networks [18] have been widely applied to extract essential
features directly from images without human input. In
ophthalmology, deep convolutional neural networks showed
remarkable performance for detecting various diseases, including
diabetic retinopathy [19-21], glaucoma [22,23], and retinopathy
of prematurity [24]. Deep learning can also capture biological
signs that are difficult for even human experts to detect, such
as retinal findings from fundus images associated with
cardiovascular risk [25]. However, little research has been done
on the application of deep learning to refractive error prediction
among children, using photorefraction images. A previous study
attempted to predict the refractive error from retinal fundus
images using deep learning [26], but the application was limited
because the average participant age was 55 years and a
specialized device was required to obtain the fundus images.

The purpose of this study was to develop an automated deep
learning–based prediction system for refractive error using
eccentric photorefraction images of pediatric patients captured
by a smartphone. We trained our deep convolutional neural
network with photorefraction images to identify various
refractive error ranges. Thereafter, we comparatively evaluated
its performance on our network with conventional cycloplegic
retinoscopic refraction.

Methods

Study Approval
This study was performed at a single center according to the
tenets of the Declaration of Helsinki. The Institutional Review

Board of Samsung Medical Center (Seoul, Republic of Korea)
approved this study (SMC 2017-11-114).

Participants
Patients aged 6 months to 8 years who visited the outpatient
clinic for a routine ocular examination were requested to
participate in this study. Written informed consent was provided
by parents prior to participation. All screening tests were
conducted at Samsung Medical Center between June and
September 2018. The exclusion criteria were diseases that could
affect light reflection, such as congenital cataracts and corneal
opacity, diseases involving visual pathways or extraocular
muscles, a medical history of previous ophthalmic surgery (eg,
strabismus, congenital cataract, and congenital glaucoma),
limited cycloplegia, and poor cooperation during study activities.

Data Collection
A total of 305 photorefraction images (191 images from 101
girls and 114 images from 63 boys) were obtained (mean age
4.32 years, SD 1.87 years). All patients underwent a complete
ophthalmologic examination, including visual acuity, motility
evaluation, and anterior segment evaluation. Eccentric
photorefraction images were obtained using a smartphone with
a 16-megapixel camera (LGM-X800K; LG Electronics Inc,
Seoul, Korea) at a 1-meter distance from the front of the patient
in a dark room (<15 lux). The smartphone was placed straight
forward to the face of the children without angulation. All
photorefraction images were acquired in the same setting (in a
dark room and before the cycloplegic procedure). The
smartphone’s built-in flash, present next to the camera lens,
was used as the light source for eccentric photorefraction,
wherein light was refracted and reached the retinal surface and
was then magnified and reflected. When optimal reflection was
achieved, a characteristic crescent-shaped reflection appeared
in the eye. A photograph of the crescent reflection was captured
through LED control [13]. After acquisition of photorefraction
images, 0.5% tropicamide and 0.5% phenylephrine (Tropherine;
Hanmi Pharm, Seoul, Korea) were administered three times at
5-minute intervals. Cycloplegic retinoscopy and fundus
examination to obtain spherical, cylindrical, cylindrical axis,
and spherical equivalent values were performed between 30
and 60 minutes following the first instillation of cycloplegics,
when the pupillary light reflex was eliminated. Both
photorefraction and cycloplegic refraction were performed
sequentially, and the ground truth for images acquired by
photorefraction was labelled according to the values of
cycloplegic refraction. Consequently, the result of cycloplegic
refraction was provided as the ground truth for machine learning
of photorefration images.

The acquired eccentric photorefraction images were divided
into the following seven classes according to the spherical values
measured by cycloplegic refraction: ≤−5.0 diopter (D), >−5.0
D and ≤−3.0 D, >−3.0 D and ≤−0.5 D, >−0.5 D and <+0.5 D,
≥+0.5 D and <+3.0 D, ≥+3.0 D and <+5.0 D, and ≥+5.0 D. The
cutoff values of the seven classes for refractive errors were
determined clinically. Among myopic refraction (minus values),
−5.0 D, −3.0 D, and −0.5 D were considered as thresholds of
high, moderate, and mild myopia, respectively. In other words,
refractive errors ≤−5.0 D indicated high myopia, refractive
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errors >−5.0 D and ≤−3.0 D indicated moderate myopia, and
refractive errors >−3.0 D and ≤−0.5 D indicated mild myopia.
Similarly, +0.5 D, +3.0 D, and +5.0 D were thresholds of mild,
moderate, and high hyperopia, respectively, among plus values.

Image Data Preparation for Training, Validation, and
Testing
Photorefraction images were processed for training our deep
convolutional neural network. Initially, the images were cropped
to capture the pupil. The images were resized to 224×224 pixels,
and the pixel values were scaled from 0 to 1. To overcome an
overfitting issue caused by an insufficiently sized training
dataset, data augmentation was performed by altering brightness,
saturation, hue, and contrast; adding Gaussian noise; and
blurring images using Gaussian kernels. Thereafter, the image
pixel values were normalized by subtracting the mean and
dividing by the SD to ensure that each image had a similar data
distribution and would converge faster during the training
procedure.

For training, validation, and testing, we used the five-fold
cross-validation approach to build a reliable deep learning model
with a limited dataset. Initially, all the data were subdivided
into five equal-sized folds with the same proportion of different
classes in each fold. Four of the five folds were for training and
validation (3.5 folds for training and 0.5 folds for validation),
and one fold was for testing. After five repetitions of this
process, we were able to evaluate the performance of the entire
dataset because the test folds were independent of each other,
and we confirmed the stability of our model for the entire dataset
using the confusion matrix.

Deep Convolutional Neural Network and Training
We used a deep convolutional neural network to classify
photorefraction images into the most probable class of refractive
error. Among the various types of convolutional neural
networks, we developed Residual Network (ResNet-18) [27]

to avoid problems that occur when deep neural network depth
increases, such as vanishing or exploding gradients and accuracy
degradation. Residual Network addresses these issues using
identity mapping with shortcut connections. The shortcut
connections allow networks to skip over layers and also enable
speed training. Figure 1 illustrates the overall structure of the
deep learning approach we propose in this work. The basic block
consists of two 3×3 convolutional layers, and the shortcut
connection enables the network to learn identity mapping
(Figure 2).

Because we did not have a sufficiently large training dataset,
we performed transfer learning to capture low-level features,
such as edge and color, without wasting image data [28].
Accordingly, pretrained parameters of Residual Network on the
ImageNet [29] datasets were reused as starting points for our
model. The pretrained Residual Network was available on
Pytorch [30]. We then replaced the last fully connected layer
to output seven predicted probabilities for each refractive error
class (≤−5.0 D, >−5.0 D and ≤−3.0 D, >−3.0 D and ≤−0.5 D,
>−0.5 D and <+0.5 D, ≥+0.5 D and <+3.0 D, ≥+3.0 D and <+5.0
D, and ≥+5.0 D). During the training process, the first layer was
frozen, and the learning rates for the subsequent layers were
increased from 1e-10 to 1e-5 to finetune our network for
preventing an overfitting issue. Furthermore, we designed the
loss function as a weighted sum of cross-entropy by class,
wherein the weight for each class was the reciprocal of the
proportion of that class’s images in the training dataset. This
technique was useful to achieve balanced accuracy for all
classes, despite having an imbalanced training dataset. For
convergence of network training, the learning rate was decayed
by a factor of 0.95 every 10 epoch, and we trained the
parameters of networks using stochastic gradient descent [31]
with 0.9 momentum. We set the maximum training epoch as
500 and the minibatch size of training images as 16. All codes
were implemented using Pytorch 1.2.0 [30]. Details of the
network structure are shown in Table 1.

Figure 1. Overview of the proposed deep convolutional neural network architecture. The photorefraction image inputs pass through 17 convolutional
layers and one fully connected layer, and the outputs of the network assign the probabilities for each refractive error class given the image. We also
generate the localization map highlighting the important regions from the final convolutional feature maps of the layer i (i=1, 2, 3, or 4).
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Figure 2. Structure of the basic block and the shortcut connection. The basic block consists of two 3×3 convolutional layers, two Batch Normalization
layers, and a Rectified Linear Unit (ReLU) activation function. The shortcut connection adds the input vector of the basic block to the output of the
basic block.
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Table 1. Configuration of the deep convolutional network.

Learning ratePaddingStrideKernelFiltersLayer type, feature map

Input

0.0 (freeze)————a224×224×3

Convolutional

0.0 (freeze)327×7×364112×112×64

Batch normalization

0.0 (freeze)————112×112×64

Max pooling

0.0 (freeze)123×3156×56×64

Layer 1

Basic block 1-1

0.0 (freeze)113×3×646456×56×64

0.0 (freeze)113×3×646456×56×64

Basic block 1-2

0.0 (freeze)113×3×646456×56×64

0.0 (freeze)113×3×646456×56×64

Layer 2

Basic block 2-1

1e-10123×3×6412828×28×128

1e-10113×3×12812828×28×128

1e-10021×1×6412828×28×128

Basic block 2-2

1e-10113×3×12812828×28×128

1e-10113×3×12812828×28×128

Layer 3

Basic block 3-1

1e-8123×3×12825614×14×256

1e-8113×3×25625614×14×256

1e-8021×1×12825614×14×256

Basic block 3-2

1e-8113×3×25625614×14×256

1e-8113×3×25625614×14×256

Layer 4

Basic block 4-1

1e-6123×3×2565127×7×512

1e-6113×3×5125127×7×512

1e-6021×1×645127×7×512

Basic block 4-2

1e-6113×3×5125127×7×512

1e-6113×3×5125127×7×512

Average pooling

—077×711×1×512

Fully connected layer
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Learning ratePaddingStrideKernelFiltersLayer type, feature map

1e-5————1×7

Softmax

—————1×7

aNot applicable.

Results

Image Dataset Demographics
A total of 305 photorefraction images from 191 girls and 114
boys were acquired. The mean age was 4.32 years (SD 1.87
years), and the median age was 4 years (range 0-8 years). The
mean spherical equivalent was 0.13 D (SD 2.27 D; range −5.50
to 6.75 D), and the mean astigmatism was −1.50 D (SD 1.38
D; range −6.50 to 0 D), according to cycloplegic refraction.

According to cycloplegic refraction results, 25 photorefraction
images had a refractive error ≤−5.0 D, 18 had an error >−5.0 D
and ≤−3.0 D, 50 had an error >−3.0 D and ≤−0.5 D, 84 had an
error >−0.5 D and <+0.5 D, 87 had an error ≥+0.5 D and <+3.0
D, 29 had an error ≥+3.0 D and <+5.0 D, and 12 had an error
≥+5.0 D. Table 2 summarizes patient demographics in detail,
and examples of photorefraction images according to the
refractive error class are shown in Figure 3.

Figure 3. Examples of photorefraction images from the seven different refractor error classes. A bright crescent appears in the pupillary reflex, and its
size and shape indicate the diopter (D) value.

Table 2. Dataset participant demographics.

ValueCharacteristic

305Total images, n

Refractive error, n

25≤−5.0 Da

18>−5.0 D and ≤−3.0 D

50>−3.0 D and ≤−0.5 D

84>−0.5 D and <+0.5 D

87≥+0.5 D and <+3.0 D

29≥+3.0 D and <+5.0 D

12≥+5.0 D

191 (62.6)Girls, n (%)

4.32 (1.87)Age, mean (SD)

aD: diopters.
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Performance of the Proposed Deep Convolutional
Neural Network
We used five-fold cross-validation to evaluate our network’s
performance. Training, validation, and testing were
independently iterated five times. In each iteration, there were
213 training images, 31 validation images, and 61 testing

images. We chose the network with the highest validation
accuracy when loss of training was saturated. Thereafter, we
measured the classification accuracy of the network in the test
fold. All five networks, which were established in the training
phase, had an accuracy of more than 80% for each validation
set. Similarly, the performances of the five testing folds were
83.6%, 80.3%, 82.0%, 78.7%, and 83.6% (Table 3).

Table 3. Results for five-fold cross-validation.

Test accuracy (%) (N=61)Validation accuracy (%) (N=31)Iterationa

83.687.1First iteration

80.380.6Second iteration

82.080.6Third iteration

78.783.9Fourth iteration

83.683.9Fifth iteration

81.683.2Average

aIn each iteration, our network was trained using the rest of the validation and test dataset (213 training images).

In the five-fold test, our network had the following accuracies:
80.0% for class ≤−5.0 D, 77.8% for class >−5.0 D and ≤−3.0
D, 82.0% for class >−3.0 D and ≤−0.5 D, 83.3% for class >−0.5
D and <+0.5 D, 82.8% for class ≥+0.5 D and <+3.0 D, 79.3%
for class ≥+3.0 D and <+5.0 D, and 75% for class ≥+5.0 D
(Table 4). Despite the imbalanced dataset, our model achieved
consistent performance for all classes.

In addition, our network maintained the stability of prediction
for refractive error, as shown in the confusion matrix (Table 5).
Overall, 85.7% (48/56) of total misclassifications were within
one class difference and 98.2% (55/56) of total misclassifications
were within two class differences.

Table 4. Performance of our deep convolutional neural network with the overall test dataset.

Accuracy (%)NumberClass

80.025≤−5.0 Da

77.818>−5.0 D and ≤−3.0 D

82.050>−3.0 D and ≤−0.5 D

83.384>−0.5 D and <+0.5 D

82.887≥+0.5 D and <+3.0 D

79.329≥+3.0 D and <+5.0 D

75.012≥+5.0 D

81.6305Total

aD: diopter.

For performance comparison, we developed the following five
baseline models and calculated the performances: (1) pretrained
VGG-11 [32]; (2) pretrained squeezeNet [33]; (3) Support
Vector Machine (SVM) [34]; (4) Random Forest [35]; and (5)
simple convolutional neural network. VGG-11 and squeezeNet
were pretrained on the ImageNet [29] datasets, and their
parameters were frozen, except the last four convolutional layers
during training. Moreover, we designed the following two
traditional machine learning approaches: SVM and Random
Forest. SVM has a radial basis function kernel, 1.0 regularization
parameter, and three degrees of the kernel function. Random
Forests has 500 trees, the Gini index criterion, and two samples

required to split an internal node. Lastly, the simple
convolutional neural network has three convolutional layers
with six kernels (8×8size, two strides), 16 kernels (5×5size, two
strides), and 24 kernels (3×3 size, one stride), respectively; a
max-pooling layer (2×2 size and two strides) after each
convolutional layer; and three fully connected layers with 120,
84, and 7 hidden units, respectively, in a row at the end of the
network. We evaluated the performances of the five baseline
models using five-fold cross-validation, and the results of
performance comparison are shown in Table 6. We confirmed
that the proposed deep convolutional neural network
outperformed all baseline models.
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Table 5. Confusion matrix for refractive error classification of our deep convolutional neural network.

Accuracy (%)Predictive valueGround truth

≥+5.0 D≥+3.0 D and
<+5.0 D

≥+0.5 D and
<+3.0 D

>−0.5 D and
<+0.5 D

>−3.0 D and
≤−0.5 D

>−5.0 D and
≤−3.0 D

≤−5.0 Da

80.000002320b≤−5.0 D

77.80010214b1>−5.0 D and
≤−3.0 D

82.0000441b41>−3.0 D and
≤−0.5 D

83.301870b500>−0.5 D and
<+0.5 D

82.80472b10100≥+0.5 D and
<+3.0 D

79.3123b41000≥+3.0 D and
<+5.0 D

75.09b210000≥+5.0 D

81.6———————cOverall accuracy
(%)

aD: diopter.
bNumber of correct predictions of our deep convolutional neural network.
cNot applicable.

Table 6. Performance comparison of the proposed model and baseline models.

Accuracy (%)Model

81.6The proposed deep convolutional neural network

70.8Pretrained VGG-11

77.4Pretrained SqueezeNet

65.2Support Vector Machine

62.9Random Forest

70.8Simple convolutional neural network

Additionally, we produced heatmaps using gradient-weighted
class activation mapping (Grad-CAM) [36] to provide visual
explanations for each screening decision. This technique is
crucial for interpreting network output and validating whether
the network learned meaningful features. The activation map
visualizes where the network considered the critical locations

to be within photorefraction images for detecting refractive
error. Figure 4 shows the activated regions from four layers in
the photorefraction images. Notably, we observed the heatmap
from the fourth layer, which captured important features for
classifying refractive error, particularly the region of the crescent
in the pupil.
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Figure 4. Examples of photorefraction images correctly classified by deep neural networks. (A), (B), (C) were identified as ≥+0.5 D and <+3.0 D,
≥+3.0 D and <+5.0 D, and ≥+5.0 D, respectively. The first layers captured low-level features, such as edge and color. With deeper layers, the network
focused on high-level features that were regarded as important aspects for classification.

Discussion

The primary purpose of refractive error screening is the early
detection of a refractive error to allow interventions that can
reduce the risk of amblyopia. Early detection and treatment of
refractive error can lead to better visual outcomes and reduce
the prevalence and severity of amblyopia in children [4,37].
The cycloplegic refraction test has been an essential tool to
accurately measure refractive error, because pediatric patients
are more accommodating than adults [38]. However, young
children tend not to cooperate well during the refraction test,
and the test requires a skilled ophthalmic practitioner [2,8].
Additionally, the eye drops used during cycloplegia can cause
side effects, such as flushing, fever, drowsiness, and red eye
[39]. For these reasons, cycloplegic refraction is not suitable
for large screening of refractive error and amblyopia [12].
Currently, smartphones are ubiquitous devices that allow
physicians and other related medical professionals to overcome
common diagnostic barriers in many clinical settings [40]. A
photorefraction screening test using a smartphone is an easy
and effective way to screen most young children. The
photorefractive method is simple and takes no longer than a
second to test both eyes simultaneously. The test requires
minimal space (just a meter of distance between the subject and
the testing device) and removes the need for cycloplegia, thereby
greatly reducing side effects and testing time. Moreover, it does
not require expert knowledge or experience to perform [6].
These advantages make the photorefractive method ideal for
measuring refractive error, especially for poorly cooperative
young children.

Several studies have compared the accuracy of photoscreeners
for detecting various amblyopia risk factors [40-42]. One study
evaluated a smartphone photoscreening application
(GoCheckKids) and reported 76% sensitivity and 67.2%
specificity [15] for detecting amblyopia risk factors using the
2013 AAPOS guidelines. Because we evaluated the accuracy

of predicting refractive errors and not amblyopia risk factors,
we were limited in our ability to directly compare the
performance of our method against that of GoCheckKids.
Instead, our deep convolutional neural network achieved
satisfactory accuracy for predicting categories of refractive error
using only a small image dataset. The results showed the
potential for developing precise smartphone-based prediction
systems for refractive error using deep learning. With further
collection of pediatric photorefraction image data, more precise
prediction of refractive error and effective detection of
amblyopia would be possible.

This study compared refractive error estimation with
precycloplegic photorefraction images and cycloplegic
refraction. The results showed consistent measurements between
the two methods. Dubious results regarding estimation of
refractive error using photorefractors have been uncovered by
previous studies [12,14,42]. Erdurmus et al reported that
noncycloplegic photorefraction (Plusoptix CR03; PlusoptiX
GMBH, Nurnberg, Germany) tended to overestimate negative
refraction in children, resulting in overdiagnosis of myopia
(−0.70 D) [12]. Lim et al reported similar results and showed
that refractive error measured by a photorefractor without
cycloplegia (PlusoptiX S09; PlusoptiX GmbH) tended to be
more myopic compared with cycloplegic refractive error [42].
On the other hand, Schimizek et al claimed that noncycloplegic
refraction using a photorefractometer (Power Refractor;
PlusoptiX GmbH) resulted in underestimation of spherical
equivalents owing to uncontrolled accommodation [14]. Another
study showed that cycloplegic refraction results and
photorefractor Plusoptix S08 (Plusoptix GmbH, Nurnberg,
Germany) results were similar [2]. In this study, photorefraction
results without cycloplegia showed reasonable agreement with
cycloplegic refraction, suggesting that our deep learning–based
system achieved considerably accurate performance under
noncycloplegic conditions.
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This study has several limitations. First, manifest refraction was
not performed in all subjects. Since photorefractive refraction
tests were performed without the use of a cycloplegic agent,
useful information might have been obtained if the number of
manifest refraction results without cycloplegia were enough to
compare with photorefraction data in the same patient. Second,
the number of photorefraction images was relatively small and
the model could only predict a range of refractive errors (not a
specific value). Third, all children involved in the study were
Korean. Thus, a trained model using the eyes of Korean children
may not be applicable to the eyes of pediatric patients having

different ethnicities [43,44]. Future studies with more patients
of multiple ethnicities and a greater range of refractive errors
would be beneficial for providing a more precise clinical
perspective.

In conclusion, this study showed that our deep learning–based
system successfully yielded accurate and precise refractive
measurements. This further demonstrates the potential for
developing simplified smartphone-based prediction systems for
refractive error using deep learning with large-scale collection
of pediatric photorefraction images from patients with various
ages and refractive errors.
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Abstract

Background: Obesity is one of today’s most visible public health problems worldwide. Although modern bariatric surgery is
ostensibly considered safe, serious complications and mortality still occur in some patients.

Objective: This study aimed to explore whether serious postoperative complications of bariatric surgery recorded in a national
quality registry can be predicted preoperatively using deep learning methods.

Methods: Patients who were registered in the Scandinavian Obesity Surgery Registry (SOReg) between 2010 and 2015 were
included in this study. The patients who underwent a bariatric procedure between 2010 and 2014 were used as training data, and
those who underwent a bariatric procedure in 2015 were used as test data. Postoperative complications were graded according
to the Clavien-Dindo classification, and complications requiring intervention under general anesthesia or resulting in organ failure
or death were considered serious. Three supervised deep learning neural networks were applied and compared in our study:
multilayer perceptron (MLP), convolutional neural network (CNN), and recurrent neural network (RNN). The synthetic minority
oversampling technique (SMOTE) was used to artificially augment the patients with serious complications. The performances
of the neural networks were evaluated using accuracy, sensitivity, specificity, Matthews correlation coefficient, and area under
the receiver operating characteristic curve.

Results: In total, 37,811 and 6250 patients were used as the training data and test data, with incidence rates of serious complication
of 3.2% (1220/37,811) and 3.0% (188/6250), respectively. When trained using the SMOTE data, the MLP appeared to have a
desirable performance, with an area under curve (AUC) of 0.84 (95% CI 0.83-0.85). However, its performance was low for the
test data, with an AUC of 0.54 (95% CI 0.53-0.55). The performance of CNN was similar to that of MLP. It generated AUCs of
0.79 (95% CI 0.78-0.80) and 0.57 (95% CI 0.59-0.61) for the SMOTE data and test data, respectively. Compared with the MLP
and CNN, the RNN showed worse performance, with AUCs of 0.65 (95% CI 0.64-0.66) and 0.55 (95% CI 0.53-0.57) for the
SMOTE data and test data, respectively.

Conclusions: MLP and CNN showed improved, but limited, ability for predicting the postoperative serious complications after
bariatric surgery in the Scandinavian Obesity Surgery Registry data. However, the overfitting issue is still apparent and needs to
be overcome by incorporating intra- and perioperative information.

(JMIR Med Inform 2020;8(5):e15992)   doi:10.2196/15992
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Introduction

Background
Obesity is one of today’s most important public health problems
worldwide. With no changes in the current trends, the estimated

prevalence of severe obesity (BMI greater than 35 kg/m2) will
reach 9% for women and 6% for men within a few years [1].
Obesity is associated with an increased risk of several conditions
and diseases, such as type 2 diabetes, heart disease, and many
more, and imposes a major growing threat for global public
health [2]. It is a serious chronic condition that should be
prevented and treated as early as possible [3]. Although medical
weight management and pharmacotherapy are effective options,
modern bariatric surgery offers one of the best chances for
long-term weight loss and the resolution of comorbidity risk
[4].

Although modern bariatric surgery is considered to be ostensibly
safe, serious complications and mortality still occur in some
patients [5-7]. Thus, preoperative risk assessment is one of the
most important components of surgical decision making.
Numerous studies have attempted to predict the risk for
complications after bariatric surgery. Some studies developed
new models based on national databases [5-9], and other studies
applied the obesity surgery mortality risk score, although its
accuracy for prediction is still unclear [7,10-14]. In recent years,
the potential of addressing public health challenges and
advancing medical research through the increasing amount of
information regarding symptoms, diseases, and treatments, in
parallel with the challenges inherent in working with such
sources, are being recognized [15]. A variety of machine
learning (ML) methods, including artificial neural networks
[16], decision trees [17], Bayesian networks [18], and support
vector machines [19], have been widely applied with the aim
of detecting key features of the patient conditions and modeling
the disease progression after treatment from complex health
information and medical datasets. The application of different
ML methods in feature selection and classification in
multidimensional heterogeneous data can provide promising
tools for inference in medical practices [20,21]. These highly
nonlinear approaches have been utilized in medical research for
the development of predictive models, resulting in effective and
accurate decision making [22-24].

In our previous studies, conventional statistical models [8] and
ML methods [9] were used to predict the likelihood of serious
complication after bariatric surgery. Although some potential
risk factors, such as revision surgery, age, lower BMI, larger
waist circumference (WC), and dyspepsia, were associated with
a higher risk for serious postoperative complications by the
multivariate logistic regression model, the sensitivity of the
model for prediction was quite low (<0.01) [8]. When comparing
29 ML algorithms, we found that overfitting was still the
overwhelming problem even though some algorithms showed
both high accuracy >0.95 and an acceptable area under curve
(AUC) >0.90 for the training data [9]. Despite these unfavorable

aspects, our study suggests that deep learning neural networks
(DLNNs) have the potential to improve the predictive capability
and deserve further investigation.

Although there is increasing evidence that the use of ML
methods can improve our understanding of postoperative
progression of bariatric surgery [25-30], few studies have used
DLNNs to predict the prognosis after bariatric surgery, and
validation is needed to select a proper method in clinical
practice.

Objectives
The aim of this study was to examine whether serious
postoperative complications of bariatric surgery can be predicted
preoperatively using DLNNs based on the information available
from a national quality registry. We used the data from the
Scandinavian Obesity Surgery Registry (SOReg) to examine
the performance of 3 widely used DLNNs.

Methods

Patients and Features
The SOReg covers virtually all bariatric surgical procedures
performed in Sweden since 2010 [31]. Patients who were
registered in the SOReg between 2010 and 2015 were included
in this study. Information for the patients who underwent a
bariatric procedure between 2010 and 2014 was used as training
data, and information from those in 2015 was used as test data.
Postoperative complications were graded according to the
Clavien-Dindo classification, and complications requiring
intervention under general anesthesia or resulting in organ
failure or death were considered serious (ie, grade 3b or higher)
[32]. The primary outcome was serious complications occurring
within the first 30 days after bariatric surgery. Details of the
data have been described elsewhere [8,9]. Briefly, 37,811 and
6250 patients were used as the training data and test data, with
incidence rates of serious complication of 3.2% (1220/37,811)
and 3.0% (188/6250), respectively. In general, the patients with
and without serious complication were balanced in baseline
demographic characteristics and comorbidity in the 2 datasets,
except that the patients with serious complications were a little
older (mean 42.9 vs 41.2 years; P<.001) and had greater WCs
(mean 126.2 vs 123.2 cm; P=.009) compared with those without
serious complications in the test dataset [9]. Except for the
outcome variable, 16 features of the patients were used for ML,
including 5 continuous features (age, hemoglobin A1c [HbA1c],
BMI, WC, and operation year) and 11 dichotomous features
(sex; sleep apnea; hypertension; diabetes; dyslipidemia;
dyspepsia; depression; musculoskeletal pain; previous venous
thromboembolism; revisional surgery; and the outcome, serious
postoperative complications).

The Regional Ethics Committee in Stockholm approved the
study (approval number: 2013/535-31/5).
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Deep Learning Neural Networks
Three supervised DLNNs were applied and compared in our
study, comprising multilayer perceptron (MLP), convolutional
neural network (CNN), and recurrent neural network (RNN)
models. For the MLP model, we used 4 dense layers and 2
dropout layers. The initial computation units for the dense layers
were set to 15, 64, 64, and 128, and dropout rate was set to 0.5
for the 2 dropout layers (Multimedia Appendix 1). The rectified
linear unit (relu) activation function was used for the 3 dense
layers, and the sigmoid activation function was used for the last
dense layer. The binary cross-entropy loss function and the root
mean square propagation optimizer were used when compiling
the model [33].

In the initial CNN, we used a 7-layer model with 2
one-dimensional (1D) convolution layers (with 10 filters for
each), 2 1D max pooling layers, 1 flatten layer, and 2 dense
layers (with 1000 computation units). The relu activation
function was used for the 2 1D convolution layers and the first
dense layers, and the sigmoid activation function was used for
the last dense layer. The binary cross-entropy loss function and
the adaptive moment estimation (Adam) optimizer were used
when compiling the model (Multimedia Appendix 2) [34].

In view of the temporal feature of the data, we also used the
RNN for prediction. To minimize computation time, the initial
model only included 1 long short-term memory (LSTM) layer
and 1 dense layer. The initial dimensionality of the LSTM layer
was set to 32. To tackle overfitting, we randomly dropped out
inputs and recurrent connections in the LSTM layer to break
happenstance correlations in the training data that the layer was
exposed to. The dropout rates for inputs and recurrent
connections were set to 0.2. The activation functions for input
connection and recurrent connection were hyperbolic tangent
and hard sigmoid, respectively. The activation function for the
dense layer was sigmoid. The binary cross-entropy loss function
and the Adam optimizer were used when compiling the model.

Feature Scaling
For the training data, the binary features were converted into
dummy variables, and the continuous features were standardized
to have mean 0 and SD 1 before they enter the model. For the
test data, the continuous features were standardized using the
corresponding means and standardizations from the training
data. HbA1c was log transformed before standardization because
of its asymmetrical distribution. In sensitivity analysis, the
normalizer and min-max scaler were also used to evaluate the
influence of scalers on the models’ performance.

Data Augmentation
As the incidence rate of serious complications is very low (only
3.2%), the extreme imbalance would result in serious bias in
the performance metrics [35]. Therefore, we used the synthetic
minority oversampling technique (SMOTE) to artificially
augment the proportion of patients with serious complications.
SMOTE generates a synthetic instance by interpolating the m
instances (for a given integer value m) of the minority class that
lies close enough to each other to achieve the desired ratio
between the majority and minority classes [36]. In our study, a
SMOTE dataset with a 1:1 ratio between the patients with and

without serious complications was generated and used for
training.

Performance Metrics
The performances of the three neural networks were evaluated
using accuracy, sensitivity, specificity, Matthews correlation
coefficient (MCC) [37], and area under the receiver operating
characteristic (ROC) curve. Terminology and derivations of the
metrics are given in detail elsewhere [9]. A successful prediction
model was defined as with an AUC greater than 0.7 [38,39].

Validation During Model Training
To find optimal high-level parameters (such as the number, size,
and type of layers in the networks) and lower-level parameters
(such as the number of epochs, choice of loss function and
activation function, and optimization procedure) in the DLNN
models, the K-fold cross-validation method was used during
the training phase. K-fold cross-validation is currently
considered as a minimum requirement to handle the problems
such as overfitting when applying only 1 single dataset in ML
[40]. In this study, we split the training data into 5 partitions,
instantiated 5 identical models, and trained each one on 4
partitions while evaluating the remaining partition. We then
computed the average performance metrics over the 5 folds. In
the end, the choice of the parameters was a compromise between
the neural network’s performance and computation time: the
model with a larger ratio of AUC to logarithmic computation
time or no significant difference (ΔAUC≤0.01) found between
the models’ performance. An example of parameters selection
by grid searching for MLP model is given in Multimedia
Appendix 3.

Software and Hardware
The descriptive and inferential statistical analyses were
performed using Stata 15.1 (StataCorp LLC, College Station).
The DLNN models were achieved using packages scikit-learn
0.19.1 and Keras 2.1.6 in Python 3.6 (Python Software
Foundation). The 95% CI of AUC was calculated using the
package pROC in R 3.61 (R Foundation for Statistical
Computing).

All the computation was conducted using a computer with the
64-bit Windows 7 Enterprise operating system (Service Pack
1), Intel Core TM i5-4210U CPU of 2.40 GHz, and 16.0 GB
installed random access memory.

Results

Overview of the Performance of the 3 Deep Learning
Neutral Networks
The incidence of serious complications after bariatric surgery
in our study was 3.2%, which is similar to other studies [12,41].
The 3 DLNNs showed quite similar performance for our original
training data, with specificity=1.00, sensitivity=0, and AUC≤0.6
(Table 1). Although the models’ specificity dropped when
trained using SMOTE data, the sensitivity increased significantly
from 0 to 0.97 in the MLP model and 0.70 in the CNN model
(Table 1), and AUC also achieved an acceptable level (>0.7).
The finding confirms our previous assumption that DLNNs
trained by SMOTE data might have better performance in
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predicting serious complications after bariatric surgery [9].
However, the performance of the 3 DLNNs in the test data was
still low; the highest AUC was only 0.23 for the MLP trained
by the SMOTE data (Table 1). MCC measures indicate that the
MLP trained by the SMOTE data showed promising prediction

(MCC=0.44) for the training data; however, the performance
of the 3 DLNNs was only slightly better than random prediction
(MCC=0.02, 0.03, and 0.05 for MLP, CNN, and RNN,
respectively) for the test data (Table 1).

Table 1. Performance metrics of the models.

Test dataTraining dataModel

AUC

(95% CI)

MCCSensitivitySpecificityAccuracyAUCb

(95% CI)

MCCaSensitivitySpecificityAccuracy

0.57

(0.55-0.59)

0.000.001.000.970.60

(0.59-0.61)

0.000.001.000.97MLPc

0.54

(0.53-0.55)

0.020.230.820.840.84

(0.83-0.85)

0.440.970.390.68MLPd

0.55

(0.54-0.56)

0.000.001.000.970.58

(0.56-0.60)

0.000.001.000.97CNNe

0.57

(0.59-0.61)

0.030.060.970.950.79

(0.78-0.80)

0.260.700.560.63CNNd

0.56

(0.55-0.57)

0.000.001.000.970.58

(0.57-0.59)

0.000.001.000.97RNNf

0.55

(0.53-0.57)

0.050.140.930.910.65

(0.64-0.66)

0.150.490.660.58RNNd

aMCC: Matthews correlation coefficient.
bAUC: area under curve.
cMLP: multilayer perceptron.
dTrained using synthetic minority oversampling technique data.
eCNN: convolutional neural network.
fRNN: recurrent neural network.

Performance of Multilayer Perception
There were myriad combinations of high- and low-level
parameters used during model training, and most of them
resulted in constant performance after given values. Therefore,
we only show the trend of the MLP model’s accuracy with
number of epochs for model training while keeping other
parameters unchanged in Figure 1. When learning from the
original data, the accuracy almost did not change along with
the number of epochs, which was a constant value 0.968 (Figure
1, left panel). The reason is that the incidence rate of serious
complications was only 3.2%; therefore, although the model
always predicted a patient as having a serious complication, it
achieved high accuracy (>0.96), whereas in the SMOTE data
where the numbers of patients with and without serious
complications are equal, the choice of number of epochs shows
a significant influence on accuracy. When the epochs are less
than 20, the accuracy is smaller than 0.8, and it approximates
to 0.85 when epochs are greater than 80 and remains almost
constant afterward (Figure 1, right panel). As the computing

time is proportional to the number of epochs, we selected epochs
80 for model training.

The performance of the MLP was not optimal for the original
training data and test data. The AUCs were barely higher than
a random guess, that is, 0.5, which were 0.60 (95% CI 0.59-0.61)
and 0.57 (95% CI 0.55-0.59) for the training data and test data,
respectively (Figure 2, left panel). When trained using the
SMOTE data, the performance of the MLP improved notably,
with an AUC of 0.84 (95% CI 0.83-0.85). However, its
performance was still low for the test data, with an AUC of 0.54
(95% CI 0.53-0.55; Figure 2, left panel).

The performance of MLP was significantly influenced by the
number of computation units in the SMOTE data but not in the
test data. For example, when the computation units of the first
layer ranged from 4 to 500, the AUC increased rapidly from
0.55 to 0.80. Within the range from 500 to 1000, the AUC
increased slowly from 0.80 to 0.85 and kept fluctuating around
0.85 afterward (Figure 3). However, the AUC kept fluctuating
around 0.55 in the test data no matter how many units were used
(Figure 3).
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Figure 1. Change of accuracy with the number of epochs in multilayer perceptron. MLP: multilayer perceptron; SMOTE: synthetic minority oversampling
technique.

Figure 2. Area under curve of multilayer perceptron with initial setting. MLP: multilayer perceptron.
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Figure 3. Performance of multilayer perceptron using the synthetic minority oversampling technique and test data with different numbers of computation
units in the first hidden layer. MLP: multilayer perceptron; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling technique.

Performance of Convolutional Neutral Network
The performance of CNN appeared to be similar to that of MLP.
The AUCs were 0.58 (95% CI 0.56-0.60) and 0.55 (95% CI
0.54-0.56) for the training data and test data, respectively (Figure
4, left panel). When trained using the SMOTE data, the AUCs
were 0.79 (95% CI 0.78-0.80) and 0.57 (95% CI 0.59-0.61),
respectively (Figure 4, right panel). Again, although the model’s
performance seems to be improved significantly after training
by the artificially balanced SMOTE data, its performance on
the unseen test data still appears low.

The number of output filters in the convolution (or the
dimensionality of the output space) has a significant influence
on the CNN model’s performance in the SMOTE data but not
in the training data and test data. The AUC of CNN increased
rapidly from 0.63 to 0.80 when we set the number of filters
from 5 to 50. However, the larger number of filters contributes
no further improvement (Figure 5). The CNN model trained by
the SMOTE data always gave an AUC around 0.52 in the test
data (Figure 5).

Figure 4. Area under curve of convolutional neural network with initial setting. CNN: convolutional neural network.
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Figure 5. Performance of convolutional neural network using the synthetic minority oversampling technique and test data with different numbers of
filters. CNN: convolutional neural network; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling technique.

Performance of Recurrent Neutral Network
Compared with the MLP and CNN, the RNN showed even
worse performance. AUCs of RNN for the original training data
and test data were 0.58 (95% CI 0.57-0.59) and 0.56 (95% CI
0.55-0.57), respectively (Figure 6, left panel). For the SMOTE

data, the AUC was only 0.65 (95% CI 0.64-0.66; Figure 6, right
panel), which was significantly lower than those derived from
MLP (AUC=0.83) and CNN (AUC=0.81). The AUC of RNN
trained by the SMOTE data was only 0.55 (95% CI 0.53-0.57)
for the test data.

Figure 6. Area under curve of recurrent neural network with initial setting. RNN: recurrent neural network.

The performance of the RNN model was influenced by the
dimensionality of the LSTM layer. The AUC changed from
0.50 to 0.60 rapidly when the dimensionality grew from 2 to
20 and kept fluctuating around 0.61 afterward (Figure 7).

Although other hyperparameters, such as kernel initializer and
regularizer, also had an influence on the RNN’s performance,
their impacts were not as notable as the dimensionality of layer.
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Figure 7. Performance of recurrent neural network using the synthetic minority oversampling technique and test data with different dimensionalities
of long short-term memory. LSTM: long short-term memory; ROC: receiver operating characteristic; SMOTE: synthetic minority oversampling
technique.

Sensitivity Analysis and Computing Time
In the sensitivity analysis, we tried different scalers and
optimizers in data preparation and model compiling, and we
tried thousands of combinations of hyperparameters for each
model using the exhaustive grid search method [42]. Although
they showed more or less influence on the models’performance,
the influence was negligible compared with the exponentially
increased computing time. Therefore, we only show the results
of the model with the optimal hyperparameters in the figures
above.

The computing time for the models was largely dependent on
the number of DLNN layers and hyperparameter settings of the
layers, number of epochs and batch size for training, and
obviously software and hardware used. In our study, with the
model structures and hyperparameters described above, the
running time ranged from 82 seconds for the MLP model
(computational units=64, epochs=80, batch size=128, and
trained by original data) to more than 10 hours for the CNN
model (filters=400, epochs=100, batch size=128, and trained
by SMOTE data with cross-validation and grid search) on our
computer.

Discussion

Principal Findings
Several studies have explored using ML methods to predict the
risks after bariatric surgery. Razzaghi et al [27] evaluated 6 of
the most popular classification methods to predict 4 common
outcomes (diabetes, angina, heart failure, and stroke) using
11,636 patients from the Premier Healthcare Database of the
United States. The study also applied the SMOTE technique to
handle the imbalance issue in the data, and the results indicate
that random forest and bagging methods outperform other
methods [27]. However, the study did not test methods using

outer unseen data. Therefore, the real performance of the
methods is questionable. Thomas et al [28] predicted the
long-term weight status after bariatric surgery in 478 patients
using 8 neural networks. Their neural networks yielded an AUC
of 0.77 to 0.78 in predicting weight loss success. However, the
types of the neural networks used were not reported. It seems
as if the authors only used 1 neural network but with different
variables as input. Pedersen et al [25] used neural networks
integrating clinical and genomic biomarkers for 268 patients to
rank factors involved in type 2 diabetes remission after bariatric
surgery, and Hayes et al [26] used the decision tree and the
Naive Bayes to establish independent predictors for the
resolution of type 2 diabetes in 130 patients. However, the
sample sizes of both studies seem too small for nonlinear ML
algorithms; therefore, models might only have a high internal
validity but not external validity [43]. In our previous study,
we trained and compared 29 basic ML algorithms using
information from 37,811 patients to predict serious
complications after bariatric surgery. Although several ensemble
algorithms, such as random forest, gradient regression tree, and
bagging k-nearest neighbor, showed favorable performance,
the overfitting problem was apparent [9].

In this study, we applied and compared 3 DLNN models for
predicting serious complications after bariatric surgery. MLP
is the classical type of neural network, which consists of multiple
layers of computational units. The layers are interconnected in
a feedforward way, where the information moves only forward,
that is, from input nodes, through hidden nodes and to output
nodes, and the connections between the nodes do not form a
cycle [44]. CNN is a regularized version of MLP, which was
inspired by biological processes where the connectivity pattern
between neurons resembles the organization of the animal’s
visual cortex [45]. Although not specifically developed for
nonimage data, CNN may achieve state-of-the-art results for
classification prediction problems using time series data or
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sequence input data. The CNN input is traditionally
two-dimensional but can also be changed to be 1D, allowing it
to develop an internal representation of a 1D sequence. RNN
is designed to work with sequence prediction problems and
traditionally difficult to train, where connections between nodes
form a directed graph along a temporal sequence, which allows
it to exhibit temporal dynamic behavior. Unlike feedforward
neural networks, RNN can use its internal state (memory) to
process sequences of inputs. In effect, an RNN is a type of
neural network that has an internal loop. It loops over time steps,
and at each time step, it considers its current state at t and input
at t and combines them to obtain the output at t [46]. RNN is
traditionally difficult to train, but the LSTM network overcomes
the problems of training a recurrent network and, in turn, has
been perhaps the most successful and widely applied. Therefore,
we adopted the LSTM network in this study. Regarding the
choice of the number of layers in DLNNs, there is no universally
agreed upon threshold, but most researchers in the field agree
that DLNN has multiple nonlinear layers with a credit
assignment path (CAP) >2, and Schmidhuber [44] considers
CAP >10 to be very deep learning. To address a specific
real-world predictive modeling problem, in general, we cannot
analytically calculate the number of layers or the number of
nodes in a DLNN and have to use systematic experimentation
to discover what works best for our specific dataset.

Although the results from the MLP and CNN models seem
promising in the SMOTE training data, the overfitting problem
still exists, which was reflected in the poor performance of the
3 models in the test data (see Table 1 and the left panels in
Figures 2, 4, and 6). It means that although we have identified
potential risk factors related to serious complication after
bariatric surgery at the population level [8], using current data
available to predict whether an individual patient has a serious
complication after bariatric surgery is still far from clinically
applicable. Thus, despite using the most promising methods of
ML, these results support a previous review of standard
statistical methods for the prediction of complications in
bariatric surgery, where models based only on factors known
before surgery were insufficient to predict postoperative
complications [47]. The main reason for this insufficiency is
likely to be that all such methods are missing information on
intraoperative adverse events, surgical experience, and
perioperative optimization of patients, which are well-known
important risk factors for adverse postoperative outcome
[7,47-49].

We also noticed that the RNN performed worse than MLP and
RNN for our data. The possible reason might be that the
sequential pattern or temporal trend in our data cannot be
represented by the features currently available in our data, or
there is no dependency between the patients or events in the
time-series. Even if the trend can be captured by the RNN, it
might be weak, and the past status contributed noise rather than
information to current status.

Although increasing the number of computational units in the
layers or adding more layers may increase the model’s capacity,
the trade-off between computational expensiveness and
representational power is seen everywhere in ML. Limited by

the computing power, we tried to avoid complicated networks
such as applying multiple RNN layers or combining CNN and
RNN, but it deserves investigation in the future with data having
more variables and apparent temporal trend.

Advantages and Limitations
Compared with previous studies, there are several advantages
in our study. First, we used DLNNs rather than traditional ML
techniques. The biggest advantage of DLNNs is that they try
to learn high-level features from data in an incremental manner.
They need less human domain expertise for hard-core feature
extraction [50]. In contrast, in traditional ML techniques, most
of the applied features have to be identified by domain experts
to reduce the complexity of the data and make patterns more
visible to learning algorithms to work [44]. Second, the study
is based on a national quality register with extensive coverage
(97%) of the target population, with a very high follow-up rate
for the studied outcome. Therefore, on the one hand, the
selection bias is minimized in the study, and the much larger
sample size may ensure the external validity of the nonlinear
ML algorithms. Third, we conducted different types of
sensitivity analyses for feature scaling, hyperparameters
optimization, and model compiling during data training, which
ensure the efficiency and internal validity of our models.
However, we also have to admit that there are still some
limitations in our study. First, because of the low predictive
ability of the features available in SOReg in terms of the

Nagelkerke R2 and AUC [8,9], we failed to diminish overfitting
of the DLNN models. We hope to solve this problem by
incorporating extra variables on perioperative care in the future.
Including these factors is likely to improve the predictive ability;
however, these models would not allow guidance in the
preoperative setting. Second, although the DLNN models are
efficient and able to formulate an adequate solution to the
particular question, they are highly specialized to the specific
domain, and retraining is usually necessary for the questions
that do not pertain to the identical domain [51]. For example,
if we want to predict a specific serious complication such as
pulmonary embolism after bariatric surgery, we have to modify
the layers and readjust hyperparameters in the model because
the original models were not trained differentially for the
different outcomes. Third, DL requires a large amount of
computing power. The high-performance hardwire such as the
multicore graphics processing unit is usually needed. It is time
consuming and costly, and we have to give up some of the more
complicated models because of extreme time inefficiency and
leave them for future investigation when more efficient
algorithms or more powerful hardware become available.

Conclusions
Compared with the results from our previous study using
traditional ML algorithms to predict the postoperative serious
complication after bariatric surgery using SOReg data, the MLP
and CNN showed improved, but limited, predictive ability,
which deserves further investigation. The overfitting issue is
still apparent and needs to be overcome by incorporating more
patient features, for example, intra- and perioperative
information, from other data resources.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15992 | p.223https://medinform.jmir.org/2020/5/e15992
(page number not for citation purposes)

Cao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


 

Acknowledgments
YC’s work was supported by Örebro Region County Council (OLL-864441). The funders had no role in the study design, data
collection and analysis, decision to publish, or preparation of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Structure of the MLP model. MLP: multilayer perceptron.
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Structure of the CNN model. CNN: convolutional neural network.
[PNG File , 135 KB - medinform_v8i5e15992_app2.png ]

Multimedia Appendix 3
Performance of the first 175 MLP models with different computation units, epochs, and batch sizes. In general, performance of
the models (measured as AUC) increased with more computation units and epochs, and decreased with larger batch sizes. Although
the performance increased with the model’s complexity, the efficiency (measured as AUC divided by logarithmic computing
time) decreased. MLP: multilayer perceptron; AUC: area under the curve.
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Abstract

Background: Preeclampsia and intrauterine growth restriction are placental dysfunction–related disorders (PDDs) that require
a referral decision be made within a certain time period. An appropriate prediction model should be developed for these diseases.
However, previous models did not demonstrate robust performances and/or they were developed from datasets with highly
imbalanced classes.

Objective: In this study, we developed a predictive model of PDDs by machine learning that uses features at 24-37 weeks’
gestation, including maternal characteristics, uterine artery (UtA) Doppler measures, soluble fms-like tyrosine kinase receptor-1
(sFlt-1), and placental growth factor (PlGF).

Methods: A public dataset was taken from a prospective cohort study that included pregnant women with PDDs (66/95, 69%)
and a control group (29/95, 31%). Preliminary selection of features was based on a statistical analysis using SAS 9.4 (SAS
Institute). We used Weka (Waikato Environment for Knowledge Analysis) 3.8.3 (The University of Waikato, Hamilton, NZ) to
automatically select the best model using its optimization algorithm. We also manually selected the best of 23 white-box models.
Models, including those from recent studies, were also compared by interval estimation of evaluation metrics. We used the
Matthew correlation coefficient (MCC) as the main metric. It is not overoptimistic to evaluate the performance of a prediction
model developed from a dataset with a class imbalance. Repeated 10-fold cross-validation was applied.

Results: The classification via regression model was chosen as the best model. Our model had a robust MCC (.93, 95% CI
.87-1.00, vs .64, 95% CI .57-.71) and specificity (100%, 95% CI 100-100, vs 90%, 95% CI 90-90) compared to each metric of
the best models from recent studies. The sensitivity of this model was not inferior (95%, 95% CI 91-100, vs 100%, 95% CI
92-100). The area under the receiver operating characteristic curve was also competitive (0.970, 95% CI 0.966-0.974, vs 0.987,
95% CI 0.980-0.994). Features in the best model were maternal weight, BMI, pulsatility index of the UtA, sFlt-1, and PlGF. The
most important feature was the sFlt-1/PlGF ratio. This model used an M5P algorithm consisting of a decision tree and four linear
models with different thresholds. Our study was also better than the best ones among recent studies in terms of the class balance
and the size of the case class (66/95, 69%, vs 27/239, 11.3%).

Conclusions: Our model had a robust predictive performance. It was also developed to deal with the problem of a class imbalance.
In the context of clinical management, this model may improve maternal mortality and neonatal morbidity and reduce health care
costs.

(JMIR Med Inform 2020;8(5):e15411)   doi:10.2196/15411
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Introduction

Preeclampsia and intrauterine growth restriction (IUGR) are
called placental dysfunction–related disorders (PDDs). These
diseases have similar pathogeneses, biomarkers, and referral
consequences [1,2]. However, they have different phenotypes
and various correlations among biomarkers [3]. Subtypes of
preeclampsia demonstrate heterogeneous gene expressions, yet
a multiomics approach delineated no serological biomarkers
[4]. These situations may cause difficulties in developing a
robust prediction model for these diseases.

Preeclampsia prevalence ranges from 3% to 5% worldwide as
a common disease contributing to maternal mortality [5]. The
fetus of a pregnant woman with or without preeclampsia may
undergo IUGR, which is associated with neonatal morbidity
[6,7]. In spite of difficulties in distinguishing between these two
diseases, both of them have similar consequences. They require
referral to a hospital accompanied by advanced maternal and
neonatal care within a certain time period [8]. Being able to
predict PDDs would greatly support clinicians in making referral
decisions, which should eventually improve both maternal and
neonatal outcomes.

Compared to the traditional first-trimester screening, a prediction
model is more reliable for women in several countries if it uses
predictors in the second or third trimester. In those countries,
women have low numbers of first visits in the first trimester
[9]. Meanwhile, models for predicting PDDs have been
developed mostly for preeclampsia at 11-13 weeks’ gestation.
This period is considered the best time window for its prediction
and the most effective prevention method [10,11]. Therefore,
if using only the first-trimester prediction, pregnant women in
those countries lose the chance to undergo early screening of
preeclampsia. Although prevention is still not available after
the first trimester, the second- or third-trimester prediction will
still impart benefits in the context of clinical management [12].
Decision on early delivery, including by cesarean section, was
recommended in the cases of deteriorated maternal or fetal
condition [13]. Pregnant women who are more likely to develop
preeclampsia can achieve benefit by reaching out to hospitals
with advanced maternal care within a certain time period if this
condition was well predicted. This benefit is still achieved,
although risk of preeclampsia is lately identified at the third
trimester, particularly before term (ie, <37 weeks’ gestation),
in which early delivery will increase prematurity. Even though
the babies were delivered at term from pregnant women who
have developed IUGR, they still need advanced neonatal care.
It is because low birth weight and in-hospital deaths were found
to be more prevalent in those babies compared to those delivered
from pregnant women without IUGR [14,15]. Nonetheless,
previous models did not demonstrate robust predictive
performances using features in any trimester and/or they were
developed from datasets with highly imbalanced classes [16-27].

Predictive modeling using conventional statistical methods may
be difficult for preeclampsia, since there are various correlations

among its predictors [3]. As this disease has heterogeneous gene
expressions, another possible difficulty is the noisy class of
outcomes [4]. Machine learning methods are capable of dealing
with such problems [28]. In addition, a common problem with
preeclampsia and/or IUGR is a class imbalance, as models were
shown to develop overoptimistic predictions [29]. This study
attempted to develop a prediction method for PDDs by machine
learning that uses features at 24-37 weeks’ gestation, including
maternal characteristics, uterine artery (UtA) Doppler measures,
soluble fms-like tyrosine kinase receptor-1 (sFlt-1), and
placental growth factor (PlGF).

Methods

Study Design
We developed a machine learning model and report it based on
Guidelines for Developing and Reporting Machine Learning
Predictive Models in Biomedical Research [30]. Our study
utilized a public dataset from a prospective cohort study based
on STROBE (STrengthening the Reporting of OBservational
studies in Epidemiology) guidelines [3]. We developed this
model to predict a prognosis of pregnancy outcomes. The
prediction model should solve a classification task between a
control group and a cohort with a PDD, either preeclampsia or
IUGR. A referral decision to a hospital with advanced care is
a consequence related to an under- or overprediction of these
diseases. Eventually, underprediction may increase maternal
mortality and neonatal morbidity, while overprediction may
increase health care costs as burdens to either patients or health
insurance companies. We intended to avoid both of these
scenarios. This goal can be considered to have been achieved
if the prediction model demonstrates a higher Matthew
correlation coefficient (MCC) than those of recent studies. The
range of MCCs is from –1 (worst) to 1 (best). This metric can
imply trade-off between underprediction (ie, lower sensitivity
and higher specificity) and overprediction (ie, higher sensitivity
and lower specificity). This trade-off is commonly evaluated
by area under the receiver operating characteristic (ROC) curve
(AUC) and accuracy. However, these metrics cannot fairly
imply predictive performance in datasets with imbalanced
classes [29], like preeclampsia and IUGR. For example, in a
low-prevalence event (ie, 10/100, 10%), the predictive
performances are still high in terms of sensitivity (ie, 9/10, 90%)
and specificity (ie, 81/90, 90%) as parts of AUC. The accuracy
(ie, 90/100, 90%) is also still high, but the MCC is not (ie, .62).

Data Source
The dataset used in this study is a public dataset in the Mendeley
Data repository [31]. This dataset belongs to a study conducted
at the University Medical Centre Ljubljana, Slovenia [3]. It was
approved by the Republic of Slovenia National Medical Ethics
Committee (No. 104/04/12). The original study collected data
from September 2012 to January 2015. We downloaded this
public dataset on March 11, 2019. Inclusion criteria were ≥24
weeks’ gestation at the time of data collection and similar
proportions of <34 or ≥34 weeks’ gestation at delivery between
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the PDD and control groups. For all women with a PDD, the
time interval was 48 hours at maximum for the gestational age
between data collection and delivery. Exclusion criteria were
signs of prepregnancy hypertension, prepregnancy diabetes,
hypertensive disorders during pregnancy, or gestational diabetes.

This dataset provides features (ie, predictors) consisting of
maternal age (years), parity (nulliparous vs parous), maternal
weight before pregnancy (kg), maternal height (m), BMI before

pregnancy (kg/m2), UtA Doppler measures, sFlt-1 (µg/L), PlGF
(µg/L), and the sFlt-1/PlGF ratio. The UtA Doppler measures
included the resistivity index (RI) of the UtA (RI-UtA),
pulsatility index (PI) of the UtA (PI-UtA), and peak systolic
velocity of the UtA (PSV-UtA). Each measure was taken for
both the right and left UtAs. The average of both UtAs was
calculated. In addition, the presence or absence of a bilateral
notch was also included. The class (ie, outcome) consisted of
29 control subjects and 66 women with PDDs: 32 (48%) with
both preeclampsia and IUGR, 12 (18%) with IUGR without
preeclampsia, and 22 (33%) with preeclampsia without IUGR.
Therefore, the ratio of positive (ie, PDD) to negative (ie, control)
classes was 7:3. Detailed criteria for the ultrasound examination,
blood sampling, and diagnosis of either preeclampsia or IUGR
were previously described [3].

There were missing values in one subject for maternal weight,
height, and BMI. However, the BMI classification was inferred
from the report for that subject (ie, overweight) [3]. Considering
the distribution of BMI before pregnancy, a feature was added

by discretization (<25 kg/m2 [underweight + normal] vs ≥25

kg/m2 [overweight + obese]).

Feature Selection
We used SAS 9.4 (SAS Institute) to conduct preliminary
statistical analyses. These intended to identify the relevancy of
candidate features by their association with the class. The dataset
with relevant features was initially used for comparison with
machine learning models. To improve their predictive
performance, we also used a built-in algorithm of feature
selection in each model. Redundant features were removed
using this algorithm. In addition, we compared the selected
features with those from previous studies.

The association tests to identify the relevancy were conducted
based on the data type. For categorical features, we used the
Fisher exact test. For continuous features, the association test
depended on the distributions in each class using the
Kolmogorov-Smirnov normality test. Continuous features that
were normally distributed in both classes (P≥.05) would be
tested by an independent t test. If the variance was equal (P≥.05),
we used the pooled method. Otherwise, we used the
Satterthwaite method. For continuous features that were not
normally distributed (P<.05), we used the Wilcoxon rank test.
The features were significantly associated with the class if
P<.05.

In addition to the association tests for scheme-independent
feature selection or the filter method, we also conducted
scheme-specific feature selection or the wrapper method using
built-in algorithms in models as described in the Model
Development section. Details on the algorithms of feature

selection were meticulously described in Witten et al [32].
Complex model configurations, including to apply the
algorithms, can be reproduced by entering the configuration
code for each model (see Multimedia Appendix 1).

Model Development
We used Weka (Waikato Environment for Knowledge Analysis)
3.8.3 (The University of Waikato, Hamilton, NZ) to develop
machine learning models. We chose this software because of
its practical ability to compare multiple models at once. The
predictive performance of a machine learning model can be
affected by its configuration uncertainty. Considering this issue,
we used an add-on package of Weka—Auto-Weka 2.6.1 (The
University of British Columbia, Vancouver, CA). It
automatically selects the best machine learning model [33]. Its
algorithm optimizes the configuration of each model within a
predefined time period based on a predefined evaluation metric.
We defined the time period as 12 hours and the metric as the
AUC. However, this package shows only the best model, which
is not necessarily a white-box model that is easier for humans
to understand. Therefore, we also manually selected the best
among 23 white-box models. These models were in a default
configuration. Details on configurations for automatically and
manually selected models were described (see Multimedia
Appendix 1).

Manual selection to decide the best white-box model consisted
of three steps. In step 1, we analyzed models that had greater
or equal predictive performance compared to the logistic
regression as the baseline. We used a corrected resampled t test,
which was modified from the conventional paired t test, as
previously developed [32]. The modification was intended to
correct the significance of the difference in each evaluation
metric that increases because of an increasing k fold. To
calculate the t statistic (see Equation 1), we calculated the
difference (Δµ = µj1 – µj2) between the means of the metric from
the first model (µj1) and those from the second model (µj2)
trained by ik and validated by jk from k-fold validation as
described in the Model Validation section. The variance was
estimated by the average of the squared differences between

the jk metric for each model and the mean of both models: σδ
2

= (∑ [xj1 − µj] + ∑ [xj2 − µj]) ÷ (2 × nj). The number of instances
for the validation set was denoted as nj.

t = Δµ ÷ √ [ ( 1 ÷ k + nj ÷ ni ) × σδ
2 ] (1)

In step 2, after the list of compared models no longer shrank
using the t test, we used interval estimates with a decimal point
precision to further shrink it. In the last step, we chose the best
model by focusing on its sensitivity, interpretability, and
trade-off between sensitivity and specificity.

Since customization is not provided by Weka in some
circumstances, we optimized the best model from the manual
selection by determining a custom threshold. All subjects of the
dataset were used to determine an initial threshold. We then
adjusted it by cross-validation to pursue expected sensitivity
and specificity that were empirically reliable for unobserved
data. Only training subsets were used to adjust the threshold,
while validation subsets were only used to evaluate the
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predictive performances applying the predefined threshold.
Details on the optimization procedure were also described (see
Multimedia Appendix 1).

Model Validation
Internal validation was conducted by repeated 10-fold
cross-validation. The dataset was randomized and split up into
10 subsets with similar class balances. We used nine subsets to
train a model in each fold, while the remaining subsets were
used to validate it. We repeated these folds for 100 iterations
with different seeds of randomization sequences.
Cross-validation estimates the predictive performance of
external validation [34]. This method of internal validation also
improves the reliability of the reported predictive performance
[35].

In addition, we also validated the best model with a custom
threshold. The validation set consisted of 10 new subsets (n=35)
taken from the original dataset (N=95) by stratified random
sampling in SAS 9.4. The class balance was similar among
subsets. These subsets were used to customize a threshold in
pursuit of expected sensitivity and specificity that were reliable
in most of the subsets.

Evaluation Metrics
We applied multiple metrics to the model evaluation. These
were calculated from a confusion matrix, which consists of true
positives (TPs), true negatives (TNs), false negatives (FNs),
and false positives (FPs). We calculated all of these metrics
from recent studies because all of the metrics had not been
reported. We inferred a confusion matrix from each study based
on their sensitivity, specificity, and sample size of either
positives (Ps) or negatives (Ns) (see Equations 2-5).

TP = P × Sensitivity (%) (2)

FN = P – TP (3)

TN = N × Specificity (%) (4)

FP = N – TN (5)

Point and interval estimates were used for comparison of each
evaluation metric. Model selection was evaluated by the AUC,
the area under the precision-recall curve (PRC), accuracy (see
Equation 6), and sensitivity (see Equation 7). In addition, we
evaluated the Akaike information criterion (AIC) to describe
the trade-off between predictive performance and risk of
overfitting relatively among models in the end of selection. The
corrected AIC (AICC) was used, considering the small training
set, as previously described [36,37]. The best model was also
evaluated by a calibration plot. We then demonstrated an ROC
curve of the well-calibrated model. Comparing our model to
those from recent studies, we used the AUC, sensitivity, and

specificity (see Equation 8), in addition to the selected metric,
which was the MCC (see Equation 9), because those metrics
were widely used. However, an evaluation by the MCC prevents
misleading predictive performances, particularly in a model
developed from datasets with imbalanced classes [29]. Class
imbalance is a common situation in preeclampsia and IUGR
studies. In this situation, the MCC can provide a fair evaluation
when comparing prediction models in order to choose the one
that shows optimal performances on both sensitivity and
specificity.

Accuracy (%) = ( TP + TN ) ÷ ( TP + FN + TN + FP
) × 100% (6)

Sensitivity (%) = ( TP ) ÷ ( TP + FN ) × 100% (7)

Specificity (%) = ( TN ) ÷ ( TN + FP ) × 100% (8)

MCC = ( TP × TN – FN × FP ) ÷ √ ( P × [ TP + FP ]
× N × [ TN + FN ] ) (9)

Results

Selected Features
Several features were selected based on a preliminary statistical
analysis (see Table 1). Selected maternal characteristics were

maternal weight before pregnancy, BMI values (kg/m2), and

BMI categories (<25 kg/m2 vs ≥25 kg/m2). Other features
included three measures of the RI-UtA, three measures of the
PI-UtA, the presence or absence of a bilateral notch, sFlt-1,
PlGF, and the sFlt-1/PlGF ratio. The best model was
automatically selected by a correlation-based feature selection
of subset evaluation. It was combined with a backward greedy
stepwise search algorithm.

The selected features were extracted from mostly similar
measures in recent studies (see Table 2). These were maternal
characteristics, PI-UtA, sFlt-1, and PlGF, but not the bilateral
notch. The sFlt-1/PlGF ratio turned out to be the most important
feature in the best model (see Figure 1) as previously described
[1,38,39].

However, the best model by manual selection was the right
PI-UtA over the mean value. This choice is counterintuitive if
the placental side is contralateral to the side on which the PI-UtA
was measured. A previous study found that the PI-UtA was
lower on the side ipsilateral to the placental side [40]. We then
added the lowest value as a feature to provide an acceptable
measure of the PI-UtA regardless of the placental laterality. We
also demonstrated the proportion of the PI-UtA as the lowest
value in either the right or left UtA (see Table 1). In this study,
most of the lowest PI-UtA values were found in the right UtA
(66/95, 69%).
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Table 1. Descriptive and comparative analyses.

P valueClassFeature

PDDsa (n=66)Control (n=29)

Maternal characteristics

.23c32.6 (32.4-32.7)31.2 (30.9-31.5)Maternal age (years), mean (95% CI)b

.10eParity, n (%)d

47 (71)15 (52)Nulliparous

19 (29)14 (48)Parous

.001g,h68.0 (60.0-76.0)58.0 (55.0-65.0)Maternal weight (kg), median (IQR)f

.51c1.65 (1.651-1.655)1.66 (1.658-1.666)Maternal height (m), mean (95% CI)

<.001g,h,i24.4 (23.0-28.2)21.6 (19.9-22.5)BMI (kg/m2), median (IQR)

.01e,gBMI, n (%)

36 (55)24 (83)<25 kg/m2

30 (45)5 (17)≥25 kg/m2

Uterine artery (UtA) Doppler measures, median (IQR)

<.001g,h0.71 (0.63-0.78)0.57 (0.49-0.61)Right resistivity index (RI)-UtA

<.001g,h0.73 (0.61-0.78)0.59 (0.53-0.64)Left RI-UtA

<.001g,h0.71 (0.61-0.77)0.57 (0.52-0.62)Mean RI-UtA

<.001g,h,i1.24 (0.79-1.56)0.66 (0.60-0.71)Right pulsatility index (PI)-UtA

<.001g,h1.33 (0.82-1.59)0.70 (0.67-0.75)Left PI-UtA

<.001g,h,i1.26 (0.86-1.57)0.68 (0.63-0.71)Mean PI-UtA

.09h59.25 (56.80-64.18)58.30 (55.10-62.40)Right peak systolic velocity (PSV)-UtA

.99h60.05 (57.10-63.80)60.20 (59.10-64.10)Left PSV-UtA

.31h60.38 (57.54-64.06)59.55 (58.25-61.40)Mean PSV-UtA

<.001e,g,iBilateral notch, n (%)

47 (71)0 (0)Nulliparous

19 (29)29 (100)Parous

<.001g,h,j1.16 (0.74-1.53)0.65 (0.57-0.69)Lowest PI-UtA, median (IQR)

.23eLaterality of lowest PI-UtA, n (%)

43 (65)23 (79)Right UtA

23 (35)6 (21)Left UtA

sFlt-1k and PlGF l, median (IQR)

<.001g,h,i13,961 (8893-22,218)3014 (1852-4116)sFlt-1 (µg/L)

<.001g,h,i68.4 (42.9-150.1)626.9 (281.3-752.8)PlGF (µg/L)

<.001g,h,i230.1 (100.8-483.0)4.7 (2.6-15.1)sFlt-1/PlGF ratio

aPDD: placental dysfunction–related disorder.
bMean and 95% CI were calculated for numerical values with a normal distribution.
cIndependent t test.
dNumbers and column proportions (%) were calculated for categorical values.
eFisher exact test.
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fMedian and IQR were calculated for numerical values without a normal distribution.
gStatistically significant (alpha=.05).
hWilcoxon rank test.
iSelected feature for the best model from automatic selection.
jUsed for manual selection only.
ksFlt-1: soluble fms-like tyrosine kinase receptor-1.
lPlGF: placental growth factor.

Table 2. Features used by the models in this study compared to those from previous studies.a

Features, n (for maternal characteristics) or + (used by the model) or – (not used by the model)Gestational age
at prediction

Source

PAPP-AfPlGFesFlt-1dBilateral
notch

PI-UtAcMAPbMaternal characteristics

This study

–++–+–224-37 weeksCVRg1 (right PI-UtA)

–++++–224-37 weeksCVR2 (mean PI-UtA)

–++–+–224-37 weeksCVR3 (lowest PI-UtA)

–++++–124-37 weeks158-tree random forest

Previous studies

–++–+–1011-13 weeksWright A et al (2019) [26]

–++–++1111-13 weeksWright D et al (2019) [27]

–+––++1111-13 weeksTan MY et al (2018) [25]

++––+–1011-13 weeksSonek J et al (2018) [24]

–++––+327-28 weeksPerales A et al (2017) [23]

++––+–N/Ah11-13 weeksNuriyeva G et al (2017) [22]

++––++1111-13 weeksO'Gorman N et al (2017) [21]

–++–++1119-24 weeksGallo DM et al (2016) [18]

–++–––1130-34 weeksTsiakkas A et al (2016) [19]

–++–++1135-37 weeksAndrietti S et al (2016) [20]

++––++1011-13 weeksO'Gorman N et al (2016) [17]

––––––1111-13 weeksWright D et al (2015) [16]

aModels that showed the best sensitivity and an acceptable specificity in each study.
bMAP: mean arterial pressure.
cPI-UtA: pulsatility index of the uterine artery.
dsFlt-1: soluble fms-like tyrosine kinase receptor-1.
ePlGF: placental growth factor.
fPAPP-A: pregnancy-associated plasma protein-A.
gCVR: classification via regression.
hN/A: not applicable.
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Figure 1. Characteristics of the classification via regression model using the lowest pulsatility index of the uterine artery (PI-UtA). Fractions in leaf
nodes consist of true predicted numbers (numerators) and all predicted ones (denominators). A ratio of true predicted numbers is shown for control (C),
both intrauterine growth restriction (IUGR) and preeclampsia (IP), IUGR only (I), and preeclampsia only (P). BMI_bP: body mass index before pregnancy

(kg/m2); LM: linear model; low_PIUtA: the lowest pulsatility index of the uterine artery; MW_bP: maternal weight before pregnancy (kg); PDD:
placental dysfunction–related disorder; PlGF: placental growth factor; sFlt: soluble fms-like tyrosine kinase receptor.

Selected Machine Learning Models
We focused on the sensitivity to ensure minimum miss rates,
which should improve maternal and neonatal outcomes. This
resulted in the seven best machine learning models as shown
in Table 3. The best model was the random forest from
automatic selection; however, it is not a white-box model. We
then also manually selected the best white-box model.

Classification via regression (CVR) classifies an outcome based
on an M5P regression algorithm. It combines a pruned decision
tree with smoothed linear models. There is also a built-in
algorithm in CVR for selecting important features. A feature at
the root node of the decision tree is the most important. Each
leaf node has different linear models (LMs), which can be set
to use different thresholds [32]. Optimization of this model was
conducted by determining these thresholds (see Multimedia
Appendix 1).

We developed CVR using only the mean values of UtA Doppler
measures, in addition to this model using the right PI-UtA. We
also developed CVR using the lowest PI-UtA value without
other UtA Doppler measures. In the end, the model using the
lowest PI-UtA value (see Figure 1) was the best, followed by
that using either the right or mean PI-UtA (see Multimedia
Appendices 2 and 3). We provided an interactive interface for
readers to apply the model using the lowest PI-UtA value (see
Multimedia Appendix 4).

We demonstrated characteristics of the best CVR using selected
features from all subjects of the dataset (see Figure 1). LM1,
LM3, and LM4 perfectly classified outcomes. However, a
subpopulation of subjects was misclassified as the control
instead of as having isolated preeclampsia. It consisted of
subjects with sFlt-1/PlGF of ≤115.85, sFlt-1 of >2482.5 µg/L,

and a BMI of ≤25.585 kg/m2.

Calibration plots are shown for CVR models using different
types of PI-UtA (see Figure 2). Positive samples gathered higher
values of both predicted and true probabilities from all of the
CVR models. Then, classification biases were higher on positive
samples from these models. However, all of the biases remained
low because the root mean square error (RMSE) was only 0.076
at the maximum upper bound of the subsets, particularly from
CVR using the mean PI-UtA. Therefore, these models were
well calibrated. They also indicated robust positive predictive
values (PPVs) or information retrieval (IR) precision.

ROC curves are also shown for the CVR models (see Figure
3). C-statistics of 10 subsets are represented by an AUC that is
shown for each CVR model. An average sensitivity was
calculated for each distinct value of FP rates in order to measure
the AUCs. The greatest AUC was for the CVR model that used
the lowest PI-UtA (see Table 4). It significantly differs from
that of the model using the right or mean PI-UtA value.
Applying different thresholds for each LM, each CVR model
has an acceptable trade-off between sensitivity and specificity
without compromising its MCC.
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Table 3. The seven best machine learning models.

Performance metrics and rankModel

Sensitivity (%)Δi AICC
cAccuracy (%)Area under the PRCbArea under the ROCa curve

90.7 (1)0 (1)92.6 (1)0.958 (1)0.976 (1)Automatic selection: random forest

Manual selection

89.7 (2)15 (4)90.6 (4)0.922 (3)0.954 (5)CVRd

89.0 (3)25 (5)90.2 (5)0.928 (2)0.960 (2)Naïve Bayes

88.2 (4)6 (2)90.9 (2)0.921 (4)0.958 (3)Simple logistic

88.0 (5)7 (3)90.8 (3)0.920 (5)0.957 (4)Logistic model tree

86.8 (6)30 (6)89.9 (6)0.868 (6)0.932 (6)Multi-class classifier

86.8 (7)30 (7)89.9 (7)0.868 (7)0.932 (7)Logistic regression

aROC: receiver operating characteristic.
bPRC: precision-recall curve.
cAICC: corrected Akaike’s information criterion (Δi AICC = AIC Ci – AIC C min).
dCVR: classification via regression.

Figure 2. Calibration plots of classification via regression (CVR) models using the lowest, right, and mean pulsatility index of the uterine artery
(PI-UtA). Each point demonstrates a validation subset taken from repeated 10-fold cross-validation. Colors denote subsets from stratified random
sampling. RMSE: root mean square error.
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Table 4. Predictive performances shown by models in this study compared to those from recent studies.a

Predictive performancebSource

Specificity, %Sensitivity, %AUCc

This study

97 (90-100)91 (85-96)0.906 (0.896-0.916)CVRd1 (right PI-UtAe)

100 (100-100)95 (91-100)0.926 (0.919-0.933)CVR2 (mean PI-UtA)

100 (100-100)95 (91-100)0.970 (0.966-0.974)CVR3 (lowest PI-UtA)

93 (92-95)91 (87-94)0.976 (0.967-0.985)158-tree random forest

Recent studies

90 (90-90)85 (72-94)N/Af,gWright A et al (2019) [26]

90h93 (76-99)0.970 (0.950-0.990)Wright D et al (2019) [27]

90h90 (80-96)N/AgTan MY et al (2018) [25]

95i85iN/AgSonek J et al (2018) [24]

95i81i0.930iPerales A et al (2017) [23]

90i76i0.888iNuriyeva G et al (2017) [22]

90h100 (80-100)0.987iO'Gorman N et al (2017) [21]

90h85 (74-93)0.930 (0.892-0.968)Gallo DM et al (2016) [18]

90h100 (92-100)0.987 (0.980-0.994)Tsiakkas A et al (2016) [19]

90h82 (70-91)0.938 (0.917-0.959)Andrietti S et al (2016) [20]

90h89 (79-96)0.907iO'Gorman N et al (2016) [17]

90h67 (59-74)0.811iWright D et al (2015) [16]

aModels that showed the best sensitivity and an acceptable specificity in each study.
bPoint and interval estimates.
cAUC: area under the receiver operating characteristic (ROC) curve.
dCVR: classification via regression.
ePI-UtA: pulsatility index of the uterine artery.
fN/A: not applicable because it was not available.
gThis study showed an ROC curve without an AUC statement.
hFixed specificity in order to define sensitivity.
iThis study did not report an interval estimate.
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Figure 3. Receiver operating characteristic (ROC) curves of classification via regression (CVR) models using the lowest, right, and mean pulsatility
index of the uterine artery (PI-UtA). Each ROC curve demonstrates a validation subset taken from repeated 10-fold cross-validation. Colors denote
subsets from stratified random sampling. AUC: area under the receiver operating characteristic curve.

Comparison of Predictive Performances
The CVR model with the lowest PI-UtA value was found to
achieve the most robust predictive performance (see Figure 4
and Table 4), as determined by the MCC (.93, 95% CI .87-1.00).
The MCC of this model showed no difference compared to that
of either the best model from automatic selection (.93, 95% CI
.82-1.00) or the CVR model with the mean PI-UtA value (.93,
95% CI .87-1.00). However, the MCC of this CVR model was
higher than those from the models with the right PI-UtA value

(.84, 95% CI .71-.98). The predictive performance in this study
was assessed by cross-validation without an independent test
set, similar to most of the recent studies. However, we developed
our models from a dataset with a class balance that was better
than those of recent studies. The MCCs of our models were also
higher than those of recent studies (see Figure 4 and Multimedia
Appendix 3). Compared to random forest with the best AIC
(see Table 3), the CVR models with the lowest, right, and mean
PI-UtA showed AIC values of 13, 15, and 17, respectively.

Figure 4. The Matthew correlation coefficient (MCC) and class balance. Control samples did not include other subtypes of either hypertension in
pregnancy or placental dysfunction–related disorders (PDDs). Colors denote validation methods. Several studies did not report interval estimates and/or
cross-validation (CV). To improve visualization, the scales for either case or control sample sizes were individually log-transformed. CVR: classification
via regression; ePDD: early placental dysfunction–related disorder; ePE: early preeclampsia; ITS: independent test set; PE: preeclampsia; PI-UtA:
pulsatility index of the uterine artery; pPE: preterm preeclampsia.

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e15411 | p.237http://medinform.jmir.org/2020/5/e15411/
(page number not for citation purposes)

Sufriyana et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Comparison of predictive performances was also described
using other evaluation metrics that are commonly used (see
Table 4). There was significant difference in the AUC between
the CVR models that used the lowest and other PI-UtA values.
Meanwhile, the CVR model with the lowest PI-UtA value was
not significantly different compared to the automatically selected
158-tree random forest. From recent studies, Wright et al [27]
and Tsiakkas et al [19] showed models with more competitive
areas under the ROC than those of our models. However, our
models show sensitivities and specificities that are not inferior
compared to those from recent studies. In addition, our models
were developed by a dataset with a better class balance, whose
case class size was 69% (66/95), compared to the most balanced
dataset from Wright et al [27], whose case size was 11.3%
(27/239) (see Figure 4).

Discussion

Principal Findings
The best model in this study was a CVR one that used the lowest
PI-UtA values. It was an acceptable model, because the lowest
PI-UtA value was reliably found ipsilateral to the placental side
[40]. This model demonstrated higher MCCs and PPVs, but not
sensitivity or AUC, compared to those from previous studies
(see Figure 4, Table 4, and Multimedia Appendix 3). MCC was
intended for achieving our goal to eventually avoid mortality
and morbidity and unnecessary health care costs. This may
result in improved maternal and neonatal outcomes. It also
outperformed models from recent studies in terms of specificity.
Compared to a model that had 90% specificity, this potentially
reduces 10% of health care costs. Applying a predictive model
that uses the sFlt-1/PlGF ratio, a previous study showed a similar
reduction in health care costs [41]. Even without considering
the health economics, the MCC is still practical to consider FPs
along with other components of the confusion matrix, which
reflect numbers of false referral decisions on predicted
preeclampsia and IUGR. Making wrong decisions may harm
pregnant women, especially in developing countries where a
distant and dangerous journey must be taken by pregnant women
to reach higher-level health care facilities. Therefore, a CVR
model that used the lowest PI-UtA values was better in
compromising between the mortality and morbidity and costs
compared to the those of other models in either this study or
previous studies.

Comparison With Prior Work
The selected features were consistent with those from previous
studies. The preeclampsia risk was found to be higher in women
with a prepregnancy BMI classified as overweight or obese
compared to those classified as underweight or normal (with a

cutoff of ≥24 kg/m2) [42]. This disease was also associated with
combinations of a bilateral notch, both RI-UtA and PI-UtA, and
sFlt-1/PlGF measures in the second or third trimester [43,44].
However, these combinations were inconsistently associated
with the IUGR with or without preeclampsia [45-47]. As to the
UtA Doppler measures, no association was found between
placental location and either preeclampsia or a low birth weight
[48]. Using features corresponding to results from previous
studies, an acceptable machine learning model can be developed.

CVR belongs to a group of superior meta-classifiers for
predicting malicious cyberattacks, but it was not the best as a
bagging classifier [49]. In this study, the bagging classifier did
not outperform CVR. The optimized CVR model was also better
than the random forest from automatic selection. Surprisingly,
this model was not outperformed by any state-of-the-art machine
learning models. Those included both artificial neural networks
and support vector machines. These models were also candidates
for automatic selection in this study. One possible reason is
because of a regression model used by CVR that divides the
dataset into several subpopulations using a decision tree. In the
field of medicine, this algorithm is widely known as a reliable
and effective machine learning application [50].

Each leaf node in the decision tree has a different LM. It can
capture different correlations among features in each
subpopulation that is normally distributed [51]. Different
thresholds for each LM may approach heterogeneity in PDDs,
especially in preeclampsia. Thresholds or cutoffs also give more
understanding as to how outcomes are predicted. Thus, this
model has the interpretability that we intended to achieve.

In this study, the CVR models split subjects by an sFlt-1/PlGF
ratio of 115.85. This cutoff was higher than 38 as previously
described [38,39]. This is reasonable, because predicted
outcomes in this study were not only preeclampsia but also
IUGR. Birth weights showed no difference for babies from
women with IUGR that were classified by 38 as a cutoff for the
sFlt-1/PlGF ratio [47]. Therefore, a different cutoff for the
sFlt-1/PlGF ratio is related to predicted outcomes in this study
that differed from those of previous studies.

PIs were also selected by the CVR models of UtA Doppler
measures. Unexpectedly, one of the CVR models in this study
chose the right PI-UtA instead of the mean value, which is
conventionally used [27,44,47]. This is counterintuitive because
of placental laterality, although a previous study showed no
difference between the right and left PI-UtA values (P=.20)
[52]. However, the CVR model using the lowest value had a
higher MCC than that using the right PI-UtA in this study. A
previous model demonstrated a greater AUC when using the
lowest PI-UtA instead of the mean or highest value [53]. This
is also more acceptable, because the lowest PI-UtA value was
shown to be ipsilateral to the placental location [40]. Thus, this
measure is independent of placental laterality.

However, between the CVR model using the right PI-UtA and
the one using the lowest value, we may also consider several
similarities. These were shown by most of the evaluation metrics
and characteristics. The similarities may be coincidental because
most of the subjects had the lowest value on the right side of
the UtA in this study (66/95, 69%; see Table 1). Most placentas
were located on the right side (57.4%) compared to the middle
(22.2%) and left side (20.4%) on the anterior uterine wall [54].
Interestingly, the sleeping position before becoming pregnant
was mostly right lateral by pregnant women with a placenta on
either the anterior, lateral, or fundal uterine wall (P=.001) [55].

In addition to the lowest and the right PIs, the CVR model using
the mean PI-UtA value also demonstrated a competitive
predictive performance. This model showed each LM using a
combination of the mean PI-UtA and bilateral notch. Apparently,
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both of them are a counterpart of the lowest or the right PI-UtA
alone in each LM of other CVR models. The predictive value
of the mean PI-UtA was found to be higher if the bilateral notch
was present compared to when it was absent [43]. Nevertheless,
this model demonstrated the highest RMSE compared to CVR
models using the lowest or the right PI-UtA (see Figure 2).
Therefore, the best model in this study was the CVR model that
used the lowest PI-UtA.

The best model used 25.585 kg/m2 as a cutoff for BMI in its
decision tree. This is similar to the cutoff for BMI as a risk
factor of preeclampsia [42]. As indicated by each LM in the
best model, an effect on PDDs was partially contributed by the
two maternal characteristics of maternal weight and the BMI.
However, the risk of preeclampsia, as a subtype of PDD, was
adjusted by multiple factors instead of only these
anthropometrics [56]. Other maternal characteristics were not
represented in the dataset we used. So, our models need further
improvement using a dataset with more maternal characteristics.

None of the predictive models from 12 recent studies
outperformed our models according to the MCC [16-27]. All
of those studies used datasets with highly imbalanced classes
that may have masked the misclassification of positive samples
[29]. There are many aspects that may cause similar problems
[3,4,28]. These include an outcome leakage that was encountered
by some of those studies [18,20,23]. Mean arterial pressure
(MAP) may easily infer the class because it is calculated from
the same measures as for the diagnostic criteria of preeclampsia.
This is true if MAP is taken in the second trimester, when it is
used for predicting either early or preterm preeclampsia. This
feature may also cause an outcome leakage if it is taken at 35-37
weeks’ gestation, when it is used for predicting late
preeclampsia. Outcome leakage causes the predictive
performance to be overoptimistic [30].

Strengths
To the best our knowledge, this is the first study that used
machine learning to predict preeclampsia and/or IUGR using
features in the second or third trimester of pregnancy. Our
models outperformed 12 recent studies according to the MCC.
This study also used a dataset with a better class balance than
those used by recent studies as well as the size of the case class.
Predicting preeclampsia [26,27] and IUGR [47] used to be
developed using conventional statistical modeling. A previous
study developed a machine learning model (ie, multilayer
perceptron) for predicting PDDs in the first trimester [22].
However, its PPV or IR precision was insufficient. Other studies
developed a machine learning model to characterize gene
expression of preeclampsia as mechanism studies instead of for
prediction [4,57]. Yet, a machine learning model can both
perform a robust prediction and reveal mechanisms of a disease.

Limitations
A pitfall should be considered when applying our models. They
do not distinguish between preeclampsia and IUGR. These
models should only be applied for a referral decision. This
means whether a clinician should refer the pregnant women to
a hospital with advanced maternal and neonatal care within a
certain time period [8]. For pregnant women who will develop
preeclampsia with or without IUGR before term, advanced
maternal care will be needed for cesarean section. It is one of
the possible modes for early delivery that was recommended at
any time in deteriorated maternal or fetal condition [13].
Meanwhile, for pregnant women who will develop IUGR with
or without preeclampsia, the advanced neonatal care will be
needed for the babies. They were found having low birth weight
and more in-hospital deaths, even among those who were
delivered at term [14,15].

Other applications of our models exclude a decision of delivery
before term. This decision should be made based on models
that specifically predict severe cases of early-onset or preterm
preeclampsia and IUGR. It is because a false decision on early
delivery will bring unnecessary prematurity. Nonetheless, no
prediction for isolated preeclampsia is needed for those at term
since no prematurity will occur as a consequence of early
delivery decision.

Controls in this study also did not include other subtypes of
hypertension in pregnancy. They may be indistinguishable from
PDDs, but there is no need for patient referral. There is a
possibility that more FPs will occur in subjects who will develop
other subtypes of this disease. Therefore, the clinical impact
may be unnecessary patient referral to higher-level health care
facilities.

We also need to conduct external validation to confirm
predictive performance of our models. There is a possibility
that these models overfit the dataset. This is still possible even
though they were evaluated by sufficient cross-validation
because of consideration of diverse phenotypes of preeclampsia,
other subtypes of hypertension in pregnancy, and other PDDs.

Conclusions
CVR is a machine learning model that has robust predictive
performance in classifying PDDs versus a control group. This
model differentiates PDDs from a control that has no other
subtypes of hypertension in pregnancy. Using features in the
second or third trimester, this model may be reliable for
countries with low numbers of first visits in the first trimester,
but further investigations are needed. Although the best
preventive method for preeclampsia is not in the second or third
trimester, this model can still be beneficial in the context of
clinical management.
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AIC: Akaike information criterion
AICC: corrected Akaike information criterion
AUC: area under the receiver operating characteristic curve
CVR: classification via regression
FN: false negative
FP: false positive
IR: information retrieval
IUGR: intrauterine growth restriction
LM: linear model
MAP: mean arterial pressure
MCC: Matthew correlation coefficient
MOE: Ministry of Education
MOST: Ministry of Science and Technology
N: negative
P: positive
PDD: placental dysfunction–related disorder
PI: pulsatility index
PI-UtA: pulsatility index of the uterine artery
PlGF: placental growth factor
PPV: positive predictive value
PRC: precision-recall curve
PSV: peak systolic velocity
PSV-UtA: peak systolic velocity of the uterine artery
RI: resistivity index
RI-UtA: resistivity index of the uterine artery
RMSE: root mean square error
ROC: receiver operating characteristic
sFlt-1: soluble fms-like tyrosine kinase receptor-1
STROBE: STrengthening the Reporting of OBservational studies in Epidemiology
TN: true negative
TP: true positive
UtA: uterine artery
Weka: Waikato Environment for Knowledge Analysis
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Abstract

Background: Medical entity recognition is a key technology that supports the development of smart medicine. Existing methods
on English medical entity recognition have undergone great development, but their progress in the Chinese language has been
slow. Because of limitations due to the complexity of the Chinese language and annotated corpora, these methods are based on
simple neural networks, which cannot effectively extract the deep semantic representations of electronic medical records (EMRs)
and be used on the scarce medical corpora. We thus developed a new Chinese EMR (CEMR) dataset with six types of entities
and proposed a multi-level representation learning model based on Bidirectional Encoder Representation from Transformers
(BERT) for Chinese medical entity recognition.

Objective: This study aimed to improve the performance of the language model by having it learn multi-level representation
and recognize Chinese medical entities.

Methods: In this paper, the pretraining language representation model was investigated; utilizing information not only from
the final layer but from intermediate layers was found to affect the performance of the Chinese medical entity recognition task.
Therefore, we proposed a multi-level representation learning model for entity recognition in Chinese EMRs. Specifically, we
first used the BERT language model to extract semantic representations. Then, the multi-head attention mechanism was leveraged
to automatically extract deeper semantic information from each layer. Finally, semantic representations from multi-level
representation extraction were utilized as the final semantic context embedding for each token and we used softmax to predict
the entity tags.

Results: The best F1 score reached by the experiment was 82.11% when using the CEMR dataset, and the F1 score when using
the CCKS (China Conference on Knowledge Graph and Semantic Computing) 2018 benchmark dataset further increased to
83.18%. Various comparative experiments showed that our proposed method outperforms methods from previous work and
performs as a new state-of-the-art method.

Conclusions: The multi-level representation learning model is proposed as a method to perform the Chinese EMRs entity
recognition task. Experiments on two clinical datasets demonstrate the usefulness of using the multi-head attention mechanism
to extract multi-level representation as part of the language model.

(JMIR Med Inform 2020;8(5):e17637)   doi:10.2196/17637

KEYWORDS

medical entity recognition; multi-level representation learning; Chinese; natural language processing; electronic medical records;
multi-head attention mechanism
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Introduction

Background
Electronic medical records (EMRs) comprise patients’ health
information. Diagnostic accuracy can be improved by making
full use of the available information in EMRs. Medical entity
recognition (ER) is a fundamental task of medical natural

language processing (NLP) and is usually treated as a sequence
labeling problem [1]. As shown in Figure 1, in which three
predefined entity categories are disease, drug, and treatment,
when using the BIO (beginning of the noun phrase, middle of
the noun phrase, and not a noun phrase) labeling mode to tag
Chinese EMRs, the candidate label set contains seven types:
B-Dis (disease), I-Dis, B-Med (medicine), I-Med, B-Tre
(treatment), I-Tre, and O.

Figure 1. A tagging example of Chinese electronic medical records.

Generally, the methods of ER can be divided into two categories.
The first category leverages rules and dictionaries to represent
linguistic features and domain knowledge to identify clinical
entities [2]. The second category is based on traditional machine
learning and neural networks [3-8]; this type of method greatly
improves the performance of ER models but requires large-scale
labeled data during model parameter training. In the medical
field, creating annotation datasets is restricted by professional
knowledge and legal regulations, so the lack of annotated
corpora becomes one of the greatest technical challenges. At
present, ER attracts a lot of attention from the field to improve
the representation learning capability of current methods.
Research studies have demonstrated that using embedding
techniques can help solve the problem of missing supervised
data in NLP tasks, including the factorization methods of Global
Vectors (GloVe) [9], the neural methods of word2vec [10] and
fastText [11], and more recent dynamic methods that take into
account the context, such as Embeddings from Language Models
(ELMo) [12] and OpenAI Generative Pre-trained Transformer
(GPT) [13]. Those embedding technologies can capture the
context of semantics in unsupervised data and generate different
vector representations of the same word in different contextual
situations.

Among them, Bidirectional Encoder Representations from
Transformers (BERT) [14] integrates many top ideas of
language models and gives a particularly prominent
performance. Transform-block is a feature extractor and learns
different types of abstract granularity information. Multi-layer
information is iterated layer by layer to generate embedding
representation. In the actual training process, most downstream
tasks take BERT's last embedding vector as the input of the
model. However, studies found that different NLP tasks have
different characteristics of requirements. Therefore, combining
task features into the language model can reduce the loss of

extracted information by the feature extractor and improve the
utilization of language models. For example, Peters et al [12]
explicitly showed that the lower layer fits into the local semantic
relationships, the higher layer is suitable for longer-range
relationships, and the final layer specializes in the language
model. Peters et al [15] also showed that combining all semantic
internal states models, by using a weighted-sum method to
represent the vector of a word, can enrich the characteristics of
the word in learning deep contextualized embedding
representations. Because the Chinese ER task focuses on word
granularity information, this is a straightforward way to use the
information extracted from the low-layer representation.

In this work, we tackle representation using the BERT language
model. Our objective is to extract each layer of semantic
information using feature extractors. We constructed a
multi-level representation learning model for the optimal
integration of information. Our contributions can be summarized
as follows:

1. We manually annotated a new Chinese EMR (CEMR)
corpus for ER tasks. Moreover, we propose a multi-level
representation learning model to mine hidden representation.

2. The proposed model takes advantage of the multi-head
attention mechanism to integrate more suitable information
from each layer and can perform as a state-of-the-art method
on two clinical text datasets.

3. The best F1 score achieved by the experiment was 82.11%
on the CEMR corpus and significant improvement on the
CCKS (China Conference on Knowledge Graph and
Semantic Computing) 2018 benchmark dataset was attained.

Chinese Electronic Medical Record Dataset: A Newly
Constructed Corpus
Large labeled datasets are not always readily accessible. To
facilitate the research on the ER task of the Chinese EMRs and
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future work in related topics, we constructed a new manually
annotated CEMR dataset. The normalization of the labeling
process refers to a large number of annotation guidelines [16].
All EMRs came from Third-Class A-Level hospitals in Gansu
Province, China, which contained 80,000 EMRs across 14
departments. Manual labeling of 4000 medical records provided
the data for ER experiments. Table 1 shows the data distribution
of the 14 hospital departments. The CEMR corpus contains six
types of entities: disease (Dis), symptom (Sym), test, treatment
(Tre), medicine (Med), and abnormal inspection result (Abn).
The categories are defined as follows:

1. Disease: refers to a specific abnormal pathological
condition. This abnormal life condition is caused by
disorders of self-regulation, such as diabetes.

2. Symptom: refers to subjective feelings described by patients
or objective facts observed externally, such as abdominal
distension.

3. Test: includes examination procedures, items, and
equipment to collect and confirm more information about
the disease or symptom, such as electrocardiogram.

4. Treatment: refers to a treatment program or intervention to
treat diseases or relieve symptoms, such as neurotrophic
treatment.

5. Medicine: refers to a chemical substance used to prevent
and treat diseases or to strengthen the body and improve
mental state, such as insulin.

6. Abnormal inspection result: refers to an abnormal change
or inspection result observed by doctors or by examination
equipment, such as a little sputum sound.

Before labeling the data, private information was removed in
the EMRs, such as patients’names, addresses, and hospital IDs.
In the process of labeling samples, the annotation tool is
developed specifically for the ER task. Moreover, some
strategies have been developed to create high-quality annotated
data. For example, the annotation samples will be randomly
checked at any time.

Table 1. Electronic medical record (EMR) data distribution by department.

EMR count, n (%)Department

77 (1.93)Neurosurgery

77 (1.93)Neurology

77 (1.93)Cardiology

77 (1.93)Gynecology and obstetrics

77 (1.93)Andrology

77 (1.93)Respiratory medicine

77 (1.93)Cardiovasology

77 (1.93)Hepatobiliary surgery

77 (1.93)Ophthalmology

77 (1.93)Orthopedics

101 (2.53)Gynecology

232 (5.80)Pediatrics

970 (24.25)Internal medicine

1495 (37.38)Surgery

432 (10.80)Other

4000 (100)Total

Methods

Overview
The goal of the ER task is to provide the model with an EMR
and its semantic types, so that it can extract and classify all
characters in the text. The proposed model consists of three
stacked layers: the input layer, the feature extraction layer, and
the output layer.

As shown in Figure 2, the model first used the BERT language
model to extract the semantic representations. Then, the
multi-head attention mechanism was leveraged to automatically
extract deeper semantic information from each layer. Finally,

the semantic information from the multi-level representation
extraction was utilized as the final semantic context embedding
for each token and was input into the softmax layer to predict
the entity tag. The input sentence was denoted as C = (c1, c2,
c3, ..., cn), where cn represented the n-th character in sentence
C of the Chinese EMR. Correspondingly, the output sentence’s
predicted tag sequence was denoted as Y = (y1, y2, y3 ..., yn),
where yn belonged to one of the sets: B-Dis, I-Dis, B-Sym,
I-Sym, B-Test, I-Test, B-Tre, I-Tre, B-Med, I-Med, B-Abn,
I-Abn, or O. In the following text, we introduce the BERT
language model and describe the proposed multi-level
representation learning model.
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Figure 2. Multi-level representation learning for ER model. B-Sym: beginning of the noun phrase for the symptom entity; B-Test: beginning of the
noun phrase for the test entity; C: input sentence; E: input embedding; I-Sym: middle of the noun phrase for the symptom entity; I-Test: middle of the
noun phrase for the test entity; O: not a noun phrase; Trm: transform-block; y: output sentence’s predicted tag sequence.

Bidirectional Encoder Representations From
Transformers
BERT was designed to learn deep bidirectional representations
by jointly conditioning both the left and right contexts in all
layers. It was based on multi-layer bidirectional encoder
transformers and could be used for different architectures. When
given a character-level sequence C = (c1, c2, c3, ..., cn), BERT
was formulated as follows:

h1 = EToken + ESegment + EPosition (1)

hl = Trm(hl–1) (2)

YBERT = Softmax(wOhL + bO) (3)

where h1 represents input embedding for a sequence and is made
up of EToken, ESegment, and EPosition, which mean token, segment,
and position for a sentence, respectively. The BERT leverage
transformer is the feature extractor. Trm is a transform-block
that includes self-attention, the fully connected layers, and the
output layer. The current l layer hidden state came from the

upper l–1 layer and L was the last layer. YBERT denotes the output
layer that predicts the sequence labels. In the above equations,
wO denotes the function weight and bO is the function bias. All
parameters of the transform-block were trained in advance on

a large document-level corpus using a masked language model
and were fine-tuned by predicting task-specific labels with the
output layer to maximize the log-probability of the correct label.

Multi-Level Representation Learning for Entity
Recognition
The Multi-Level Representation Learning for ER model
(Multi-Level ER) could automatically integrate deeper semantic
information from all layers of the feature extractor for ER task.
The proposed language model took advantage of the multi-head
attention mechanism. Multi-head attention is a special type of
attention that allowed the model to focus on different positions
of subspace representation information and could learn more
about the connections between internal elements. Figure 3 shows
the calculation process of the multi-head attention mechanism
when calculating the weight of the transform-block output
knowledge. The query (Q), key (K), and value (V) in the
transform-block were calculated. The process of acquiring Q,
K, and V could be written as follows:

H = Concat(h1, h2, h3, ..., hL) (4)

Q = wQhL + bL (5)

K = wKH + bK (6)

V = wVH + bV (7)
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where hL denotes the hidden state of the final layer of the
transform-block. The parameters wQ, wK, and wV are weight
matrices. The parameters bL, bK, and bV are bias matrices. The
attention function is calculated as follows:

headi = Softmax(QLKT/√d)V (8)

where headi means the i-th head. QL is the query key value of
the last L layer. √d is used to control the order of magnitude of
calculation results and d donates the dimension of the K vector.

In this work, we used multi-head attention, as introduced in the
following equation:

E = Concat(head1, head2, head3, ..., headl)wh + bh (9)

where wh is used to balance the head weight. For the final layer
of the network, we pass the results into a fully connected layer
with a softmax function, as follows:

YMulti-Level ER = Softmax(wOE + bO) (10)

where wO is the output weight matrix and bO is the bias of the
output layer.

Figure 3. Multi-head attention mechanism. K: key; Q: query; V: value.

Experiment
This model was supported by multiple sets of comparative
experiments. Each group of experiments was repeated three
times, and the result in the middle of the ranking was taken as
the final result.

Dataset and Evaluation Criteria
We evaluated the proposed model on two datasets: the CCKS
2018 dataset and the CEMR dataset. The CCKS 2018 dataset

was adopted from the Chinese EMR named ER task at the
CCKS, which included 1000 admission records. In the
experiment, 600 records were used as training data and the
remaining were test data. Comparative experiments were made
on the new CEMR corpus and contained 4000 documents. We
further split the corpus set by 60%, 20%, and 20% as training,
validation, and test sets, respectively. Table 2 shows the
distribution of documents in two datasets.
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Table 2. Components of the two datasets.

Number of records per setDataset

Test setValidation setTraining setTotal

80080024004000CEMRa dataset

400N/Ac6001000CCKSb 2018

aCEMR: Chinese electronic medical record.
bCCKS: China Conference on Knowledge Graph and Semantic Computing.
cNot applicable; because the comparison method does not divide the validation set on the CCKS dataset, we have kept this the same as the original
experiment to make the comparison fair.

To evaluate the performance of all prediction methods fairly,
the results were validated by precision (P), recall (R), and F1
scores (F1) as measurements to evaluate the recognition
effectiveness of the model; these were defined as follows:

P = TP/(TP + TF) (11)

R = TP/(TP + FN) (12)

F1 = (2 × T × P)/(P + R) (13)

An entity is annotated as correct when its category and boundary
are fully labeled correctly. TP is the count of entity labels
presenting the same labels as gold standard labels, FP is the
count of recognized entities marked incorrectly in the results,
and FN is the count of the gold standard entities that are not
present in the results of the indicator.

Parameter Setup
Hyperparameter configuration was adjusted according to the
performance on the described validation sets. We used a publicly
available pretraining language representation model, namely
the BERTBASE-Chinese-uncased. This model has 12 layers, 768
hidden layers, and 12 heads. The multi-head attention
mechanism was utilized to automatically integrate all layers of
information. By comparing experimental results with different

head numbers, we had set the head number to 12. We fine-tuned
the model over 10 epochs with a batch size of 32. The maximum
training sentence length was 64. The model was trained with
the AdamW optimizer with a learning rate of le-5 and we applied
a dropout rate of 0.3.

Results

Overview
We summarized the overall performance by computing the F1
score; the results are illustrated in Table 3. On the CEMR
dataset, we compared the multi-level ER learning model with
previous classic methods, including conditional random field
(CRF), convolutional neural network (CNN)+bidirectional long
short-term memory (BiLSTM)+CRF, lattice long short-term
memory (LSTM), and BERT. We found that the proposed model
is better than state-of-the-art baseline methods, with F1 scores
of 0.94% to 4.9%. Our multi-level ER learning model had
improved by 1.48% in its P value, 0.47% in its R value, and
0.94% in its F1 score compared to the BERT model. The result
also demonstrated that pretraining the multi-level ER learning
language model was highly effective for task-specific Chinese
EMR ER.

Table 3. Comparison of method performance on the Chinese electronic medical record (CEMR) dataset.

F1 score (%)R value (%)P value (%)Method

77.2168.4388.57Conditional random field (CRF)

79.1576.9281.51CNNa+BiLSTMb+CRF

80.9374.4888.60Lattice long short-term memory (LSTM)

81.1778.7683.73Bidirectional Encoder Representations from Transformers (BERT)

82.1179.2385.21Multi-level representation learning for entity recognition (multi-level ER)

aCNN: convolutional neural network.
bBiLSTM: bidirectional long short-term memory.

We also applied our model to the widely used benchmark CCKS
2018 dataset and used the same data split to compare it. Huang
et al [17] proposed a BiLSTM-CRF model for sequence tagging
and Cai et al [18] was based on the self-matching attention
mechanism (SM) and proposed an SM-LSTM-CRF model

design for the named ER task. The results are shown in Table
4. Under the condition of not needing any external resources,
the proposed multi-level ER learning model already
outperformed the previous SM-LSTM-CRF model by 3.1% on
the F1 score.
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Table 4. Comparison of method performance on the China Conference on Knowledge Graph and Semantic Computing 2018 dataset.

F1 score (%)R value (%)P value (%)Method

67.3269.0465.68BiLSTMa-CRFb [17]

80.0879.6180.54SMc-LSTM-CRF [18]

83.1882.4783.90Multi-level representation learning for entity recognition (multi-
level ER)

aBiLSTM: bidirectional long short-term memory.
bCRF: conditional random field.
cSM: self-matching attention mechanism.

The Effect of Assembling Methods
We compared the effects of different assembling methods on
model performance to verify the ability of the multi-head
attention mechanism to combine hierarchical information. As
listed in Table 5, we first applied concatenation that directed
the horizontal concatenated tensors; the F1 score was 81.51%.
We then adopted the sum average method to get an F1 score of

81.11%. We finally adopted the multi-head attention method,
given that it had the best overall performance compared to
several other methods we evaluated. The results showed that
integrated hidden information can acquire more suitable
representation; the multi-head attention mechanism can be
leveraged to automatically extract deeper semantic information
from each layer, which is the most effective assembling method.

Table 5. The effect of assembling methods.

F1 score (%)R value (%)P value (%)Assembling method

81.5178.9784.22Concatenation

81.1179.0683.27Sum average

82.1179.2385.21Multi-head attention mechanism

The Effect of Extraction Layer Numbers
To examine the impact of extraction layer numbers on model
performance, we performed comparative experiments using
various extraction layer numbers; the results are shown in Table
6. It was observed that the performance of all layers was superior
to that of the other numbers of layers, which introduced
multi-level ER into the language model and enhanced model
performance. By and large, the tendency was that performance

improved as the number of extracting layers increased. However,
we also discovered that extracting the last four layers gave
higher F1 scores than extracting the last six or two layers. The
analysis showed that the results were closely related to the
specific dataset. Of course, as the number of layers increased,
parameters required by the neural network also increased
significantly. Therefore, when there was a high demand for
speed on the model, we could select a structure that included
the last four layers to optimize time efficiency.

Table 6. The effect of extracted layer numbers.

F1 score (%)R value (%)P value (%)Extraction layer number

82.1179.2385.21Total layers

81.7778.6585.15The last six layers

81.9578.6885.50The last four layers

81.4978.6884.51The last two layers

The Effect of Dataset Size
Figure 4 shows the impact of the dataset size on model
performance. Horizontal coordinates represent the size of the
training dataset and vertical coordinates indicate the F1 scores.
During the experiment, we used different sized corpora to train
the CNN-LSTM-CRF, BERT, and multi-level ER models. The
figure shows that as the training dataset increased, the
performance of the models also improved. In reality, we had a

limited number of datasets, and models were unlikely to reach
saturation. Therefore, the impact of dataset size on performance
was particularly critical. We found that the CNN-LSTM-CRF
model performance was sharply affected by the size of the
dataset when the training set increased from 70% to 100%.
Inversely, the BERT model and the multi-level ER model were
less influenced by the training dataset size, and our proposed
multi-level RE model outperformed the BERT model.
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Figure 4. The effect of dataset size. BERT: Bidirectional Encoder Representations from Transformers; CNN: convolutional neural network; CRF:
conditional random field; LSTM: long short-term memory; Multi-Level ER: multi-level representation learning for entity recognition.

Discussion

Case Studies
To show that our model was able to solve the challenge of
integrating representation information, three case studies
comparing the multi-level ER model with the BERT model are
shown in Figure 5. Several obvious trends emerged from the
comparative experiments. Most generally, when the word

“disease” is included within the medical history, it is mistaken
for a disease. For example, case study 1 in Figure 5 shows that
“history of mental disease” is recognized as a disease. Case
study 2 in Figure 5 shows that when “anal” and “external
genitals” appear together before the examination, the system
will only identify the adjacent area to be tested. The descriptions
with the obvious word “treatment” are identified as a treatment
in case study 3 of Figure 5.

Figure 5. Case studies comparing the multi-level representation learning for entity recognition (Multi-Level ER) model with the Bidirectional Encoder
Representations from Transformers (BERT) model.

We found that the BERT model’s embedding technology
improves the performance of the ER model in Chinese EMRs;
however, using information from only the last layer of the
feature extractor in the language model did not achieve the best
experimental results. Our proposed multi-level ER model
combines the information from each layer of the feature

extractor and selects the most suitable, long-term, syntactic,
relationship information for the ER task, which greatly improves
the performance of the model.
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Related Work
ER tasks attract a large amount of scholastic attention. The
development of deep learning methods has resulted in a
breakthrough regarding these tasks. CNN and recurrent neural
network (RNN) models have emerged one after another; the
attention mechanism and transfer learning were applied to the
model. Wu et al [19] utilized a CNN model to generate features
represented by several global hidden nodes. Both local features
and global features were then fed into a standard affine network
to recognize named entities in clinical text. Ju et al [20] used
an LSTM neural model to identify nested entities by dynamically
stacking flat, named ER layers. Rei et al [21] applied the
attention mechanism to dynamically decide how much
information to use from a character-level or word-level
component in an end-to-end model. Lee et al [22] applied
transfer learning in named ER by training a model on source
task and using the trained model on the target task for
fine-tuning. Peng et al [23] proposed a method where the
prediction model was based on BiLSTM, which was taken as
the source task of transfer learning. For the ER task in clinical
notes, Bharadwaj et al’s [24] work centered on effectively
adapting these neural architectures toward low-resource settings
using parameter transfer methods.

Language models can capture the syntactic and semantic
information of words from a large number of unlabeled texts,
which alleviates the problem of an insufficiently annotated
corpus in special domains. Peters et al [12] used a language
model to obtain a deep contextualized word pretraining

representation called ELMo and improved the accuracy of six
NLP tasks. Radford et al [13] proposed the GPT for language
understanding tasks. For text classification and sequence
labeling tasks, the transfer ability is better. Devlin et al [14]
proposed the pretraining of deep bidirectional transformers for
language understanding (ie, BERT); it captured true directional
context information, sweeping 11 NLP tasks through pretraining
and fine-tuning.

Our motivation is to seize the optimal information from each
layer of a feature extractor to suit a given task. Takase et al [25]
employed intermediate layer representation, including input
embedding, to calculate the probability distributions to solve a
ranking problem in language generation tasks. Kaneko et al [26]
demonstrated that learning suitable representation came from
different layers in grammatical error detection tasks. Therefore,
we tracked their work and found the issue in the ER task in
Chinese EMRs.

Conclusions
We propose a novel, multi-level, representation learning model
for ER of Chinese EMRs-the multi-level ER model. We
compared our model with state-of-the-art models and observed
comparable performance without any external syntactic tools.
The results showed that the use of the multi-head attention
mechanism can effectively integrate deep semantic information
from each layer of the feature extractor. In the future, we plan
to apply multi-level ER to other language representation models
in order to obtain even greater improvement.
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Abstract

Background: Extracting the interactions between chemicals and proteins from the biomedical literature is important for many
biomedical tasks such as drug discovery, medicine precision, and knowledge graph construction. Several computational methods
have been proposed for automatic chemical-protein interaction (CPI) extraction. However, the majority of these proposed models
cannot effectively learn semantic and syntactic information from complex sentences in biomedical texts.

Objective: To relieve this problem, we propose a method to effectively encode syntactic information from long text for CPI
extraction.

Methods: Since syntactic information can be captured from dependency graphs, graph convolutional networks (GCNs) have
recently drawn increasing attention in natural language processing. To investigate the performance of a GCN on CPI extraction,
this paper proposes a novel GCN-based model. The model can effectively capture sequential information and long-range syntactic
relations between words by using the dependency structure of input sentences.

Results: We evaluated our model on the ChemProt corpus released by BioCreative VI; it achieved an F-score of 65.17%, which
is 1.07% higher than that of the state-of-the-art system proposed by Peng et al. As indicated by the significance test (P<.001),
the improvement is significant. It indicates that our model is effective in extracting CPIs. The GCN-based model can better capture
the semantic and syntactic information of the sentence compared to other models, therefore alleviating the problems associated
with the complexity of biomedical literature.

Conclusions: Our model can obtain more information from the dependency graph than previously proposed models. Experimental
results suggest that it is competitive to state-of-the-art methods and significantly outperforms other methods on the ChemProt
corpus, which is the benchmark data set for CPI extraction.

(JMIR Med Inform 2020;8(5):e17643)   doi:10.2196/17643

KEYWORDS

chemical-protein interaction; graph convolutional network; long-range syntactic; dependency structure

Introduction

Biomedical literature has grown significantly with the
development of biomedical technology, which contains a large
amount of valuable chemical-protein interactions (CPIs). CPI

extraction plays an important role in various biomedical tasks
such as drug discovery, medicine precision, and knowledge
graph construction [1]. With the rapidly increasing volume of
biomedical literature, it becomes time-and-resource–consuming
to extract CPIs from biomedical literature manually. There are
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some computational methods that have been successfully
proposed for automatic biomedical relation extraction [2-6].
However, most previous studies focused on the extraction of
drug-drug interactions, protein-protein interactions, and
chemical-disease interactions; only a few attempts were
developed to extract CPIs [7].

The BioCreative VI ChemProt shared task [8] created the
ChemProt data set, which is used in the development of CPI
extraction methods. The current CPI extraction systems can be
generally divided into two categories: the traditional machine
learning–based methods and the neural network–based methods.
The traditional machine learning–based methods conventionally
train a CPI extractor by handcrafted features [7]. The neural
network–based methods can automatically learn powerful
features to train a classifier, and therefore, have become a
promising method for CPI extraction.

Mehryary et al [9] combined a support vector machine (SVM)
and long short-term memory (LSTM) to extract CPIs and
achieved a high F-score by a rich set of features. Warikoo et al
[10] also exploited a set of linguistic features to train a tree
kernel classifier to obtain CPIs from biomedical literature.
Generally, these methods depend heavily on feature engineering.
Recently, attention mechanisms have been successfully used in
many natural language processing tasks, and some works have
employed it in CPI extraction. Liu et al [11] aggregated an
attention mechanism and gated recurrent units (GRU) to extend
the LSTM model. Verga et al [12] encoded pair-wise predictions
over entire abstracts by synthesizing self-attention and
convolutions. Corbett and Boyle [13] employed multiple LSTM
layers with unlabeled data to extract relations amongst the
ChemProt corpus and achieved good performance. Peng et al
[14] applied an ensemble system to extract CPIs, which consists
of three individual models, including SVM, convolutional neural
network (CNN), and bi-directional long short-term memory
(Bi-LSTM) modules. The system achieved an F-score of 64.1%
and won the top rank in the BioCreative VI ChemProt shared
task.

However, most of the proposed methods only utilize the
sequential information of sentences; syntactic information has
not been carefully studied yet. Due to the presence of complex
sentences in biomedical literature, it is difficult to effectively
learn the semantic and syntactic information for some neural
network–based models (eg, CNN [15], LSTM [13,16], and GRU
[17]). To address this problem, we apply a graph convolutional
network (GCN) [18,19] for CPI extraction. The GCN can exploit
dependency structure and capture long-range syntactic relations
of input sentences. Therefore, it is more effective and precise
than other modules for CPI extraction.

Additionally, sentences in the biomedical literature are generally
lengthy, so there is a considerable amount of irrelevant words.
For example, in the sentence “Dasatinib (BMS-354825) is a
novel orally bioavailable SRC/ABL inhibitor that has activity
against multiple imatinib-resistant BCR-ABL isoforms in vitro
that is presently showing considerable promise in early-phase
clinical trials of chronic myeloid leukemia (CML),” “Dasatinib
(BMS-354825) is a novel orally bioavailable SRC/ABL
inhibitor” can already express the inhibitory relationship
between the entities “Dasatinib” and “SRC.” Other words, which
may affect the performance of the relation extractor, are
irrelevant. Inspired by Zhang et al [20], we apply a path-centric
pruning strategy to incorporate relevant information while
maximally reducing the influence of noisy words in long
sentences. This strategy retains tokens that are up to distance
N away from the dependency path in the lowest common
ancestor (LCA) subtree [21]. The experimental results prove
that this strategy can improve the robustness of our model. The
model achieves the best balance between noisy words and
relevant words when N is set to 2.

A single GCN model usually depends highly on correct parse
trees to extract crucial information from sentences, while
existing parsing algorithms produce imperfect trees in many
cases. To further improve the robustness of our mode, we apply
a Bi-LSTM network to obtain contextual information about
word order or disambiguation. The compound model can better
leverage local word patterns regardless of parsing quality.

In summary, we propose a GCN-based model in this paper to
extract CPIs. We evaluated our model on the ChemProt corpus,
which is the benchmark data set for CPI extraction. To the best
of our knowledge, this is the first study to use a GCN encoding
syntactic graph for CPI extraction.

Methods

Overview
The overall architecture of our model is presented in Figure 1.
Our model contains three parts: the Bi-LSTM layer, the GCN
layer, and the classification layer. In the model, a Bi-LSTM
layer is applied first to capture local word patterns and output
the representation of each word within the whole sentence.
Subsequently, the contextualized representation and the
dependency graph (with two directly attached dependencies)
of input sentences are fed into the GCN layer to integrate
dependency information into word representations. After that,
a max-pooling layer is applied to generate the representation of
the sentence and two target entities from word representations.
Finally, these representations are concatenated and fed into a
multilayer perceptron (MLP) for softmax classification. In the
following section, we will introduce our model in detail.
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Figure 1. The overall architecture of our model. Bi-LSTM: bi-directional long short-term memory; GCN: graph convolutional network; POS:
part-of-speech; MLP: multilayer perceptron; sub: subject; obj: object; hc: representation of chemical; hs: representation of sentence; hp: representation
of protein; f: max-pooling function.

The Bi-LSTM Layer
We adopt a Bi-LSTM layer to capture contextual information
about word order and reduce the impact of parsing errors in our
model. The Bi-LSTM layer is applied on the whole sentence to
learn the representation of each word. Bi-LSTM can capture
more comprehensive features by dealing with the input sequence
from forward and backward directions, compared with
unidirectional LSTM; it is the combination of the forward LSTM
and backward LSTM.

In the ChemProt corpus, some entities contain multiple types
of words, especially the relation type “PART_OF,” which means
one entity is part of another type of entity within a relation entity
pair. For example, “thiazide-sensitive sodium-chloride
cotransporter” is a gene entity, and “sodium-chloride” is a
chemical entity. To reduce this interference, we apply prior
knowledge of the entity type as a feature to improve CPI
extraction.

The input of the Bi-LSTM layer consists of three parts, including
word embedding, part-of-speech (POS) embedding and entity
type embedding. Given a sentence S = {w1,w2,…,wn}, the POS
sequence P = {p1,p2,…,pn} can be obtained by the Stanford
CoreNLP toolkit [22], where wi is the i-th word in a sentence
and pi is its POS. We obtain the sequence of entity types T =
{t1,t2,…,tn} through the index information of the entity pairs in
a sentence. We tagged entity tokens “chemical” or “gen” and
other words “O.” The word embedding is initialized with
pretrained word embedding, which is obtained by FastText [23].

POS and entity type embedding are initialized randomly. The
input of the model is denoted as follows:

For each token xi, the forward LSTM and backward LSTM
consider the contextual information before and after it,
respectively. The final output is the concatenation of the two
directions. The Bi-LSTM calculation process is presented as
follows:

where and denote the hidden states of the forward and

backward LSTM of xi, respectively. denotes concatenation
operation.

The GCN Layer
GCNs can learn a state embedding, which contains the
information of a neighborhood for each node in a graph. It has
been proven that models or dependency-based models are very
effective in relation extraction by capturing long-range syntactic
relations [24-26]. In our model, we apply a GCN to improve
the performance of CPI extraction by utilizing the dependency
parse trees of the input sentences. In order to reduce the
influence of noisy words in long sentences, we further apply a
pruning strategy on the dependency trees to remove irrelevant
words while maximally keeping crucial content.
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Given a sentence, we first apply the Stanford CoreNLP toolkit
to get its dependency tree, which is considered as an undirected
graph. Then, we apply a path-centric pruning strategy and retain
two directly attached words around the shortest path at the LCA
of the two entities [20]. After that, we convert the subgraph into
an adjacency matrix A. If there is a dependency relation between
node i and j, is assigned with a value of 1. Finally, we apply a
GCN over the output of Bi-LSTM and adjacency matrix A to
get an updated hidden representation of hi. This can be
represented as shown in formula 5. In an L-layer GCN, if we

use as the input vector and as the output vector for node
i at the l-th layer, the graph convolution operation of the l-th
layer can be represented as shown in formula 6.

where W(j) and W(l) are weight linear transformations, b(j) and

b(l) are bias terms, and f is a nonlinear function (eg, a rectified
linear unit [ReLU]). We could obtain the hidden representation
of each token directly influenced by its neighbors no more than
L edges apart in the dependency trees after applying an L-layer
GCN over word vectors. To avoid a sentence representation
favoring high-degree nodes regardless of the information carried

in the node and to transfer information in to , we
normalized the activations in the graph convolution before
feeding it through a nonlinearity, and added self-loops to each
node in the graph:

where . I is the n × n identity matrix, and is the degree
of token i in the resulting graph.

The Output and Classification Layer
The CPI extraction can be regarded as a classification problem.
Given a sentence S = {w1,w2,...,wn} where wi is the i-th token,
let Sc = {wc1,wc2,...,wcn} and Sp = {wp1,wp2,...,wpn} denote
chemical sequence and protein sequence, respectively. The goal
of CPI extraction is to predict the relation rR hold between the
chemical Sc and gen Sp; otherwise, “no relation” is declared.
After the Bi-LSTM and GCN layers, we can obtain the hidden
representation of each token, which is influenced by not only
local word patterns but also long-range words. To utilize these
word representations for relation extraction, we mapped from

h(L) (n output vectors) to the sentence vector hsent. The
information close to entity tokens in the dependency trees is
generally important in relation classification. Therefore, we also
apply a max-pooling function to obtain entity pair

representations hc and hp from h(L) as follows:

where denotes the output after L-layer GCN, and f denotes
a max-pooling function.

Then, we connect sentence representation with entity
representation [27,28] as a new representation, and feed it into
a feed-forward neural network (FFNN) inspired by relational
reasoning works:

Finally, we apply a linear layer followed by a softmax operation
over the final representation hfinal to obtain a probability
distribution over chemical-protein relations and the computation
is shown as follows:

where Wr and br are trainable parameters, and r is relation type.

Evaluation Metrics
In experiments, the Micro-average F-score is applied to evaluate
the performance of our model, which is a harmonic mean of P
and R, where P denotes precision and R denotes recall:

TP, FN, and FP denote true positive, false negative, and false
positive, respectively.

Results

Data Retrieval and Preprocessing
CPI extraction aims to classify whether a semantic relation that
holds between the chemical and protein entity pairs within a
sentence or document. The BioCreative VI ChemProt task
delivered the corpus as a manually annotated CPI data set that
consists of training, development, and test sets. Each set includes
the abstracts, entities, and relations files. Figure 2 provides an
example of the three files from the ChemProt training set.
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Figure 2. Examples of the ChemProt corpus. CPI: chemical-protein interaction.

The abstracts file provides the article identifier, title, and abstract
document for each article. The entities file consists of the
PubMed Unique Identifier (PMID), entity number, type of entity
mentions, start and end character offset, and text string of entity
mention. The relations file is composed of the PMID, CPI
relation class, evaluation type, and CPI relation and interactor
arguments. In the ChemProt corpus, there are 10-type relation
classes, and each relation class includes one or multiple relation
types (Table 1). Although there are 10-type relation classes in
ChemProt corpus, only five are used for evaluation purposes
(ie, CPR:3, CPR:4, CPR:5, CPR:6, and CPR:9). Table 2 shows
the statistics of the ChemProt corpus.

The original corpus consists of PubMed abstracts from
biomedical literature in which more than 98% of relation entity
pairs within a sentence [8]. Therefore, we neglected the
cross-sentence entity pairs and conducted experiment at the
sentence level. For CPI extraction, we took some preprocessing
steps on the original corpus. First, we split abstracts into

sentences and only retained the sentences that contained the
relational entity pairs. Then, we reassigned the training set and
developing set with a ratio of 9:1. Finally, we replaced each
digit string that was not an entity substring with a particular
“num” tag.

Figure 3 gives two illustrative examples of CPI extraction. In
the first example, the sentence “Alprenolol and BAAM also
caused surmountable antagonism of isoprenaline responses, and
this beta 1-adrenoceptor antagonism was slowly reversible.”
contains a relational entity pair. To accurately extract the CPI,
we need to first detect the chemical entity “Alprenolol” and
protein entity “beta 1-adrenoceptor,” and then classify the
interaction as the CPR:6 class. The second example is a long
and complex sentence. It is more difficult for the relation
classifier to extract the interaction between the chemical and
protein entities. Our model aims to predict the interactions, and
the output is the relation type of chemical-protein entity pairs
as shown in Figure 3.

Table 1. The chemical-protein relation (CPR) groups.

ChemProt relationsEvaluated in the BioCreative VI
ChemProt shared task?

Group

PART_OFNoCPR:1

REGULATOR|DIRECT_REGULATOR|INDIRECT_REGULATORNoCPR:2

UPREGULATOR|ACTIVATOR|INDIRECT_UPREGULATORYesCPR:3

DOWNREGULATOR|INHIBITOR|INDIRECT_DOWNREGULATORYesCPR:4

AGONIST|AGONIST-ACTIVATOR|AGONIST-INHIBITORYesCPR:5

ANTAGONISTYesCPR:6

MODULATOR|MODULATOR-ACTIVATOR|MODULATOR-INHIBITORNoCPR:7

COFACTORNoCPR:8

SUBSTRATE|PRODUCT_OF|SUBSTRATE_PRODUCT_OFYesCPR:9

NOTNoCPR:10
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Table 2. Statistics of the ChemProt corpus.

Data setAnnotations

Test, nDevelopment, nTraining, n

8006121020Document

10,810800413,017Chemicals

10,019756712,752Proteins

665550768CPRa:3

166110942254CPR:4

195116173CPR:5

293199235CPR:6

644457727CPR:9

345824164157Evaluated CPIsb

344424124122Evaluated CPIs in one sentence

aCPR: chemical-protein relation.
bCPI: chemical-protein interaction.

Figure 3. Illustrative examples of chemical-protein relation (CPR) classes.

Experimental Settings
In this work, FastText [23] was used to pretrain word embedding
on the ChemProt corpus. Before the experiments, we set the
range of parameters based on experience, then tuned the
parameters on the development set by using grid search to
determine the optimal parameters, and finally selected the best
model of parameters that were optimal for evaluation on the
test set. Without overfitting, the best model generally can
achieve the best performance (the highest F-score) on the
development set. The detailed tune range and hyperparameter
values are listed in Table 3.

Comparison of Different Pruning Distances
To obtain the best pruning distance, we experimented with
N{0,1,2,3,∞} on the ChemProt corpus—N=0 corresponds to

pruning the tree down to the path; N=1 keeps all nodes that are
directly attached to the path; N=2,3 means holding words up to
distance 2 and 3 away from the dependency path in the LCA
subtree; and N=∞ retains the entire LCA subtree.

As shown in Figure 4, the performance of our model reaches
its peak and outperforms other pruning distance at N=2. This
confirms that pruning too aggressively (N=0,1) could lead to a
loss of crucial information while retaining too many irrelevant
words (N=3) also decreases model performance due to the
interference of irrelevant information. When N=2, the model
achieves the best balance between including relevant and
irrelevant information.
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Table 3. Hyperparameter setting.

OptimalTuned rangeHyperparameter

200[100,200,300]Word embedding dimension

20[10,20,30,40]POSa embedding dimension

60[40,50,60,70,80]Entity type embedding dimension

200[100,200,300]GCNb hidden units

200[100,200,300]LSTMc hidden units

0.3[0.1,0.2,0.3,0.4]Learning rate

0.5[0.4,0.5,0.6]Dropout rate

aPOS: part-of-speech.
bGCN: graph convolutional network.
cLSTM: long short-term memory.

Figure 4. Comparison of different pruning distances.

Comparison of Different Embedding Features
Table 4 shows the effectiveness of different embedding features,
including word embedding, entity type embedding, and POS
embedding. The model achieves an F-score of 59.56% when
only using word embedding. When POS and word embedding
are combined, the F-score increases to 60.69%. When the entity
type and word embedding are combined, the F-score increases

to 62.52% (an increase of 2.96%). Furthermore, when both
entity type and POS embedding are integrated with word
embedding, the F-score improves to 65.17%. The results suggest
that the main contributor to performance is prior knowledge of
the entity type. This confirms the validity of the entity type in
CPI extraction. The POS embedding is also valuable to the
model.

Table 4. Performance evaluation of different embedding features.

Δ (%)F-score (%)Recall (%)Precision (%)Embedding feature

—a59.5661.6257.64Word

+1.1360.6963.0658.49Word+POSb

+2.9662.5261.0564.06Word+Entity type

+5.6165.1766.6263.79Word+POS+Entity type

aNot applicable.
bPOS: part-of-speech.

Comparison With the Baseline Method
Different single models and their ensemble models are compared
with each other in this section. As shown in Table 5, all
ensemble models perform better than all single models, and the
GCN+Bi-LSTM model performs better than the Bi-LSTM+CNN
model. The results indicate that ensemble models can generally
capture more information than single models. In terms of overall

performance, the precision, recall, and F-score of the
Bi-LSTM+GCN model are higher than those of the
Bi-LSTM+CNN model. Our model can fully capture the overall
information of the sentence by combining sequence structure
information and syntactic information, while the Bi-LSTM+
CNN model could only obtain sequence structure information,
which confirms the effectiveness of the GCN model in CPI
extraction.
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Table 5. Comparison with the baseline method.

F-score (%)Recall (%)Precision (%)Model

Single models

52.7069.4342.47CNNa

55.2463.6948.77GCNb

60.4660.3460.59Bi-LSTMc

Ensemble models

61.0564.7357.77Bi-LSTM+CNN

65.1766.6263.79Bi-LSTM+GCN (our model)

aCNN: convolutional neural network.
bGCN: graph convolutional network.
cBi-LSTM: bi-directional long short-term memory.

Discussion

The experimental results suggest that our model can effectively
extract CPIs; it is better at learning semantic and syntactic
information from sentences compared to other models.
Additionally, the pruning strategy can alleviate the influence
of irrelevant words in long sentences in biomedical literature,

by only retaining N away tokens from the dependency path in
the LCA subtree.

Comparison With Prior Work
A comparison of our model with other existing methods on the
ChemProt corpus is shown in Table 6. It can be found that neural
network–based methods perform better than traditional machine
learning–based methods, and our method achieves the highest
F-score of 65.17%.

Table 6. Comparison with other existing methods.

F-score (%)Recall (%)Precision (%)Model

50.8054.1048.00Verga et al [12]

51.8147.2257.38Matos [29]

52.748.757.4Liu et al [11]

56.7151.2163.52Lung et al [30]

62.5862.2062.97Corbett and Boyle [13]

63.1067.7659.05Mehryary et al [9]

64.1057.3572.66Peng et al [14]

65.1766.6263.79Our model

Lung et al [30] used machine learning methods to integrate the
semantic and dependency graph features through a three-stage
model. They achieved an F-score of 56.71%. Similarly, Corbett
and Boyle [13] used pretrained LSTM and Bi-LSTM to extract
CPIs in two stages and achieved a higher F-score of 61.5%. A
particular feature of their system was the usage of unlabeled
data both to pretrain word embedding and pretrain LSTM layers
in the neural network.

Verga et al [12] applied attention mechanisms in their model.
They synthesized convolutions and self-attention to extract
CPIs. Liu et al [11] achieved an F-score of 52.7% by
synthesizing GRU and attention pooling. The results of
word-level attention weights in the model of Liu et al [11]
showed that attention mechanism is effective in selecting the
most important trigger words when trained with semantic
relation labels without the need of semantic parsing and feature
engineering.

Mehryary et al [9] employed an ensemble system that combined
the results of SVM and LSTM, and they achieved a competitive
result. Peng et al [14] utilized more external features. They
stacked SVM, CNN, and RNN models, and combined the
outputs of the three systems by either majority voting or
stacking. They achieved the best F-score of 64.10% in the
BioCreative VI ChemProt shared task. Our model synthesized
Bi-LSTM and GCN and achieved an improvement of 1.07% in
F-score over the system of Peng et al [14]. We further performed
significance tests with P<.05 indicating significance. The P
value of Peng et al [14] and our model is less than .001. It
indicates that the improvement of 1.07% in F-score is
significant.

Results Analysis
The experimental results indicate that the GCN module is
valuable in CPI extraction. It can extract CPIs from biomedical
texts with syntactic graph representations. It might be also
efficient in other biomedical tasks by utilizing the sentence
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parse structure. By comparing different pruning distance, we
revealed that the length of sentence also plays an important role
in relation extraction. The noisy words that are irrelevant to
relations might hamper the performance of the extractor.

GCNs can learn effective representation for relation extraction.
However, a single GCN model could not capture the contextual
information of word order. Additionally, GCN highly depends
on correct parse trees to extract information from sentences,
while existing parsing algorithms produce imperfect trees in
many cases. To resolve these issues and improve the robustness
of our model, we applied Bi-LSTM to generate contextualized
representation and feed it into the GCN layer. The results
confirm that the ensemble model of GCN and Bi-LSTM is
validated for CPI extraction.

Contributions
The model we proposed in this paper aims to extract CPI and
achieve state-of-the-art performance on the ChemProt corpus.
Our main contributions are as follows.

We proposed a novel neural model based on a GCN for CPI
extraction, which can capture long-range syntactic information
by utilizing the dependency structure of the input sentence. To
improve the robustness, we applied a path-centric pruning
strategy to remove irrelevant words without damaging crucial
content on the dependency trees. Through the pruning strategy,
the influence of noisy words can be reduced, thereby further
improving the performance of the model. Furthermore, a
Bi-LSTM layer is utilized to better leverage local word patterns
regardless of parsing quality.

Our model can automatically extract CPIs from a large amount
of biomedical literature, which can save significant labor force
and resources. Abundant biological entity relations can deliver
useful chemicals for some diseases and save time by optimizing
the drug development cycle, thereby helping pharmacists
discover drugs. Furthermore, the knowledge graph generally
contains rich, structured knowledge and has been widely used
in natural language processing applications, such as search
engines and question answering systems. However, the rapidly
increasing volume of information requires refinement in the
coverage of knowledge graphs. CPI extraction can help
researchers to efficiently acquire biomedical knowledge, which
can enrich the information needed for knowledge graph
construction.

Conclusions
We proposed a novel model based on a GCN to extract CPI.
The GCN module can encode syntactic information over the
dependency graphs of input sentences. To reduce the impact of
noisy words, our model only retains tokens that are up to a
distance of N=2 away from the dependency path in the LCA
subtree. Additionally, it applies Bi-LSTM to generate a
contextualized representation and feed it into the GCN layer to
resolve parsing errors and improve the robustness of the model.
The experimental results demonstrated that our model achieves
state-of-the-art performance. We plan to further improve our
model and apply our method to extract other biomedical relation
entity pairs.
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Abstract

Background: Knowledge graph embedding is an effective semantic representation method for entities and relations in knowledge
graphs. Several translation-based algorithms, including TransE, TransH, TransR, TransD, and TranSparse, have been proposed
to learn effective embedding vectors from typical knowledge graphs in which the relations between head and tail entities are
deterministic. However, in medical knowledge graphs, the relations between head and tail entities are inherently probabilistic.
This difference introduces a challenge in embedding medical knowledge graphs.

Objective: We aimed to address the challenge of how to learn the probability values of triplets into representation vectors by
making enhancements to existing TransX (where X is E, H, R, D, or Sparse) algorithms, including the following: (1) constructing
a mapping function between the score value and the probability, and (2) introducing probability-based loss of triplets into the
original margin-based loss function.

Methods: We performed the proposed PrTransX algorithm on a medical knowledge graph that we built from large-scale
real-world electronic medical records data. We evaluated the embeddings using link prediction task.

Results: Compared with the corresponding TransX algorithms, the proposed PrTransX performed better than the TransX model
in all evaluation indicators, achieving a higher proportion of corrected entities ranked in the top 10 and normalized discounted
cumulative gain of the top 10 predicted tail entities, and lower mean rank.

Conclusions: The proposed PrTransX successfully incorporated the uncertainty of the knowledge triplets into the embedding
vectors.

(JMIR Med Inform 2020;8(5):e17645)   doi:10.2196/17645
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Introduction

Background
In medical fields, knowledge graphs (KGs) are the core
underlying component of a clinical decision support system [1].
Clinical decision support system applications based on KGs
have been reported in different scenarios, such as medicine
recommendations [2] and drug-to-drug similarity measurements
[3]. The KG is a graph-based knowledge representation method,
which uses a set of (head, relation, tail) triplets to represent the
various entities and their relationships in a domain. Each triplet
is called as a fact as well. In KGs, nodes represent entities and
edges represent relationships between entities. Medical KGs
can be built either by human experts or by using unsupervised
data mining from electronic medical records (EMRs). The first
approach is too labor-intensive to be feasible for building
large-scale KGs. Thus, unsupervised or semisupervised data
mining from EMR data is a promising approach [4].

To learn effective knowledge representations, KG embedding
has been proposed and gained massive attention, since the
embedding vectors are easier to manipulate than the original
symbolic entities and relations. The embedding algorithm maps
the symbolic entities and relations into a continuous
low-dimension vector space while preserving their semantic
information. Different approaches to embed KGs by using
translation-based learning embedding vectors are reported, such
as TransE/H/R/D/Sparse [5-9] (noted as TransX hereafter).
TransX algorithms learn embedding vectors from the
deterministic facts in a KG. The learned embedding vectors
help to improve performance of knowledge completion and
other common natural language processing tasks [10]. In the
medical field, embedding vectors are reported to be capable of
improving diagnostic inference tasks [11].

Related Approaches of Knowledge Graph Embedding
Bordes et al [5] implemented a translation-based algorithm
(TransE) to model the (h,r,t) triplets in KGs. The score value
of a given triplet is defined as the distance between h+r and t.
The margin-based ranking criterion is defined as a loss function,
and its target is to make the score value of a positive triplet be
lower than that of a negative triplet by some margin. TransE
features low model complexity while achieving relatively good
predictive performance. Although the criticism has been made
that TransE might learn similar vector representations for
different tail entities in a 1-to-N relationship, the experiment
results for TransH [6] and our study proved that such a flaw is
not significant when the number of relations is small enough.

TransH [6] introduced relation-dependent hyperplanes to handle
reflexive, 1-to-N, N-to-1, and N-to-N relations. The head and
tail embedding vectors are mapped to the relation-dependent
hyperplane, making it possible to project one entity into different
projection vectors in different relations.

TransR [7] further extends the idea of the relation-specific
projection by proposing to project an entity-embedding vector
into a relation-specific vector space instead of a hyperplane.
The introduction of the relation-specific space makes TransR
more expressive at modeling differences among the relation

and entities. Thus, TransR surpassed TransH in predicting the
tail entities in many-to-many relations. CTransR is an extension
of TransR that is designed to handle the differences in each
relation. By clustering pairs within 1 relation, the implicit
subtypes of a given relation are modeled as a cluster-specific
relation vector. In the medical graph in this study, there is no
such diversity in the relations.

TransD [8] replaces the relation-specific projection matrix with
dynamic projection matrices for each entity-relation pair, thereby
modeling various types and attributes among the entities. In
addition, the dynamic projection matrices are constructed from
projection vectors of head or tail entities and relations, requiring
much fewer parameters and resulting in more efficient training.
The proportion of corrected entities ranked in the top 10
(Hits@10) of predicting tails in many-to-many relations
improved from 73.8% to 81.2% compared with CTransR.

Ji et al [9] argued that previous studies overfit simple relations
and underfit complex relations, since relationships are
heterogeneous and unbalanced. To resolve the challenge, they
proposed the use of sparse matrices (TranSparse), either for
each relation—that is, TranSparse(share)—or for each entity
and relation—that is, TranSparse(separate). The sparse degree
of each projection matrix is determined by the frequency of
each relation or relation-entity pair in the training set.
TranSparse(share) could be viewed as the counterpart of TransR,
while TranSparse(separate) is the counterpart of TransD.

DIST_MULT [12] and ComplEx [13] do not use a
distance-based score function; rather, they use a bilinear scoring
function within a real vector space or a complex vector space.
The loss function of DIST_MULT is the same as that of TransX,
mentioned above, while the loss function of ComplEx is the
negative log-likelihood of the logistic model. Experimental
results show that the bilinear scoring function is more
expressive, since DIST_MULT outperforms all TransXs at
predicting tail entities in 1-to-N relations. ComplEx further
surpassed DIST_MULT because the asymmetry in the products
of complex embeddings helps to better express asymmetric
relationships. However, because the score value is not distance
based, it is difficult to map score values to probabilities.

He et al [14] proposed a density-based embedding method
(KG2E) that embeds each entity and relation as a
multidimensional Gaussian distribution. Such an embedding
method is aimed at modeling the uncertainty of each entity and
relation. However, KG2E did not achieve a better Hits@10
when predicting tails in many-to-many relations than CTransR
[14]. We note that the uncertainty in KG2E is different from
the probabilities of triplets use in this study. In KG2E, an entity
is considered to have high certainty if it is contained in more
triplets. In contrast, in this study we considered the probability
as a metric of certainty of a triplet.

Fan et al [15] proposed a probabilistic belief embedding (PBE)
model to measure the probability of each belief (h,r,t,m) in
large-scale repositories. The notation m is the mention of the
relation. The problem that PBE tried to solve is the most similar
one to the problem we address in our study among all the related
studies, which is embedding probability information from KGs
into vectors. Apart from the extra element relation mention in
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the quad, the key differences in the algorithms are as follows.
First, in PBE, the probability of each triplet is calculated not
only by using the embedding vectors of its head, relation, and
tail, but also by using the embedding vectors of other triplets.
In our study, the probability of each triplet depended only on
the embedding vectors of itself. Second, in PBE, the softmax
function is used to map distances into probabilities. The
limitation of using the softmax is that it is difficult to model
1-to-many, many-to-1, and many-to-many relations. Consider
that there are multiple tail entities, which are valid tail entities
for a given head entity and relation. The ground truth
probabilities of these triplets are 1. In Fan and colleagues’
equations (8) and (14), the probability values of Pr(r|h,r) are
impossible to be trained to 1 for multiple valid tail entities, since
the softmax function requires the sum of all probabilities to be
1.

Xiao et al [16] proposed a generative model (TransG) to learn
multiple relation semantics. In medical fields, the relations do
not contain different meanings as in a general knowledge base;
thus, we did not necessarily consider TransG in this study.

Qian et al [17] argued that TransH/R/D/Sparse failed to learn
that “various relations focus on different attributes of entities.”
Their model, TransAt, split the whole entity set into 3 according
to the k-means: the capable candidate set of the head, the capable
candidate set of the tail, and the rest. Furthermore, it set
constraints on the distances of entities in intraset and interset
pairs. In the medical KG that we built in our study, the candidate
entities of the head and tail for a given relation are clearly
defined by the relation itself. Thus, we did not consider TransAt
in this study.

In contrast with the deterministic facts in general domain KGs,
most facts in the medical domain are probabilistic. For example,
considering the triplet (pneumonia, disease_to_symptom, fever),
the symptom fever is common but not always present among
patients with the disease pneumonia (code J18.901 in the
International Classification of Diseases, Tenth Revision
[ICD-10]). By counting the number of cooccurrences of fever
and pneumonia, the conditional probability P(symptom =
fever|disease = pneumonia) could be calculated from a
real-world EMR data set.

Such a probabilistic nature is the unique challenge in embedding
real-world EMR data-based medical KGs. In the KG on which
TransX is designed, the label of each triplet is regarded as
absolutely correct or wrong. During the training of TransX, a
negative triplet (a triplet with an incorrect label) corresponding
to each correct triplet is randomly sampled. Since the labels of
triplets are binary in TransX, the training target is set as the
score value of the positive triplet being lower than the score
value of the negative triplet by some margin. In a medical KG,
the label of a triplet—that is, the probability of the triplet—could
indicate that (1) one triplet could be more likely (or unlikely)
to appear than another or (2) the degree of certainty of each

triplet is precisely expressed by the conditional probability. The
probability of triplets is not considered by the TransX
algorithms.

Objective
We proposed PrTransX, based on the classical TransX
algorithms, to learn embedding of a probabilistic KG. The main
contributions of this study are as follows.

Mapping Function Between Score Value and
Probability
The score values of triplets in the existing TransX algorithms
can reflect the geometric distance between the head and tail
entities under a given relation. We proposed a function that can
map the score value to the probability of a triplet and vice versa.
This function both helps in translating the probability of a triplet
to a target score during model training phase and enables users
to convert a score value to a probability when predicating
unforeseen links in model applications.

Loss Function to Learn Embedding of a Probabilistic
Knowledge Graph
Based on the mapping function, we introduced probability-based
loss of triplets into the original margin-based loss function.
Thus, the new loss function requires that the predicted
probability of a triplet approximate its statistically probability
on a training set. Finally, the triplet probabilistic information
is learned into the embedding vectors.

Evaluation of the Proposed Algorithms on Large-Scale
Real-World Electronic Medical Records Data
We built probabilistic medical KGs from more than 10 million
real-world EMR documents. KG embeddings were learned by
the proposed algorithms.

Methods

Notation Overview
Table 1 explains the meanings of all mathematical symbols in
this section.

Building the Knowledge Graph From Real-World
Electronic Medical Records
Real-world EMR data can be viewed as collections of visit
records, each of which consists of all the medical records that
are generated within 1 particular visit to a doctor by 1 patient,
such as patient information, chief complaint, history of present
illness, and medical orders. In each visit record, there are
probably multiple medical entities. The term medical entity
refers to a concrete instance of diagnosis, symptom, laboratory
test, examination, medicine, and operation, such as the diagnosis
pneumonia, unspecified organism, the symptom cough, the
medicine cefathiamidine, and the examination x-ray in Figure
1.
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Table 1. Notations used in the study.

MeaningSymbols

Head entities, relation, tail entities from positive triplet and negative triplet corresponding to positive triplet (marked as ′)h, r, t, h′, r, t′

Set of positive/negative tripletsΔ, Δ′

Embedding vectors of head, relation, and tail entitiesh, r, t

Projection vectors of head and tail entitieshp, tp

Score value of given triplets(h,r,t)

Probability of given tripletp(h,r,t)

Mapping function between the score value and probability of tripletsΦ(), Φ–1

Probability-based loss of given tripletPL(h,r,t)

Probability value of negative tripletεn

Minimum probability value of positive tripletεp

Scaling factors, margin parameters for loss functionλ, K, γ

Parameters for given relation rαr, βr

The positive part of x[x]+

Margin-based loss functionLm

Loss functionL

Figure 1. Workflow for extracting probabilistic knowledge triplets from real-world electronic medical record data. ICD10: International Classification
of Diseases, Tenth Revision.

The relationships, which are expressed in (head entity, relation,
tail entity) triplets, can be derived from the medical entities that
occur in each single visit. By using the example visit above,
several triplets can be derived, such as (J18.9,
disease_to_symptom, cough) or (J18.9, disease_to_medicine,
cefathiamidine).

The statistical probability of each triplet (h,r,t) can be calculated
by the equation p(h,r,t) = [N(h,r,t)]/Nh, where N(h,r,t) represents the
number of visit records that would derive (h,r,t) triplets, and Nh

represents the number of visit records that hold entity h. When
(h,r,t) is a valid triplet, the condition p(h,r,t) belongs to the set
(0,1] holds; otherwise, p(h,r,t)=0.
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Data Set Split and Ground Truth Setup
We used the triplet group as the minimum unit of separation
between the training set and test set. One triplet group contained
all triplets that shared the same head and relation. For example,
all triplets whose head entity is disease C16.902 (gastric cancer
not otherwise specified) and relation is disease_to_symptom
constitute a triple group, containing (C16.902,
disease_to_symptom, s1), (C16.902, disease_to_symptom, s2),
..., and (C16.902, disease_to_symptom, sN), where si indicates
tail symptoms. One triplet group was split into either the training
set or test set. In other words, for any given h and r, either all
its tails were in training data or all were in test data.

In addition to the triplet group, we applied 2 rules during
separation. First, for the relation disease_to_XXX, we randomly
selected 20% of the triplet groups as the test set. Second, for
the relation upper_disease_to_lower_disease, we included all
triplets in the training set, since these relations are prior
knowledge.

Noise is inevitable in real-world data. In medical cases, the most
common noise in extracted triplets is due to unspecific triplets.
Considering E11.901 (type 2 diabetes) as the head entity and
disease_to_laboratory as the relation, triplets with routine
laboratory test items (such as routine blood test) usually have
higher probabilities than specific triplets (such as hemoglobin
A1c). However, according to medical knowledge, hemoglobin
A1c is directly related to E11.901 (type 2 diabetes) as a
diagnostic criterion, whereas routine blood test is not. Therefore,
the original tail entities in a raw test set may be not really related
to a head entity in medicine, and thus evaluating their
performance cannot reveal the real ability to predict unknown
medical knowledge.

To address the issue, medical experts manually label the ground
truth tail entities according to clinical guidelines and the medical
literature. During labeling, we also labeled the relevance level
for the related tail entities, from 1 of the following values:
strongly related (***), related (**), or weakly related (*). Since
this is quite labor-intensive, we manually labeled only a
randomly selected subset of the test data set. We named this
subset the evaluation data set.

Negative Triplets Sampling
In TransE [5], the negative triplets are created by randomly
replacing the head or tail with a randomly selected entity. The
authors of TransH [6] pointed out the false-negative issue and
proposed that a Bernoulli distribution should be used to
determine whether the head or tail should be replaced, which
resulted in a lower number of false-negatives. We used sampling
by using a Bernoulli distribution in the following
TransH/R/D/Sparse algorithms.

In a medical KG that is built from real-world EMR data,
background knowledge provides a more reliable way to sample
negative triplets than the previous statistical method.

First, since the types of head and tail entities can be
unambiguously determined by their relation, the valid candidate
set for the replacement of the head or tail entity can be
determined. For example, given the disease_to_symptom
relation, the head entity must be the diagnosis type and the tail
entity must be the symptom type.

Second, we can reduce the false-negatives by using medical
knowledge. For example, the disease pneumonia (ICD-10:
J18.901) is a hyponym of disease pneumonia unspecified
(ICD-10: J18) in the ICD-10 [18] system. If the positive triplet
is (pneumonia (ICD-10: J18.901), disease_to_symptom,
symptom_x), we should not replace the head with any hyponym
of pneumonia unspecified (ICD-10: J18) because diseases in
the same ICD-10 class are likely to have similar properties.

In summary, by considering the entity type and domain
knowledge, the number of false-negative triplets can be
effectively reduced, against using the pure statistical method
observed in previous work. We tested all the baseline models
and proposed models using this enhanced negative sampling
approach in our study.

Mapping Function Between the Score Value and
Probability
In previous TransX algorithms, the score value of a triplet was
defined as the distance between hp+r and tp, where hp and tp are
vectors that are projected from the original embedding vectors
h and t by some means, respectively. Such a score value
calculation can be viewed as a function of (h,r,t), which is
defined as s(h,r,t) = fr(h,t) = ||hp+r–tp||L1/L2.

Based on the above definition, the value range of the score value
is [0, +inf). Furthermore, a value of 0 indicates a perfect match
among (h,r,t), whereas a positive infinity value indicates that
there is no relation between h and t under relation r. In the
training of TransX, the target of the loss function was to
simultaneously make the score value of the correct triplet of
embeddings, which we noted as (h,r,t), as near to 0 as possible
and to make the score value of the negative triplet, which we
noted as (h′r,t′), as large as possible.

In a medical KG, the label of a triplet is not absolutely correct
or wrong, but rather it is a probability value that can be
interpreted as the likelihood of the triplet being established. The
probability value is 1 if a triplet holds under all conditions, and
the probability value is 0 if the triplet does not hold under any
valid condition.

It is clear that both the score value and probability can tell how
likely a triplet is to be established. They are just different
metrics. Therefore, we define a mapping function, Φ(), and its
inverse function by Equation (1) in Figure 2.
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Figure 2. Equations.

To avoid dividing by 0, for a negative triplet t (p(h′r,t′) = 0), we
defined an approximation as p(h′r,t′) ≈ εn,εn>0. To avoid the
scenario that the probability of a valid triplet (h,r,t) is less than
εn, we introduced the minimum probability of valid triplet as
εp in Equation (2), Figure 2).

The mathematical properties of Φ(d) facilitate learning effective
embedding vectors from a medical KG. First, we 1-to-1 mapped
the probability value in {x| belongs to the set [εn,1]} and the
distance value in {d|d belongs to the set [0,ln(1/εn]}. This made
it possible to infer the quantitative probability of an unseen
triplet only using the embedding vectors. Second, the calculation
of the probability of (h,r,t) only depends on the embedding
vectors (h,r,t) and not on any other embedding vectors. This
means that the probability of one triplet could be independent
of another. In 1-to-many and many-to-1 relations, it is common
that multiple triplets are valid with high probabilities, and such
independence avoids the shortcomings of using the softmax
function to calculate the probability of a triplet in PBE [15].

Loss Function to Learn Embedding of the Probabilistic
Knowledge Graph
In previous TransX algorithms, the margin-based ranking
criterion is defined as a loss function, which is expressed as
Equation (3) in Figure 2. The training objective was to minimize
the value of the loss function.

The major shortcoming of such a margin-based loss function
is that it only requires fr(h,t)+γ ≤ fr(h′t′), but it does not require
that the predicted probability of each triplet approximate its
statistical probability. To address the shortcoming, we defined
the probability-based loss of triplet. Given a triplet (h,r,t) with
probability p(h,r,t), we required that the targeted score value
approximate the mapping of the actual probability p(h,r,t) by Φ().
Thus, we defined the loss as in Equation (4) in Figure 2. We
defined the loss of the negative triplet by Equation (5) in Figure
2. We defined the loss function L of PrTransX as a combination
of the margin-based loss, the probability-based loss of positive
triplets, and the probability-based loss of negative triplets; see
Equation (6) in Figure 2.
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Evaluation Protocol
To evaluate the performances of different algorithms, we used
the link prediction task. The objective of link prediction in this
study was to predict the tail entities using the heads and relations
on the evaluation data set. For each triplet group in the
evaluation data set, the embedding vectors that are trained by
each algorithm can predict a sequence of tail entities in a valid
entity type. An algorithm is considered to be better than another
if it shows better results on evaluation metrics.

Referring to Bordes et al [5], we used Hits@10 and mean rank
(the mean of those correctly predicted ranks) as evaluation
metrics. The term correctly predicted or hit refers to the
predicted item existing in the ground truth tail entities, regardless
of the relevance level. Given that different tail entities would
have different relevance levels with the head entities in medical
knowledge, we also used the normalized discounted cumulative
gain of the top 10 predicted tail entities (NDCG@10) [19] as a
metric, since it measures whether an algorithm can rank more
relevant tail entities in the front.

Real-World Electronic Medical Records Data and
Knowledge Graph
We performed this study using a dataset from the data platform
and application platform of the Southwest Hospital in China.
The platform is built based on a distributed computing
architecture, and it is located on a private cloud in the hospital.

The data platform and application platform aggregates medical
data from EMRs, the hospital information system, laboratory
information system, picture archiving and communication
systems, and other isolated subsystems. The platform organizes
all related medical data into visit-level and patient-level data.
Visit-level data contain records from all subsystems for the
same visit, such as the chief complaints and present illness
histories from EMRs, examination orders and drug prescriptions
from the hospital information system, and laboratory
examination results from the laboratory information system.
Patient-level data contain all visit data of the same patient.

Results

Data Set
We collected EMR records from 2015 to 2018 in the data set.
The data set consisted of 3,767,198 patients and 16,217,270
visits. The entities from the data set were in 6 categories,
described in Table 2. Among the entities, the disease entity was
identified by its unique ICD-10 code [18]. ICD-10 hierarchical
relationships are considered when extracting triplets. For
example, assuming that the main diagnosis of a visit is C16.902
(gastric cancer not otherwise specified) and medicine m1 is
prescribed by doctor, a list of triplets will be generated:
(C16.902, disease_to_medicine, m1), (C16.9,
disease_to_medicine, m1), and (C16, disease_to_medicine, m1).

Table 2. Description and distribution of relationships in the medical knowledge graph.

Triplet countTail entity typeHead entity typeSourcerelation_name

74,835MedicineDiseaseEMRa data setdisease_to_medicine

53,885SymptomDiseaseEMR data setdisease_to_symptom

13,292OperationDiseaseEMR data setdisease_to_operation

71,805LaboratoryDiseaseEMR data setdisease_to_laboratory

38,061ExaminationDiseaseEMR data setdisease_to_examination

6455DiseaseDiseaseDomain knowledge: ICD-10bupper_disease_to_lower_disease

258,333———cTotal

aEMR: electronic medical record.
bICD-10: International Classification of Diseases, Tenth Revision.
cNot applicable.

Based on the data set, we extracted triplets of 5 relationships.
We added the relation upper_disease_to_lower_disease to the
relation list as prior domain knowledge. Table 2 describes the
features of the relationships. The original number of triplets in
the data set was quite large because the probability of triplets
was distributed as a long-tailed distribution. To reduce the noise
from data and improve the training efficiency by reducing
training data, we selected only the top 20 triplets (sorted in
descending order of probability).

After separation, there were 205,877 triplets from 21,327 triplet
groups in the training set, and 49,756 triplets from 4547 triplet
groups in the test set.

There were in total 335 triplets from 25 triplet groups in the
evaluation data set. We distributed the 25 triplet groups evenly
among the 5 relationships to be evaluated.

Baselines and Implementation
All translational distance-based TransX models could be
extended to be PrTransX. Thus, the evaluation target was to
compare the performances of the TransX methods and their
corresponding PrTransX methods. We selected some of the
translational distance-based TransX models: TransE [5], TransH
[6], TransR [7], TransD [8], and TranSparse [9].

In addition to TransX, we also examined whether probabilistic
inference algorithms, such as the naive Bayes, are feasible in
this application. The conclusion was that they were not. To
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predict tail entities—that is, to calculate P(t = ti|h = h0, r = r0)
for each candidate tail entity—the conditional likelihood P(h =
h0|t = ti, r = r0) must be available from the training set. However,
since the data split of the triplet group ensures that no triplet in
the form of (h0,r0,t) exists in the training set, the conditional
probability is not available.

In the experiments, we set the size of the embedding vectors of
all entities and relations to be 20. We used the L1 distance in
training. We set the other parameters as follows for all models:
K=1000, γ=1, λ=10, αr={1,1,1,1,1,10}, βr={15,10,10,15,10,0},

εp=10–4, and εn=10–13. The values of each relation of αr and βr

are in the sequence of disease_to_medicine,

disease_to_symptom, disease_to_operation,
disease_to_laboratory, disease_to_examination, and
upper_disease_to_lower_disease.

Evaluation Results
Figures 3, 4, and 5 compare the performance of TransX
algorithms and the corresponding PrTransX algorithms, in terms
of Hits@10, mean rank, and NDCG@10. The score for each
algorithm is the average value on all of the triplets in the
evaluation set. In our study, PrTransX performed better than its
corresponding TransX model for X=E/H/R/D/Sparse in nearly
all performance indicators, achieving a higher Hits@10 and
NDCG@10 and lower mean rank.

Figure 3. Proportion of corrected entities ranked in the top 10 of the tested algorithms.

Figure 4. Mean rank of the tested algorithms.
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Figure 5. Normalized discounted cumulative gain of the top 10 predicted tail entities of the tested algorithms.

In addition to comparing the average score on the triplets for
all the relations, we also examined the detailed performances
for each relation.

In order to describe the distribution characteristics of entities
by each relation in a quantitative manner, we calculated the
number of head entities per tail entity by relations. For a given
relation and tail entity, the number of head entities per tail entity
is the number of distinct head entities that relate to the tail entity.
Next, the numbers of head entities for each of the tail entities
for a given relation form the distribution of head entities
numbers for the relation.

Figure 6 illustrates the distribution of head entities numbers by
different relations. For each box, the upper bound, the median
line with a notch, and the lower bound represent the value at
the 75%, 50%, and 25% percentiles of the data, respectively.
The median number of relation disease_to_examination is near
150, and the 75% percentile value is above 350, which means
that 50% of examination entities are related to near 150 diseases
and 25% are related to more than 350 diseases. The average
numbers of related diseases for other entities (ie, laboratory,
symptom, medicine, and operation) are all less than the
examination entity. The one with the fewest is operation.

Figure 6. Distribution of head entities numbers by different relations.

Figure 7 compares NDCG@10 of TransX with its corresponding
PrTransX by different relations. Each subgraph represents the
NDCG@10 comparison of TransX and PrTransX for a given

X model on each of the 5 relations. The performance of
PrTransX is drawn as a solid line, while the performance of
TransX is drawn as a dashed line.
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Figure 7. Comparison of normalized discounted cumulative gain of the top 10 predicted tail entities of TransX and PrTransX by different relations.

Discussion

Principal Findings
As Figures 3, 4, and 5 show, PrTransX performed better than
the TransX model for X=E/H/R/D/Sparse in nearly all
performance indicators, achieving a higher Hits@10 and
NDCG@10 and lower mean rank. All these data proved that
by adding probability-based loss into the translation-based loss
functions, the obtained embedding vectors improved the link
prediction performance. Furthermore, PrTransR performed the
best across all PrTransX algorithms under Hits@10 and
NDCG@10, and PrTransE performed better under mean rank.

The performance of TransE was generally better than that of
TransH/R/D. This was due to the property of our medical KG.
In the entire test set, there were only 5 different relations. The

number of relations was so small that it was possible to train
the embedding of all entities and relations in the same space to
satisfy the training objective, which was similar to the result
that the link prediction performance of TransH was worse than
TransE on the WN18 data set used by Wang et al [6].

The results of TransE and PrTransE were quite similar under
the Hits@10 and NDCG@10. In particular, the NDCG@10 of
TransE was slightly better than that of PrTransE. Such similar
performances were because TransE embedded all entities and
relations into the same space. The probability-based training
targets of the different relations were impossible to satisfy in
the same space. The results of PrTransH/R/D show that the
probability-based training targets introduced significant
improvements in the Hits@10 and NDCG@10 over those
measures of the TransH/R/D model.
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These statistics in Figure 6 indicate that the relation
disease_to_examination was not specific, since each
examination entity was related to huge amount of disease entities
on average. In contrast, disease_to_operation was the most
specific relation, as the median number was 10. This conforms
the medical common sense that the same examination is
applicable to many types of diseases, but the same operation is
applicable to only a few types of diseases.

Regarding the obvious performance difference for different
relations shown in Figure 7, we can conclude that if the tail
entity type is not specific (eg, examination), the link prediction
on the evaluation data set is relatively difficult, since it is hard
to train tail entities to fit distance requirements of a large amount
of distinct head entities. Otherwise, if the tail entity type is
specific to disease (eg, operation), the link prediction task would
be relatively easier because the training objective is easier to
be satisfied.

Overall, the polygons with solid lines (PrTransX) are larger
than those of dashed lines (TransX), which means that PrTransX
performed better. First, the best NDCG@10 score was achieved
by PrTransR in the relation disease_to_operation. Moreover,
i n  r e l a t i o n  t o  d i s e a s e _ t o _ o p e ra t i o n ,
PrTransD/Sparse(share)/Sparse(separate) also achieved
significant improvements over the respective TransX. Such
results echo the previous argument that the link prediction task
would be relatively easier for specific relations than for
unspecific relations. Second, even if the relation
disease_to_examination is unspecific (difficult to predict),
PrTransX outperformed TransX in this relation for all models.

Limitations
This study had several limitations. First, the algorithm PrTransX
can only obtain performance improvement on a probabilistic
KG. For the KGs in general domains that have no probability
over the relations, PrTransX algorithms are the same as the
classical TransX algorithms. Second, the evaluation data set
used by the link prediction task contained only 335 triplets from
25 triplet groups, since the labeling is quite labor-intensive.

Future Studies
It should be noted that the application scenarios of knowledge
embedding are far beyond link prediction. In state-of-the-art
natural language processing research, such as ERNIE [10],
significant improvements in various knowledge-driven tasks
are achieved by using both text contexts and KGs to train
word-embedding vectors. In the medical field, Zhao et al [11]
also reported that embedding vectors from TransE and latent
factor models could be used in a conditional random field to
infer possible diagnoses based on laboratory test results and
symptoms. Applying embedding vectors learned by PrTransX
from a probabilistic medical KG into the clinical decision
support system is worth exploring in the future.

Conclusion
We proposed PrTransX to learn the embedding vectors of a
probabilistic KG. We performed the study on a medical KG
constructed from large-scale EMR data, and evaluation on link
prediction indicated that the embedding learned by the PrTransX
significantly outperformed that learned by corresponding TransX
algorithms. We can conclude that the proposed PrTransX
successfully incorporated the uncertainty of the knowledge
triplets into the embedding vectors.
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Abstract

Background: The most current methods applied for intrasentence relation extraction in the biomedical literature are inadequate
for document-level relation extraction, in which the relationship may cross sentence boundaries. Hence, some approaches have
been proposed to extract relations by splitting the document-level datasets through heuristic rules and learning methods. However,
these approaches may introduce additional noise and do not really solve the problem of intersentence relation extraction. It is
challenging to avoid noise and extract cross-sentence relations.

Objective: This study aimed to avoid errors by dividing the document-level dataset, verify that a self-attention structure can
extract biomedical relations in a document with long-distance dependencies and complex semantics, and discuss the relative
benefits of different entity pretreatment methods for biomedical relation extraction.

Methods: This paper proposes a new data preprocessing method and attempts to apply a pretrained self-attention structure for
document biomedical relation extraction with an entity replacement method to capture very long-distance dependencies and
complex semantics.

Results: Compared with state-of-the-art approaches, our method greatly improved the precision. The results show that our
approach increases the F1 value, compared with state-of-the-art methods. Through experiments of biomedical entity pretreatments,
we found that a model using an entity replacement method can improve performance.

Conclusions: When considering all target entity pairs as a whole in the document-level dataset, a pretrained self-attention
structure is suitable to capture very long-distance dependencies and learn the textual context and complicated semantics. A
replacement method for biomedical entities is conducive to biomedical relation extraction, especially to document-level relation
extraction.

(JMIR Med Inform 2020;8(5):e17644)   doi:10.2196/17644

KEYWORDS

self-attention; document-level; relation extraction; biomedical entity pretreatment

Introduction

A large number of biomedical entity relations exist in the
biomedical literature. It is beneficial for the development of
biomedical fields to automatically and accurately extract these

relations and form structured knowledge. Some biomedical
datasets have been proposed for extracting biomedical relations,
such as drug-drug interactions (DDI) [1], chemical-protein
relations (CPR) [2], and chemical-induced diseases (CID) [3].
The former 2 datasets are sentence-level annotated datasets that
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extract relations on a single sentence containing a single
entity-pair mention, and the latter is a document-level annotated
dataset, which means that it is uncertain whether relations are
asserted from within sentences or across sentence boundaries.

Most approaches [4-7] have focused on single sentences
containing biomedical relations. For example, Zhang et al [4]
presented a hierarchical recurrent neural network (RNN) to
combine raw sentences with their short dependency paths for a
DDI task. To deal with long and complicated sentences, Sun et
al [5] separated sequences into short context subsequences and
proposed a hierarchical recurrent convolutional neural network
(CNN). Because these approaches cannot be directly applied to
document-level datasets, some existing methods [8,9] divided
the document-level dataset into 2 parts and trained an
intrasentence model and an intersentence model. Nevertheless,
because of long-distance dependencies and co-references, their
methods cannot be adapted to cross-sentence relation extraction.
Furthermore, splitting the dataset resulted in noise and
rule-based mistakes.

Currently, for intersentence relation extraction, some studies
[10-12] generate dependency syntax trees within sentences and
across sentences and employ a graph neural network to capture
dependencies. However, it is costly to build dependency syntax
trees. In addition, few studies, except those by Li et al [13] and
Verga et al [14], have considered the influence of noisy data
due to the segmentation of datasets and taking advantage of the
textual context. For a document-level annotated corpus, an
entity-pair mention within sentences or across sentences has a
biomedical relationship by thinking simply, which will
undoubtedly cause errors and may ignore plenty of useful
information such that many sentences with co-occurring or
co-referential medical entity mentions refer to biomedical
relations.

For example, the chemical-disease relation (CDR) dataset is a
document-level corpus designed to extract CID relations from
biomedical literature [15]. For CID relation extraction, most
current methods [8,16,17] divide the CDR dataset into
intrasentence-level and intersentence-level relation instances
using heuristic rules. Although these heuristic rules are effective,
they inevitably generate noisy instances of CID relations or
ignore some useful information. For example, the following
sentence expresses CID relations between the chemical
amitriptyline and the disease blurred vision: “The overall
incidence of side effects and the frequency and severity of
blurred vision, dry mouth, and drowsiness were significantly
less with dothiepin than with amitriptyline.”

According to heuristic rules [8], the token distance between two
mentions in an intrasentence level instance should be <10. The
token distance between the chemical amitriptyline and the
disease blurred vision in this example is 12; therefore, this
sentence is discarded. However, factually, this sentence is the
only sentence in the document [18] that describes the CID
relation between the chemical amitriptyline and the disease
blurred vision. Obviously, heuristic rules cannot precisely
partition the CDR dataset, and they can induce the wrong
classification by models, although they use multi-instance
learning to reduce these errors.

Therefore, when constructing relation instances from a
document-level dataset, it is necessary to consider sentences
with multiple mentions of target entities in the entire document.
While treating all target entities in a document as a whole brings
benefits, the challenges are very long-distance dependencies
and complex semantics, from which traditional neural networks
such as CNN or RNN cannot accurately extract document-level
relations. Recently, pretrained self-attention structures, such as
SciBERT [19] and BERT [20], were proposed and were not
necessarily better than RNN at capturing long-range
dependencies. However, they performed better at increasing the
number of attention heads [21]. A pretrained transformer has
already learned more semantic features, and it performs well
for sentence-level relation extraction; however, it did not apply
to document-level relation extraction.

To address these problems, this paper proposes a pretrained
self-attention mechanism and entity replacement method to
extract document-level relationships. In this way, this paper has
several contributions. First, to avoid errors by dividing the
document-level dataset, this paper proposes a new data
preprocessing method that treats the target entity pair of some
sentences in a document as an instance. Second, to better focus
on the target entity pairs and their context, a replacement method
is proposed to replace biomedical entity pairs with uniform
words. Compared with the different entity preprocessing for
biomedical entity pairs, the replacement method is more
effective for biomedical relation extraction. Third, to solve the
problem of long-distance dependencies and learning complex
semantics, a pretrained self-attention structure is proposed for
document-level relation extraction and to achieve superior
performance than state-of-the-art approaches. Through analysis
and visualization of the model structure, the effectiveness of
the self-attention structure for document-level datasets is
demonstrated.

Methods

Data Preprocessing for the Document-Level Corpus
As already mentioned, splitting the document-level corpus will
increase noise and may lose some useful information. To address
this problem, the sentences in which the target entity pair is
located and the sentences between them are constructed to an
instance. This approach has the following benefits. First, it does
not introduce error messages. The sentences do not need to be
labeled after the segmentation of the dataset. The relationship
between the marked relation pairs in the document corresponds
to the instances one by one. Second, it discards useless
information that is not related to the relationship of the target
entities. Some are not related to those sentences in which the
target entities are located; hence, they are noise for relation
extraction. Discarding them will focus the model on the
sentences in which the entity pair is located. Third, it keeps a
lot of useful information, such as contextual information about
entities and the relationship of entities.

As shown in Figure 1, a document [22] in the CDR dataset is
constructed into biomedical relation instances. All chemical or
disease entities are bold.
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Figure 1. An example of document-level relation instance construction.

In this document, there are 2 chemical entities, “amisulpride”
(C1) and “calcium gluconate” (C2), and 4 disease entities:
“overdose” (D1), “prolonged QT syndrome/QT prolongation”
(D2), “poisoning” (D3), and “hypocalcemia” (D4). It should be
noted that C1, C2, D1, D2, D3, and D4 are added to the
document to indicate which are chemical entities and which are
disease entities. Hence, the document can be constructed into
8 instances, in which 2 instances of C1 and D2 or C1 and D4
have CID relations. a), b), c), and d) conformed the instance of
C1 and D2. a), b), and c) conformed the instance of C1 and D4.

Semantically, both the intralevel sentence a) and the interlevel
sentences b) and c) express the CID relationship of C1 and D2.
However, according to heuristic rules, b) and c) will be
discarded because only the entities that are not involved in any
intrasentence level instance are considered at the intersentence
level. Third, instances are full of contextual information of
chemical and disease entities, which is conducive to
document-level relation extraction when exploiting it well.

There are lots of biomedical entities in a document. When
constructing the instances of the target entity pair, it is inevitable

that the same instance is tagged with different labels, resulting
in incorrect classification. For example, as mentioned in the
Methods section, the instances of C1-D2 and C2-D2 are the
same but tagged with different labels. To solve this problem,
entity pretreatment methods are presented.

There are 2 different biomedical entity pretreatments, as shown
in Figure 2. In the first pretreatment, the target chemical and
disease entities are respectively replaced with “chemical” and
“disease,” which are called the replacement method. For
example, in the instance of C1 and D2, sentence a) will be
processed into “Two cases of chemical entity: a cause for
disease.” In addition to the replacement method, there is another
data preprocessing method, called the addition method. Different
marks are added to the boundaries of chemical and disease
entities, related to the relation instance. For instance, sentence
a) will be processed into “Two cases of [[ amisulpride ]]
overdose: a cause for << prolonged QT syndrome >>”. In the
Results section, we will describe the advantages and
disadvantages of the 2 different pretreatment methods.
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Figure 2. An instance with two different biomedical entity pretreatments.

Model Architecture
As shown in Figure 3, when adopting this data preprocessing,
the length of most instances is very long, which results from
very long-distance dependencies and complex semantics.

Self-attention structure can directly calculate similarities
between words, so that the distance between words is 1, which
can intuitively solve long-distance dependencies. As
demonstrated by Tang et al [21], Transformer, a combined
self-attention structure, is capable of semantic feature extraction
far exceeding that of RNN and CNN and performs better when
increasing the number of attention structures. Therefore, a
pretrained self-attention structure, namely a pretrained
transformer, is applied for these problems.

However, for document-level relationship extraction, according
to our preprocessing method, the length of instances is longer
than the experimental data in the paper by Tang et al [21], and
the semantics are more complicated. There are multiple target
entity pairs in the instances; some reflect the correct relationship,
and some do not. Therefore, the transformer structure must have
a certain reasoning ability. To verify the validity of a pretrained
self-attention structure on document-level relation extraction,
we adopted the structure of SciBERT, which was pretrained on
the scientific literature, and added a feed-forward network
(FNN) as a classifier. A visual model architecture is provided
in Figure 3. We fine-tuned the model on the preprocessed CDR
dataset. The structure of model is described in detail in the
following paragraphs.

Basde on the structure of BERT, SciBERT built a new
vocabulary, called SCIVOCAB, and was trained on a scientific
corpus that consists of computer science domain and biomedical
papers. Following SciBERT, we still employ the same input
representation, constructed by summation of token embedding,
segment embedding, and position embedding. The tokens
“[CLS]” and “[SEP]” are added at the beginning and end,
respectively, of each instance. In addition, when tokenizing
words, WordPiece embedding [23] was used with SCIVOCAB
to separate words and split word pieces with “##”.

SciBERT is made up of N transformer stacks. Transformer stack
k is denoted by Transformerk, which has its own parameters
and consists of 2 components: multi-head attention and FFN.

Sk = Transformerk(Sk-1) (1)

where Sk ∈ Rn×d is the output of the transformer stack k. S0 is

the input representation of text sequence X, X ∈Rn×d. n is the
length of text sequence, and d is the dimension of input
representation. The whole text sequence shares the same
parameters as the transformers.

The multihead applies self-attention, or scaled dot-product
attention, multiple times. Through the mapping of the query Q,
key K, and value V, scaled dot-product attention obtains a

weighted sum of the values. Q, K, V∈ Rn×d are the same matrices
in the self-attention computation that are the input of
transformer.
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Figure 3. The architecture of the model.

Instead of applying a single scaled dot-product attention,
multihead attention applies query Q, key K, and value V to
linearly project the input h times with different, learned linear
projections to n x l dimensions, respectively, where l = d/h and
h is the number of the head. The reason for that is multihead
attention can form different representation subspaces at different
positions, learn more semantic information, and capture
long-distance dependencies better.

Oh = softmax(QWiQ(KWiK)T / sqrt(dh))VWiV (2)

Where the projections are parameter matrices WQ ∈ Rd×l, WK

∈ Rd×l, WV ∈ Rd×l, and Oh ∈ Rdxl.sqrt(dh) is a scale factor to
prevent the result of the dot-product attention from enlarging,
and sqrt( ) indicates that the square root is extracted.

Then, the outputs of the individual attention heads are merged,

denoted as O ∈ Rdxl. The input and output of the multihead
attention are connected by residual connection. Layer
normalization, denoted LN, is applied to the output of the
residual connection.

O = [o1;...;oh] (3)

M = LN(Sk-1+O) (4)

Where M ∈ Rn×d

The second component of the transformer stack is 2 layers of
pointwise FFN. On the other hand, it can be described as 2
convolutions with kernel size 1.

Sk = ReLU(MW1+b1)W2+b2 (5)

where W1 ∈ Rd×m, b1 ∈ Rn×m, W2 ∈ Rm×d, and b2 ∈ Rn×d. Each
row of or is the same, and m = 4d.

The final layer is an FFN, a relation classifier. It corresponds
to the final output of transformer of the token “[CLS]”.

c = Wpreds1 (6)

Where Wpred ∈ Ro×d is the weight matrix and s ∈ Rd is the final
output of the token “[CLS]”.

Results

Overview
In this section, we first describe some experimental datasets
and provide some experiment settings. Then, we compare the
performance of SciBERT with that of existing methods and
validate the availability of the pretrained self-attention structure
on the document-level dataset through the visualization of the
multihead attention. Finally, experimenting on different datasets,
including 2 sentence-level corpora and a document-level corpus,
we compare various biomedical entity pretreatments and analyze
which preprocessing is better for the self-attention structure.

Datasets
Table 1 shows the statistics of the CDR [3], protein-protein
interactions affected by mutations (PPIm) [24], DDI [1], and
CPR [2] datasets. The CDR and PPIm datasets are
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document-level annotated corpus, and the DDI and CPR datasets
are sentence-level annotated corpora, which are only used to

discuss the advantages and disadvantages of different biomedical
entity pretreatments.

Table 1. Descriptions of the chemical-disease relation datasets.

Test setDevelopment setTraining setDataset, Types

CDRa

500500500Documents

106610121038Positive

437441344324Negative

PPImb

635N/Ac597Documents

869N/Ac750Positive

1717N/Ac1401Negative

DDId

3843N/Ac18,872Sentence

970N/Ac3964Positive

2873N/Ac14,908Negative

96N/Ac183Int

219N/Ac815Advice

357N/Ac1654Effect

298N/Ac1312Mechanism

CPRe

574435586437Sentences

346924274172Positive

227511312265Negative

667552777CPR:3

166711032260CPR:4

198116173CPR:5

293199235CPR:6

644457727CPR:9

aCDR: chemical-disease relation.
bPPIm: protein-protein interaction affected by mutations.
cDevelopment sets do not exist in the PPIm an dDDI datasets.
dDDI: drug-drug interaction.
eCPR: chemical-protein relation.

The CDR dataset is used to extract CID and is a 2-label
classification task. The PPIm dataset is released to extract
protein-protein interactions affected by genetic mutations, which
is a 2-label classification. Aimed at extracting drug-drug
interactions, DDI is concerned with classifying into 5 relation
types, including the int type, advice type, effect type, mechanism
type, and negative type. For the DDI dataset, we adopted some
rules to filter some negative sentences as described by Quan et
al [25]. With the purpose of extracting chemical-protein
relations, the CPR dataset is labeled as 10 types of

chemical-protein relations, 5 of which are used for evaluation.
The chemical-protein relations of CPR are classified into 6
categories.

Due to the size of the CDR dataset, we merged the training and
development sets to construct the training set. After
preprocessing the CDR and PPIm datasets, we counted the
average number of sentences per instance, average number of
tokens per instance, and average number of tokens per sentence
in the constructed instance set. Table 2 shows the statistics of
the constructed instance set.
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Experiment Setup
We employed the parameters of the uncased SciBERT with the
vocabulary SCIVOCAB and fine-tuned on the CDR datasets.
The model parameters are described as: SciBERTuncased: k = 12,
h = 12, d = 768, m = 3072.

Due to the distinction of the length of instances in the dataset,
the input dimensions of the corresponding model for each dataset

are different. For the CDR and PPIm datasets, the length of the
input sequence is set to 512, and the batch size is set to 6. For
the DDI dataset, the length of the input sequence is set to 150,
and the batch size is set to 32. For the CPR dataset, the length
of the input sequence is set to 200, and the batch size is set to
23. The epoch of all model training is set to 3. All results are
averaged across 5 runs. For consistency of comparisons, we
merged the training and development sets to train the models.

Table 2. Statistics of the constructed instance sets of the chemical-disease relation (CDR) and protein-protein interaction affected by mutations (PPIm)
datasets.

Test setTraining setDataset, Types

CDR with preprocessing

541810,407Instances

10421947Positive

43768460Negative

12.111.1Sentences per instance

168.9161.5Tokens per instance

14.014.6Tokens per sentence

PPIm with preprocessing

25862151Instances

869750Positive

17171401Negative

8.89.0Sentences per instance

186.6169.6Tokens per instance

21.218.7Tokens per sentence

Comparison of the Pretrained Self-Attention Structure
With Other Methods
For the CDR dataset, we compared our method with 6
state-of-the-art models without any knowledge bases. Zhou et
al [9] proposed a method based on feature engineering and long
short-term memory. Gu et al [8] combined CNN with maximum
entropy. A recurrent piecewise CNN [13] was the piecewise
CNN. A bi-affine relation attention network [14] incorporated
an attention network, multi-instance learning, and multitask
learning. A labeled edge graph CNN [12] was used for

document-level dependency graphs. For the PPIm dataset, we
compared our method with 4 models. Because few studies
focused on the PPIm dataset, the 4 models are not really
state-of-the-art. Table 3 shows the result of the comparisons.

As shown in Table 3, compared with other approaches, our
method with the replacement method greatly improved the
precision. The F1 score is 1.9% higher than the best result from
Vargas et al [19] with the CDR test set. Our method also has
great performance with the PPIm. It shows that a pretrained
self-attention structure can be suitable for a document-level
dataset.
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Table 3. Performance of the chemical-disease relation (CDR) and protein-protein interactions affected by mutations (PPIm) test datasets compared
with state-of-the-art methods.

F1, %Rb, %Pa, %Dataset, Model

CDR

61.368.455.6LSTMc [9]

61.368.155.7CNNd [8]

59.163.655.2RPCNNe [13]

62.170.855.6BRANf [14]

58.666.052.8GCNNg [12]

64.062.665.5Our method

PPIm

33.034.032.0SVMh [26]

37.837.338.2CNN (without KBi) [27]

35.932.340.3MNMj [28]

37.537.038.0MNM+Rule [28]

86.890.483.5Our method

aP: precision.
bCNN: convolutional neural network.
cR: recall.
dLSTM: long short-term memory.
eRPCNN: recurrent piecewise convolutional neural network.
fBRAN: bi-affine relation attention network.
gGCNN: graph convolutional neural network.
hSVM: support vector machine.
iKB: knowledge base.
jMNM: memory neural network.

Effects of Pretreatment Methods for Biomedical
Entities
As described later, there are 2 methods, one of which is the
replacement method, that replace biomedical entities with
uniform words. The second method is the addition method,
which adds extra tags in the left and right sides of biomedical
entities. We conducted experiments with the CDR, PPIm, DDI,
and CPR datasets. The comparison of the 2 pretreatments for
biomedical entities is shown in Table 4.

For each dataset, the recall rate and F1 score obtained with our
model with the replacement method were higher than obtained
with our model with the addition method, especially for the
CDR dataset. The reason is that biomedical entities are
complicated, and most are compound words. For the pretrained
self-attention structure, the word embeddings of biomedical
entities are hard to learn from small biomedical datasets. As a
consequence, replacing the target entities with uniform words
is beneficial for the model to understand target entities and pay
more attention in the context of target entities.
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Table 4. Comparison of 2 pretreatments (addition and replacement) for biomedical entities using our method.

Replacement methodAddition methodDataset, Types

F1, %R, %P, %F1, %Rb, %Pa, %

CDRc

64.062.665.560.454.867.4Positive

PPImd

86.890.483.584.891.579.3Positive

DDIe

58.046.976.257.146.274.8Int

88.889.088.685.984.787.2Advise

79.782.677.079.582.177.2Effect

84.086.082.182.580.484.8Mechanism

81.481.381.280.078.681.6All

CPRf

77.479.575.476.780.373.5CPR:3

86.990.483.786.688.884.4CPR:4

83.786.581.281.382.080.7CPR:5

87.388.286.586.789.484.0CPR:6

84.590.179.581.286.976.2CPR:9

84.587.981.483.386.580.4All

aP: precision.
bR: recall.
cCDR: chemical-drug reaction.
dPPIm: protein-protein interaction affected by mutations.
eDDI: drug-drug interaction.
fCPR: chemical-protein reaction.

Comparison of Different Pretrained Models
BERT and SciBERT are the pretrained models that have the
same self-attention structure. The difference between the two
is that BERT is pretrained on the wiki corpus and SciBERT is
pretrained on a large quantity of scientific papers from the
computer science and biomedical domains. Table 5 presents

the comparison of BERT and SciBERT on 4 biomedical data
sets. As shown by Table 5, SciBERT performs better than
BERT, particularly with the F1 score, which was improved by
3.5% on the CDR data set. Therefore, the model pretrained on
the biomedical corpus is beneficial for extracting biomedical
relations.
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Table 5. Comparison of different pretrained models using our method.

SciBERTBERTDataset, Type

F1, %R, %P, %F1, %Rb, %Pa, %

CDRc

64.062.665.560.558.362.9Positive

PPImd

86.890.483.585.192.279.0Positive

DDIe

58.046.976.252.842.769.8Int

88.889.088.690.189.091.3Advise

79.782.677.075.777.674.1Effect

84.086.082.179.380.178.5Mechanism

81.481.381.278.277.579.0All

CPRf

77.479.575.475.176.573.8CPR:3

86.990.483.785.589.781.7CPR:4

83.786.581.279.980.779.3CPR:5

87.388.286.582.284.680.2CPR:6

84.590.179.581.988.276.5CPR:9

84.587.981.482.385.979.0All

aP: precision.
bR: recall.
cCDR: chemical-drug reaction.
dPPIm: protein-protein interaction affected by mutations.
eDDI: drug-drug interaction.
fCPR: chemical-protein reaction.

Analysis of Each Component of the Method
Data preprocessing (DP) and pretraining means (PTM) are
important components of our method; DP aims to alleviate
noise, and PTM is designed to solve the long-distance

dependencies. We compared the importance of each component
of our method with the CDR dataset. Table 6 shows the changes
in performance on the CDR dataset by removing DP and PRM.
PTM resulted in a greater performance improvement than DP.

Table 6. Performance changes by removing different parts of our model.

Change, %F1, %Rc, %Pb, %CDRa dataset

N/A64.062.665.5Baseline

–6.360.054.367.0Remove DPd

–33.442.639.546.1Remove PTMe

–40.538.131.248.9Remove DP and PTM

aCDR: chemical-drug reaction.
bP: precision.
cR: recall.
dDP: data preprocessing.
ePTM: pertraining means.
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Discussion

Principal Findings
To fully illustrate that our model can solve the problem of
long-distance dependencies, we set 50 as the unit of instance
length to count the number of positive and negative instances
of the CDR test set, as shown in Table 7. As can be seen from

the table, the instance length of the test sets is concentrated in
the range of 50 to 300.

We calculated the precision rate, recall rate, and accuracy rate
of each interval length in the test set. The results are shown in
Table 8. As can be seen in the table, the model has good
performance when the instance length is longer than 100, except
for the instances with lengths of 201 to 250. Therefore, our
model can capture long-distance dependencies.

Table 7. Quantity distribution of the chemical-disease relation test set.

SumNegativePositiveInterval length

414344700-50

106588418151-100

1045845200101-150

916756160151-200

821663158201-250

748571177251-300

27221656301-350

986434351-400

39336>400

Table 8. Results of each interval length in the test set using our replacement method.

F1, %Rb, %Pa, %Interval length

58.864.354.20-50

57.557.557.551-100

65.864.067.7101-150

67.771.264.4151-200

59.754.466.2201-250

69.769.569.9251-300

65.460.770.8301-350

81.282.480.0351-400

80.066.7100.0>400

aP: precision.
bR: recall.

To verify that the pretrained self-attention mechanism works
as we believe, which is that it can take advantage of the textual
context and capture very long-range dependencies to understand
the complex semantics of biomedical text, we visualized the
output of token “[CLS]” in the multihead of the final transformer
stack, as shown in Figure 4.

As seen by the token colors, the token “[CLS]” is related to the
following tokens: “chemical,” “disease,” “drug,” “related,”
“bilateral,” “[CLS],” and “[SEP]”. The 12 different colors refer
to the different head attentions. The more and darker the colors,
the more relevant the token. Lines between two tokens denote
a correlation between two tokens. Their clarity depends on the
result of the head attentions.
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Figure 4. Visualization of the output of token “[CLS]” in the multihead attention of the final transformer stack.

From the perspective of semantic analysis, there are 2 places in
this example reflecting a relationship between a disease and
chemical: “Drug-related disease are most often associated with
chemical.” and “Bilateral disease after the use of entity, without
concurrent chemical use, have never been reported.” In the first
sentence, the relation between chemical and disease is mainly
determined by the following tokens: “associated,” “chemical,”
“disease,” “related,” and “drug.” In the second sentence, the
relation between chemical and disease is mainly determined by
the following tokens: “reported,” “never,” “chemical,” “disease,”
“without,” and “concurrent.” Token “[CLS]” is related to the
most keywords in both sentences. Therefore, the pretrained
self-attention structure can take advantage of the textual context
and capture very long-range dependencies from document-level
instances. On the other hand, the distribution of the different

colors shows that multihead attention can form diverse
representation subspaces to learn more complicated semantics.

However, from the gradation of the colors, the relationship
between token “[CLS]” and the keywords is not strong enough.
Token “[CLS]” is not highly correlated with token “disease” in
this instance. We visualized the output of tokens “chemical”
and “disease” in the final multihead attention, as shown in
Figures 5 and 6. As seen in these figures, the tokens “chemical”
and “disease” in the sentences capture more local information,
compared with the token “[CLS].” It may be inferred that, for
document-level relation extraction in the final layer of the
pretrained self-attention structure, designing a special network
to capture the relationships between different target entities is
better than applying a dense layer.
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Figure 5. Visualization of the output of token “disease” in the final multihead attention.
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Figure 6. Visualization of the output of token “chemical” in the final multihead attention.

Conclusions
For a document-level annotated dataset, instead of dividing the
dataset, we considered all target entity pairs as a whole and
applied a pretrained self-attention structure to extract biomedical
relations. The results and analysis show that the pretrained
self-attention structure extracted relations of multiple entity
pairs in a document. Through the visualization of the

transformer, we verified that the pretrained self-attention
structure can capture long-distance dependencies and learn
complicated semantics. Furthermore, we conclude that
replacement of biomedical entities benefits biomedical relation
extraction, especially for document-level relation extraction.

However, this method still has some issues. In future work, we
plan to design a more effective network to capture local relations
between biomedical entities and improve our method.
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Abstract

Background: Rabies is an acute infectious disease of the central nervous system caused by the rabies virus. The mortality rate
of rabies is almost 100%. For some countries with poor sanitation, the spread of rabies among dogs is very serious.

Objective: The objective of this paper was to study the ecological transmission mode of rabies to make theoretical contributions
to the suppression of rabies in China.

Methods: A mathematical model of the transmission mode of rabies was constructed using relevant data from the literature and
officially published figures in China. Using this model, we fitted the data of the number of patients with rabies and predicted the
future number of patients with rabies. In addition, we studied the effectiveness of different rabies suppression measures.

Results: The results of the study indicated that the number of people infected with rabies will rise in the first stage, and then
decrease. The model forecasted that in about 10 years, the number of rabies cases will be controlled within a relatively stable
range. According to the prediction results of the model reported in this paper, the number of rabies cases will eventually plateau
at approximately 500 people every year. Relatively effective rabies suppression measures include controlling the birth rate of
domestic and wild dogs as well as increasing the level of rabies immunity in domestic dogs.

Conclusions: The basic reproductive number of rabies in China is still greater than 1. That is, China currently has insufficient
measures to control rabies. The research on the transmission mode of rabies and control measures in this paper can provide
theoretical support for rabies control in China.

(JMIR Med Inform 2020;8(5):e18627)   doi:10.2196/18627

KEYWORDS

rabies; computer model; suppression measures; basic reproductive number

Introduction

Since ancient times, infectious diseases have brought much
distress to human beings, and recorded deaths from infectious
diseases abound. For example, the Black Death that killed a
quarter of the European population during the medieval period
was transmitted by fleas and black rats. In the mid-14th century,
a plague killed another 25 million people [1]. The number of
diseases transmitted from animals to humans has been
increasing. By mutating, viruses become better adapted to their

environment and the physiological status of various hosts [2].
More than 6% of infectious diseases that affect human beings
originate from animals, and more than half of animal diseases
can be transmitted to humans; as such, researchers pay particular
attention to such diseases [3]. The zoonotic disease studied in
this paper is rabies, which is caused by the rabies virus and can
damage the central nervous system in humans. Rabies has a
fatality rate of 100%, the highest in the world [4]. Although the
fatality rate of rabies is extremely high, effective control
measures can prevent the transmission of the disease.
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Rabies is a zoonotic acute infectious disease of the central
nervous system caused by the rabies virus. As patients with
rabies have the clinical manifestation of being afraid of drinking
water, this disease was previously called hydrophobia. However,
animals with rabies do not have this characteristic [5]. The main
symptoms are mania, anxiety, fear of wind and water, salivation,
and pharyngeal muscle spasm. Paralysis is a life-endangering
symptom. One of the characteristics of this disease is that
different patients have incubation periods of different lengths.
Most cases occur within 3 months of infection, with 4%-10%
occurring after more than 6 months, and about 1% of cases
exceeding 1 year. The longest incubation time reported in the
literature is 10 years [6]. Factors that affect the length of the
incubation period are age (shorter in children), wound site
(shorter if on the head or face), depth of wound (shorter with
deeper wounds), the amount of virus, the virulence of the strain,
and whether formalized debridement processing and preventive
vaccination were performed. Factors such as trauma, cold, and
overwork may contribute to early onset [7].

Humans have been aware of the disease rabies since the time
of Ancient Babylonians. At that time, there were no effective
rabies control methods. Due to the pain and high fatality rate
of rabies, many people committed suicide after being bitten by
dogs [8]. Today, there are more than 150 countries in the world
that have a large number of deaths contributed to the wild spread
of rabies. At present, only one-quarter of the world’s countries
effectively control the occurrence of rabies. In some countries
where severe health conditions are prevalent, the number of
rabies cases is high and the spread is difficult to control. In Asia,
India has the most severe rabies situation, with an annual
incidence of 20,000 cases, followed by Southeast Asia and most
parts of Africa.

In China, the vaccination rate of dogs is relatively low,
especially in rural areas, where free-range dogs are rarely
vaccinated. As such, the death toll from rabies is significant.
Over the past two decades, the number of people who died of
rabies in China first increased and then decreased. The number
of deaths from rabies rose rapidly in the 1990s, reaching a peak
in 2007. After the unremitting efforts of relevant personnel in
China, the number of deaths from rabies began to decrease;
deaths had decreased by about 76% as of 2013 [9]. Wild dogs
are a source of rabies infections that cannot be ignored as they
are not domesticated and may bite humans. Therefore, we
conducted a comprehensive study of domestic dogs, wild dogs,
and humans in the context of rabies transmission.

Due to the highly infectious nature of the rabies virus, it is being
studied by researchers worldwide. Simulation research is a
research method that can transform complex biological
phenomena into mathematical problems; such mathematical
methods may enable better logical reasoning and disease
transmission analysis. Some researchers have established
mathematical models of rabies transmission from dogs to other
animals and studied the transmission mode of rabies in animals
to ascertain the optimal time for vaccine control [10]. Other
researchers have designed a rabies transmission model based
on transmission in the domestic population. In building the
model described in this paper, dogs and humans were classified
into the following 4 categories: susceptibility, latency, infection,

and recovery. The transmission mode of rabies among
populations was determined and effective rabies prevention
methods were proposed [11]. Other researchers previously
designed a transmission model for domestic and wild dogs.
Studies have shown that to control the spread of rabies, the
management of domestic dog breeding must be strengthened
[12]. Therefore, we conducted a simulation study of the
ecological infection model of rabies to provide theoretical
support for rabies research.

To study the transmission mode of rabies and determine
effective measures for suppressing rabies, we first constructed
a mathematical model for the transmission mode of rabies. To
construct the mathematical model, data from the literature and
officially published data in China was used. The model fits the
number of patients with rabies and predicts the number of
patients with rabies in the future. In addition, we studied the
effectiveness of different rabies suppression measures. This
paper will provide theoretical support for rabies suppression in
China.

Methods

Establishment of a Mathematical Model of Rabies
Transmission
Rabies transmission models of humans, wild dogs, and domestic
dogs were established. Dogs and humans were divided into 4
categories: susceptibility, latency, infection, and recovery. Sa,
Ea, Ia, and Ra represent the 4 categories of susceptibility, latency,
infection, and recovery in wild dogs. Sb, Eb, Ib, and Rb indicate
the 4 categories of susceptibility, latency, infection, and recovery
in domestic dogs. Sc, Ec, Ic, and Rc represent the 4 categories
of susceptibility, latency, infection, and recovery in humans.
Before the simulation study, it was hypothesized that only dogs
that have been in contact with an infected person would become
infected and dogs in the incubation period have both vaccination
and autoimmunity. The transmission model of rabies is shown
in Figure 1. The arrows in the figure represent the direction of
rabies transmission.

According to this, the corresponding mathematical model was
established. The mathematical models for transmission among
dogs are shown in Equations 1-8.

The mathematical models for human transmission are shown
in Equations 9-12.

Corresponding to the actual situation, the parameters in
Equations 1-12 are nonnegative.

For both dog groups, A indicates the birth rate and p indicates
the ratio of the two dog groups that are classified as susceptible
in the incubation period of rabies but that have not developed
disease.
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baSaIa and ba
’SaIb indicate the number of rabies infections in

wild dogs in two dog groups within a unit of time. bbSbIb and

bb
’SbIa indicate the number of rabies infections in domestic dogs

in two dog groups within a unit of time. Additionally, γ indicates
the rate of immunity of the two dog groups, μ indicates the
natural mortality rate of the two dog groups, α indicates the
fatality rate of the two dog groups, λ indicates the failure rate
of vaccination in dogs, ca indicates the killing rate of wild dogs,
ca’ indicates the killing rate of immune wild dogs, σ indicates
the removal rate between the two dog groups in the incubation
and infected periods.

For the human population, H indicates the birth rate in the
human population, p indicates the ratio of the human population
that is classified as susceptible during the incubation period of
rabies but has not developed disease, and λc indicates the failure

rate of vaccination in the human population. bcScIa and bc
’ScIb

indicate the number of rabies infections in humans caused by
the two dog groups within a unit time, γ indicates the rate of
immunity of the human population, m indicates the natural
mortality rate of humans, and α indicates the fatality rate of the
human population.

Figure 1. Rabies transmission mode.

Model Dynamics
Model dynamics is used to study the relationship between rabies
suppression measures and the number of patients with rabies.
For dog groups, it is obtained as follows.

According to the actual situation, the number of groups in this
mathematical model is always greater than 0. Then, the equation
is obtained as shown below.

Thus, α can obtain the positive invariant set X of the model as
follows.

Similarly, the positive invariant set X of the human situation
can be obtained as follows:

The rabies-free equilibrium point in a dog group can be
found using Equations 1-8. The rabies-free equilibrium point

in a human population can be found using Equations 9-12.
Therefore, the basic reproductive number (BRN) of this rabies
transmission mode is shown below.

In dog groups, the BRN is . The occurrence of cross infection
greatly affects the BRN. Therefore, cross infection should be
considered in regard to daily protection.

Parameter Estimation
There is currently no fixed database of rabies in China.
Therefore, the data in this paper were obtained from previously
published literature and reports. The number of patients with
rabies used for this paper corresponds to the data reported by
the Public Health Scientific Data Center and the National Health
and Family Planning Commission. Taking the year as the unit,
the data shown in Table 1 was obtained.
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Table 1. Data list of parameters used for Equations 1-12.

ValueSymbolParameter

2.47×105AaAverage number of wild dogs born each year

2.91×10-6βaInfection rate of susceptible dogs by wild dogs in unit time

2.20×10-7βbInfection rate of susceptible dogs by domestic dogs per unit time

3.39×10-12βcInfection rate of susceptible human by wild dogs in unit time

0.06caKilling rate of wild dogs

0.35σaMigration rate from latent wild dogs to infected dogs

0.5λFailure rate of vaccination in dogs

1.80×106AbAverage number of domestic dog births per year

6.01×10-7βa’Infection rate of susceptible wild dogs by domestic dogs in unit time

5.01×10-7βb’Infection rate of susceptible domestic dogs by wild dogs in unit time

6.79×10-12βc’Infection rate of susceptible humans by domestic dogs in unit time

0.4ca’Killing rate of domestic dogs

0.05γaImmunity rate of wild dogs

0.33σcMigration rate of humans from incubation period to infection period

1.49×107HBirth rate in the human population

0.35paThe ratio of wild dogs and domestic dogs during the incubation period that did not have rabies
outbreak and recovered to susceptible persons

0.37pbThe ratio of domestic dogs in incubation period who did not have rabies outbreak and recov-
ered to susceptible population

0.33pcThe ratio of people in incubation period who did not have rabies outbreak and recovered to
susceptible population

0.24μaNatural mortality of wild dogs

1αaDisease-caused mortality of wild dogs

1λcFailure rate of vaccination in people

Results

Fitting and Prediction Results of the Number of
Infected Patients
According to the number of patients with rabies in China in the
past 10 years, the rabies disease data in the model were fitted.
The initial values of each parameter are detailed below.

The initial values of susceptible individuals in the wild dog
group, the domestic dog group, and the human population were

2×106, 3×107, and 1.29×109, respectively. The initial values of
the latent individuals in the wild dog group, the domestic dog

group, and the human population were 7×104, 2×105, and 400,
respectively. The initial values of infected individuals in the
wild dog group, the domestic dog group, and the human

population were 2×104, 5×104, and 158, respectively. The initial
values of recovered individuals in the wild dog group, the

domestic dog group, and the human population were 1×105,

5×106, and 2×105, respectively.

Fitting of the model image was performed. During the image
fitting process, other unknown parameters were obtained. Figure
2 shows the predicted future number of patients with rabies
based on this model.

It can be seen from the above figure that the number of people
with rabies rises at first and then decreases. From the fitted data,
the number of patients with rabies peaked around 2005. As
people's awareness of rabies increases, more people will be
vaccinated after being injured by a dog, which will reduce the
incidence of rabies and the number of cases. Additionally, due
to the development of modern medicine, the effectiveness of
the rabies vaccine is gradually increasing, which greatly reduces
the number of patients with rabies. Compared to the number of
rabies cases in 2016, the number of infected patients is
undergoing a continuous decline. In about 10 years, the number
of rabies cases is forecasted to be controlled within a relatively
stable range. According to the prediction results of this model,
the number of rabies cases will eventually be controlled to about
500 people every year. According to the values of the parameters
in the model, the BRN is estimated to be 1.069.
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Figure 2. Fitting and prediction data of the number of infected patients.

Effect Results of Each Parameter on the BRN
The effect of the birth number of wild (Aa) and domestic dogs
(Ab) on the BRN is shown in Figure 3.

It can be seen from the figure above that when more wild dogs
are killed, fewer wild dogs are born. Therefore, the value of the
BRN can be reduced to less than 1 by killing wild dogs. A
reduction in the BRN means that the number of people with
rabies will also decrease. Therefore, by killing wild dogs, the
incidence of rabies can be effectively reduced. Due to the
Chinese people's love of dogs and the tradition of having dogs
as pets, the number of domestic dogs is far higher than the
number of wild dogs. Therefore, the management of domestic
dogs in China is also challenging. As can be seen from the figure
above, by controlling the birth number of domestic dogs, the
value of the BRN can also be effectively controlled. Thus, the
management of domestic dogs in China needs to be strengthened
to a certain extent, especially the birth number of domestic dogs,
which requires strict control.

The effect of the degree of immunity of wild (γa) and domestic
(γb) dogs on the value of the BRN is shown in Figure 4.

It can be seen in Figure 4 that although an increase in the degree
of immunity in wild dogs can reduce the BRN, its effect on the
BRN is small and it cannot reduce the BRN to less than 1. This
may be because wild dogs are friendly or fearful of humans and
generally do not attack humans. Therefore, the degree of
immunity in wild dogs does not play a significant role in
reducing the number of people with rabies. Conversely, domestic
dogs spend a lot of time with people. When playing, it is
possible that they will accidentally injure people if their strength
is not well-controlled. Thus, for domestic dogs, the degree of
immunity can greatly affect the number of people with rabies.
Improving the degree of immunity of domestic dogs can greatly
reduce the BRN to less than 1.

The values in Figure 4 also show that increasing the immunity
of wild dogs can reduce the number of patients with rabies, but
it cannot achieve the effect of eliminating rabies. Increasing the
immunity of domestic dogs is a practical and effective way to
reduce the number of patients with rabies.

Figure 3. The effect of the birth number of wild (Aa) and domestic dogs (Ab) on the R0.
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Figure 4. The effect of the degree of immunity of wild (γa) and domestic (γb) dogs on R0.

Discussion

Overview
Rabies is caused by the rabies virus and can cause damage to
the human central nervous system, with a fatality rate of 100%.
Among infectious diseases, rabies has the highest fatality rate
in the world [13]. Although the fatality rate of rabies is
extremely high, the disease can be prevented if effective control
measures are taken. The number of patients with rabies in China
has declined in recent years, but the number of cases is still
relatively high. Therefore, we conducted a study on the
transmission mode of rabies and effective suppression measures.
First, a mathematical model of the transmission mode of rabies
was constructed by drawing relevant data from the officially
published data in China and research data from previously
published papers. According to this model, the study fit the
present number of patients with rabies and predicts the future
number of patients with rabies. In addition, we studied the
effectiveness of different rabies suppression measures.

In the process of data fitting, through the observation and
calculation of each parameter, the BRN of rabies in China was
determined to be about 1.069. This figure indicates that the
current rabies response is not ideal and cannot effectively
prevent the occurrence of rabies. In this paper, when analyzing
the effects of each parameter on the BRN, it was found that the
higher the number of wild dogs killed, the smaller the number
of wild dogs born. Therefore, the value of the BRN can be
reduced to less than 1 by killing wild dogs. Controlling the
number of births of domestic dogs can also effectively control
the value of the BRN. Therefore, the management of domestic
dogs in China needs to be strengthened, especially the number
of births of domestic dogs, which requires strict control.
Although an increase in the degree of immunity of wild dogs

can effectively reduce the BRN, the effect of this parameter on
the BRN is small and cannot reduce the BRN to less than 1.
Improving the degree of immunity of domestic dogs can reduce
the value of the BRN to less than 1. The research results in this
paper are similar to the results of research conducted by others
on how rabies suppression measures affect the number of
patients with rabies [14].

Conclusion
Due to the large number of patients with rabies in China and
the severity of this condition, this paper investigated the
transmission mode of rabies and rabies suppression measures.
By counting the number of patients with rabies in China for
many years and using software to fit the data, our model forecast
an increase in the number of patients with rabies in China in
the next few decades. In addition, this paper studied the effect
of various measures on reducing the number of patients with
rabies. Ultimately, controlling the birth rate of domestic dogs
and wild dogs as well as increasing the degree of immunity in
domestic dogs are all relatively effective rabies suppression
measures. The BRN of rabies in China is still greater than 1.
Therefore, in terms of rabies control, China still needs more
research, policy formulation, and grassroots implementation.

Although the research in this paper obtained relatively
considerable results, there are still some limitations: (1) The
number of wild dogs in China is relatively high, and effective
sterilization measures have not been implemented for wild dogs.
Therefore, this problem was not considered during the
construction of the model used in this paper. (2) The research
in this paper is still in the theoretical stage, and further studies
are required to determine whether it is effective in practice.
Therefore, future research will be based on the results of this
paper, and will observe whether the results are correct and
feasible in practice.
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Abstract

Background: Brucella is a gram-negative, nonmotile bacterium without a capsule. The infection scope of Brucella is wide. The
major source of infection is mammals such as cattle, sheep, goats, pigs, and dogs. Currently, human beings do not transmit Brucella
to each other. When humans eat Brucella-contaminated food or contact animals or animal secretions and excretions infected with
Brucella, they may develop brucellosis. Although brucellosis does not originate in humans, its diagnosis and cure are very difficult;
thus, it has a huge impact on humans. Even with the rapid development of medical science, brucellosis is still a major problem
for Chinese people. Currently, the number of patients with brucellosis in China is 100,000 per year. In addition, due to the ongoing
improvement in the living standards of Chinese people, the demand for meat products has gradually increased, and increased
meat transactions have greatly promoted the spread of brucellosis. Therefore, many researchers are concerned with investigating
the transmission of Brucella as well as the diagnosis and treatment of brucellosis. Mathematical models have become an important
tool for the study of infectious diseases. Mathematical models can reflect the spread of infectious diseases and be used to study
the effect of different inhibition methods on infectious diseases. The effect of control measures to obtain effective suppression
can provide theoretical support for the suppression of infectious diseases. Therefore, it is the objective of this study to build a
suitable mathematical model for brucellosis infection.

Objective: We aimed to study the optimized precontrol methods of brucellosis using a dynamic threshold–based microcomputer
model and to provide critical theoretical support for the prevention and control of brucellosis.

Methods: By studying the transmission characteristics of Brucella and building a Brucella transmission model, the precontrol
methods were designed and presented to the key populations (Brucella-susceptible populations). We investigated the utilization
of protective tools by the key populations before and after precontrol methods.

Results: An improvement in the amount of glove-wearing was evident and significant (P<.001), increasing from 51.01% before
the precontrol methods to 66.22% after the precontrol methods, an increase of 15.21%. However, the amount of hat-wearing did
not improve significantly (P=.95). Hat-wearing among the key populations increased from 57.3% before the precontrol methods
to 58.6% after the precontrol methods, an increase of 1.3%.

Conclusions: By demonstrating the optimized precontrol methods for a brucellosis model built on a dynamic threshold–based
microcomputer model, this study provides theoretical support for the suppression of Brucella and the improved usage of protective
measures by key populations.

(JMIR Med Inform 2020;8(5):e18664)   doi:10.2196/18664
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Introduction

Infectious diseases enter the human body through pathogens
such as bacteria, fungi, or viruses, causing bodily damage or
even death. In serious cases, infectious diseases cause large-scale
transmission of diseases among the population [1]. Furthermore,
the number of diseases transmitted from animals to humans is
increasing at an alarming rate. Viruses mutate over time, and
some mutations make them more suited to living in the current
environment and the physiological states of various hosts [2].
More than 60% of the infectious diseases in humans are caused
by animals and more than half of animal diseases can be
transmitted to humans, which underscores the need for
researchers to study such diseases [3]. The infectious disease
investigated in this study is brucellosis, which is a zoonotic
disease caused by Brucella [4].

Brucella is a gram-negative, nonmotile bacterium without a
capsule. It is an aerobic intracellular parasite that can reduce
nitrates. Brucella has a strong ability to adapt to the
environment, which makes it able to tolerate dryness and cold
temperatures and survive in meat or dairy products for up to 2
months. However, Brucella is not heat-resistant and is killed
by boiling water. Common disinfectants need several hours to
destroy Brucella.

In terms of transmission, Brucella passes through the digestive
tract, the respiratory tract, the skin, and mucous membranes.
By eating Brucella-contaminated food or contacting animals or
animal secretions and excretions infected with Brucella, humans
can become infected with Brucella [5]. Once infected with
Brucella, the infected person will go through the acute and
chronic stages of brucellosis. At first, the infected person is in
the acute stage, at which time they will have symptoms of other
systemic diseases. During this stage, brucellosis is relatively
easily cured; however, the infection is often not effectively
diagnosed as brucellosis at this point. After the infected person
enters the chronic stage, brucellosis is very difficult to cure [6].

At present, most of the studies on the transmission of brucellosis
are in single populations. When studying the process of
infection, transmission between humans is ignored, and only
direct infection is considered. However, the transmission process
of brucellosis is complicated, and its transmission form is not
the same in different regions and between populations. Due to
its asymptomatic characteristics, an outbreak of brucellosis is
often synchronized between humans and animals. Investigating
the spread of brucellosis would help researchers understand and
prevent the onset and large-scale transmission of brucellosis.
Researchers have built a model for the transmission of
brucellosis between humans and flocks. The effects of different
control methods on the transmission of brucellosis are known,
which aids researchers in designing more effective methods to
inhibit the spread of brucellosis [7]. Other researchers have built
a mixed model of brucellosis based on sheep-bovine-human
transmission. This transmission model revealed that disinfection
and immunization are the two most effective inhibitory measures
against the transmission of brucellosis [8]. This study explores
the transmission of brucellosis among goats to provide
theoretical support for the suppression of brucellosis.

By understanding the effect that control measures have on
transmission suppression, we can create theoretical support for
the suppression of infectious diseases [9]. The objective of this
study was to construct a mathematical model of brucellosis
infection. By studying the transmission characteristics of
Brucella and building a Brucella transmission model, the
precontrol methods for key populations (Brucella-susceptible
populations) were designed. We then determined the utilization
rate of protective tools by key groups before and after a
presentation on precontrol methods. This study provides
theoretical support for the suppression of Brucella and protective
measures for key populations.

Methods

Proposed Algorithm

Model Construction
Based on the characteristics of Brucella transmission from goat
flock to humans, we built a model of Brucella transmission that
divides the flock into two groups: ordinary ewes and other goats.
In addition, we divided the ordinary female flock further into
susceptible goats, infected goats, and vaccinated goats. The
human population was divided into two groups: susceptible and
infected people. Additionally, infected people were divided into
acute and chronic infections. Models were built based on the
characteristics of Brucella transmission. The following
hypotheses were made: (1) There is no route of infection among
humans. Brucella infections in humans come from direct or
indirect contact with goats. (2) Goats and humans have natural
deaths. (3) The number of human births and the number of goat
flocks are considered, as are the natural death of bacteria and
bacterial death caused by disinfection. The transmission of
brucellosis is shown in Figure 1. The diamonds represent the
ordinary ewes, the rounded rectangles represent other goats,
and the rectangles represent the human population.

In Figure 1, Sa, Va, Ea, and Ia represent ordinary ewes that are
susceptible, vaccinated, inapparently infected, and isolated
positive infections, respectively,. Sb, Vb, Eb, and Ib represent
susceptible, vaccinated, inapparently infected, and isolated
positive infections of other goats, respectively. W represents
Brucella in the environment, while Sc, Ic, and Yc represent
susceptible, acute, and chronic human populations, respectively.
As shown in Figure 1, Brucella infection among susceptible
human populations can be caused by Brucella in the
environment and inapparently infected goats in the flock.
Brucella in the environment is caused by the inapparently
infected goats and the isolated positively infected goats.
Additionally, Brucella dies naturally in the environment.
Therefore, the differential equation of Brucella transmission
can be obtained, as shown in Equations 1-12.

In these equations, A is the input constant value, b is the
probability of each infection, m is the conversion rate of the
young to mature goats, d is the production rate, t is the ratio of
the adult and young infection rates in the flock, which should

JMIR Med Inform 2020 | vol. 8 | iss. 5 |e18664 | p.303https://medinform.jmir.org/2020/5/e18664
(page number not for citation purposes)

Huang & LiJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


be between 0 and 1 combining with the actual situation, a is the
mortality rate of infected sheep due to brucellosis, k is the

release rate of infected bacteria per unit time, and d is the
Brucella mortality rate in the entire goat flock.

Figure 1. Diagram of the transmission of Brucellosis. Sa: susceptible ewe; Va: immunized ewe; Ea: recessive infected ewe; Ia: isolated infected ewe;
Sb: sheep with hepatitis B; Vb: immunized sheep; Eb: recessive infected sheep; Ib: isolated infected sheep; W: environmental Brucella; Sc: susceptible
human population; Ic: acutely infected human population; Yc: chronically infected human population.

Model Dynamics
Since the last 3 equations are independent of the previous 9,
only the first 9 equations are included when considering model
dynamics. Within equations 1-9, an equilibrium point free of
brucellosis can be found, represented by the equation below:

.

The resulting positive invariant set of the research system is as
follows:

Numerical Simulation
Based on the number of brucellosis cases reported on the
internet, a hypothetical estimation and numerical simulation
process were performed. The values used in the numerical
simulation are described here. First, 2-3 years is the inventory
time of ordinary ewes, and the number of ewes is about 4.2
million; therefore, the average removal rate of ordinary ewes
db is 0.4, and the supplement amount of ordinary ewes Ab is
1.68 million. According to the actual data, the production rate
of the flock is about 60%. Therefore, the removal rate of other
goats is 0.6, and the supplement amount is 1.976 million.
Second, according to population data, the natural death rate in
the human population is 5.68%; thus, the supplement rate of
the human population is estimated, and the supplement amount
is about 9,150. Third, according to the existing data, the culling
rate of infected goats can reach 0.15; therefore, the positive
detection rate of ordinary ewes and other goats was set to 0.15
for this model. Additionally, according to the average 1-month
survival time of affected goats, the culling rate of infected ewes
and other goats is set to 12.

Precontrol Methods of Brucellosis
Studies have shown that the daily behavior of susceptible
populations (that is, those with high frequency of contact with
animals) is the key to whether brucellosis can be effectively
transmitted, and that the irregular daily behaviors of susceptible
populations greatly increase the rate of Brucella infection; thus,
it is important for them to protect themselves during daily
exposure [10]. Due to the generally low level of education of
the key populations in this study, they lack self-protection
awareness and knowledge of protective measures to varying
degrees. In their daily contact with animals or related products,
they cannot achieve comprehensive and universal protection
from Brucella infections.

The precontrol methods in this study included giving lectures
on prevention, control, and health education to the experimental
population, so that they would have a comprehensive
understanding of Brucella. This laid the foundation for
additional precontrol works. Subsequently, Brucella bacterial
preventive tools (such as gloves, masks, and disinfectants) were
distributed to the key populations and the relevant preventive
training was delivered, followed by a question and answer
session that answered the key populations’ questions about
Brucella protection. This strengthened their protection awareness
and led them to change their daily habits and use of protective
tools. The experimental population involved in this study was
the staff on a farm. All personnel were included in the
experiment and signed informed consent forms.

Follow-up visits or phone calls were made to infected patients
to understand whether they are used to the corresponding
prevention and control behaviors, and whether their prevention
and control behaviors are correct. Additionally, any questions
that susceptible populations and infected patients have about
brucellosis should be answered promptly to reduce panic and
strengthen the effect of precontrol methods.
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Statistical Methods
SPSS 22.0 software (IBM) was used to statistically analyze the
data obtained in this study and make corresponding statistical
descriptions. The Chi-square test was used to statistically
analyze the clinical characteristics of the diseased populations
with different disease forms and different Brucella contact
history. P<.05 indicates that the difference is statistically
significant. For comparison between multiple groups, the
Chi-square test was used, and the check level was a=2a/k(k-1),

where k is the number of grouping groups, and P<a represents
that the differences are statistically significant.

Results

Results of the Numerical Simulation
The numerical simulation process was performed according to
the actual data, which enabled us to generate the data shown in
Figure 2. As shown in Figure 2, the numerical simulation
suggested that the number of people with brucellosis will be
stable in the future.

Figure 2. Fitting and short-term prediction of Brucellosis cases. This figure shows the relationship between the number of brucellosis cases and time
in the region, and the appropriate number of measures required to obtain a forecast of the number of future brucellosis cases.

Precontrol Results of Brucellosis
The mathematical model of this study suggests that humans are
infected with Brucella through direct or indirect contact with
animals. Therefore, to avoid Brucella infection, it is necessary
to first isolate humans from Brucella, a process in which
utilizing many protective tools is the most critical step.

The distribution of brucellosis in the study population is shown
in Figure 3, demonstrating that the majority of brucellosis
patients are men, and the difference in gender distribution is
statistically significant (P<.001). In addition, most brucellosis
patients are aged 30-59 years. One possible reason for this is
that the experimental population was the staff of a farm, where
most staff are in that age range.

Figure 4 shows the proportion of different symptoms
experienced in different stages of the disease. As shown in
Figure 4, the clinical manifestations of patients with brucellosis
in the acute stage are mostly fever, pain in muscles and joints,
sweating, and fatigue. The above clinical phenomena are
significantly more common in patients in the acute stage than
those in the chronic stage. The difference is statistically

significant (P=.006). Conversely, liver and spleen enlargement
occurred at both disease stages, and the difference was not
statistically significant. However, the probability of testicular
enlargement in patients was significantly higher in the acute
stage than in the chronic stage; the difference was statistically
significant (P=.003). Finally, the likelihood of lymphadenopathy
in patients in the chronic stage is significantly higher than that
in patients in other stages (P=.005).

Figure 5 shows the utilization of protective tools by the key
populations before and after the intervention. As shown in the
figure, the utilization of protective tools by the key populations
improved significantly following the intervention. Many people
in the key populations now wear gloves, masks, rubber shoes,
hats, and work clothes; wash their hands frequently; and
disinfect animal shelters. The improvement in glove-wearing
was the most striking, as it increased from 51.01% before the
precontrol methods to 66.22% after the precontrol methods, an
increase of 15.21%. The difference was statistically significant
(P<.001). However, hat-wearing did not improve significantly
(P=.08). It increased from 57.3% before the precontrol methods
to 58.6% after the precontrol methods, an increase of just 1.3%.
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Figure 3. The number of people with brucellosis in different stages by gender (A) and age (B).

Figure 4. Clinical symptoms of patients at different stages.

Figure 5. Utilization of protective tools by the key populations.

Discussion

Overview
Brucella has a strong ability to adapt to the environment. It can
tolerate dryness and cold temperatures, and can survive in meat
and dairy products for up to 2 months. Presently, it is not
possible to completely remove the infection sources of

brucellosis. Additionally, it is not currently possible to develop
a practical and effective vaccine for brucellosis. Studies have
shown that the daily behavior of susceptible populations (that
is, those with a high frequency of contact with animals) is the
key to whether brucellosis is transmitted further. Indeed, the
irregular daily behaviors of susceptible populations could greatly
increase the rate of Brucella infection; thus, it is important that
they protect themselves when in contact with animals, consistent
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with previously published research [11] on the suppression of
brucellosis transmission.

In this study, we first designed a transmission model of Brucella
in animals and humans. It found that human infection by
Brucella is through direct or indirect contact with animals.
Therefore, to avoid Brucella infection, it is necessary to be
isolated from animals infected with Brucella. The utilization of
various protective equipment and tools is critical. Prior to the
precontrol methods and information dissemination, due to the
generally low level of education in the key populations studied,
people lacked knowledge about protective measures to varying
degrees. When in daily contact with animals or related products,
people in these key populations could not achieve
comprehensive and universal protection from Brucella
infections.

After the precontrol methods in this study, the study populations
improved their use of protective tools compared to before the
precontrol methods. The utilization of several protective tools
improved to varying degrees. In particular, the improvement in
glove-wearing was the most striking, as it increased from
51.01% before the precontrol methods to 66.22% after the
precontrol methods, an increase of 15.21%. The difference was
statistically significant (P<.001). However, hat-wearing did not
improve significantly (P=.95), as it increased from 57.3% before
the precontrol methods to 58.6% after the precontrol methods,
an increase of 1.3%. A possible reason is that people in the key

populations do not notice the protective effects of wearing a hat
during daily contact with animals; thus, they do not pay attention
to wearing hats as protection. The research results also reflected
the age distribution and level of education of the key
populations; their acceptance of information is slow, and their
acceptance of new knowledge is low. However, in general, the
utilization of protective tools by the key populations improved
significantly. Most people in the key populations wear gloves,
masks, rubber shoes, hats, and work clothes; wash their hands
frequently; and disinfect animal shelters.

Conclusion
This study researched brucellosis transmission and the effects
of precontrol methods on protective equipment usage by key
populations. The results of our numerical simulation indicated
that the incidence of brucellosis is projected to become stable,
without a major increase or decrease. After the precontrol
methods, the utilization of protective tools by the key
populations improved significantly. Most people in the key
populations wear gloves, masks, rubber shoes, hats, and work
clothes; wash their hands frequently; and disinfect animal
shelters. This study achieved our objectives, but there are still
some deficiencies in the research process. Due to the limitation
of time, this study failed to analyze the prevalence of brucellosis
in key populations after the precontrol methods. In a future
study, we aim to research precontrol methods and the subsequent
number of brucellosis infections.
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Abstract

Background: The incidence of diabetes is increasing in China, and its impact on national health cannot be ignored. Smart
medicine is a medical model that uses technology to assist the diagnosis and treatment of disease.

Objective: The aim of this paper was to apply artificial intelligence (AI) in the diagnosis of diabetes.

Methods: We established an AI diagnostic model in the MATLAB software platform based on a backpropagation neural network
by collecting data for the cases of integration and extraction and selecting an input feature vector. Based on this diagnostic model,
using an intelligent combination of the LabVIEW development platform and the MATLAB software-designed diabetes diagnosis
system with user data, we called the neural network diagnostic module to correctly diagnose diabetes.

Results: Compared to conventional diagnostic procedures, the system can effectively improve diagnostic efficiency and save
time for physicians.

Conclusions: The development of AI applications has utility to aid diabetes diagnosis.

(JMIR Med Inform 2020;8(5):e18682)   doi:10.2196/18682

KEYWORDS

artificial intelligence; diabetes; neural network

Introduction

Artificial Intelligence and Smart Medicine
Artificial intelligence (AI) has meaningful benefits for human
beings; its promotion in the development of medical technology
can enable machines, algorithms, and big data to serve human
health needs. In China, the incidence of diabetes is on the rise,
and its impact on national health cannot be ignored. Diabetes
is a disease in which the body metabolizes proteins, fats, sugars,
and other substances in the blood, liver, and other organs
because it does not properly produce or use insulin.

Smart medicine is a medical model that uses AI technology to
assist diagnosis and treatment. In the future, smart medicine
will be a core technology to fight disease and prolong human
life. The advent of AI has increased the intelligence of
computers, enabling them not only to “learn” expert medical

knowledge but also to simulate the thinking and reasoning of
physicians regarding patients. Therefore, computers can provide
reliable diagnoses and treatment plans. AI can process huge
amounts of data rapidly. Through the study of big data, AI can
discover rules and summarizes their differences with regularity
to diagnose diseases. Based on this background, in this paper,
we introduced AI technology to an auxiliary diabetes diagnosis
system. We used an AI neural network algorithm to establish
an auxiliary diagnosis model and judge the type of diabetes
based on physiological parameters input by a user. This may
aid the diagnosis of diabetes in under-resourced areas or by
inexperienced physicians.

Theoretical Basis
AI is an area of research and development involving the
simulation, extension, and expansion of cutting-edge science
and interdisciplinary intelligence theory, methods, techniques,
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and applications. The famous British scientist Alan Turing is
known as the father of AI; in 1950, he published a famous paper
[1], “Computing Machinery and Intelligence,” which provided
the first definition of AI from a behaviorist point of view and
proposed the concept of a “thinking machine” as well as the
“Turing test” to determine whether a machine is intelligent.
Many human activities, such as problem solving, riddle solving,
online shopping, preparation of plans, writing computer
programs, and even driving a car, require intelligence. If a
machine can perform such tasks, the machine can be considered
to possess artificial intelligence. Machine learning is a type of
AI that uses algorithms to analyze data, learn from the analysis,

and draw inferences or make predictions. As an important
mathematical algorithm model in machine learning, neural
networks have been successfully applied to many practical
problems that are difficult for computers to solve in the fields
of automatic control, pattern recognition, medicine, and
economics. Neural networks have good intelligence
characteristics and strong nonlinear processing ability. The
application of neural networks in diabetes analysis and research
has great significance. The relationship between neural
networks, machine learning, and AI is shown in a Venn diagram
in Figure 1 [2].

Figure 1. Venn diagram showing the relationship between neural networks, machine learning, and artificial intelligence.

Overview of Artificial Neural Networks
Figure 2 shows a multilayer forward neural network. The
computing nodes in this network are hidden layer and output
layer neurons.

Hebb's learning rule adjusts the connection weight (wij) between
neurons according to the principle that when neurons i and j are
simultaneously excited, the connection between them must be
strengthened:

Δwij = ηui(t)uj(t) (1)

Neurocytology has confirmed that this rule is consistent with
conditioned reflex theory [a]. η(0<η<1) represents the
proportionality constant of the learning rate and is also called
the learning factor or learning step.

The δ learning rule adjusts the connection weight (wij) between
neurons. When the output value of a neuron does not match the
expected value, the weight of the neuron must be adjusted
according to the difference between the expected value and the
actual value [3]:

Δwij = η[di – yi(t)]yi(t) (2)

This is the minimum mean square error learning rule. It is a
special case of the δ learning rule. Its principle is adjustment of
the mean square error between the actual output of the neuron
and the expected output to the minimum, that is:

(3)

The principle is that “the winner is fully profitable,” that is, the
neuron in a layer of neurons that produces the largest output
value for the input is the “winner.” Then, the weights connected
to the “winner” can simply be adjusted to bring it closer to the
valuation of the input sample pattern:

Δwij = η[g(xi) – wij(t)] (4)

A neural network simulates the structure of the human brain;
the simplest model of a neural network is a perceptron, which
consists of a set of interconnected nodes constituting a chain.
Figure 3 shows the structure of a perceptron. It contains 2 types
of nodes: several input nodes, consisting of attributes used to
represent the input, and an output node that provides an output
model. The nodes in a neural network structure are called
neurons or units. In a perceptron, the input nodes and output
node are connected by a weighted chain.

After the weighted summation of the input by the perceptron,
the offset factor t is subtracted, and then the output value ŷ is
obtained according to the sign of the result. For example, in a
perceptron with 3 input nodes, the weight of each node to the
output node is 0.3, the paranoid factor t is 0.4, and the output
calculation formula of the model is as follows:

(5)

The difference between the input node and the output node of
the perceptron is that the input node directly transmits the
received value to the output chain without any conversion, while
the output node performs a weighted summation on the input
and then subtracts the bias term; the symbol then produces an
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output according to the result. Equation 6 is a mathematical
representation of the output of the perceptron model:

ŷ = sign(w1x1 + w2x2 + ... + wnxn – t) (6)

where w1, w2, ... , wn is the weight of the input chain, x1, x2, ...
, xn is the input attribute value, and sign is a symbolic function;
when the parameter is positive, the activation function of the

neuron is output +1, and when the parameter is negative, the
activation function of the neuron is output –1 [4]. The perceptron
model can also be expressed by Equation 7:

ŷ = sign(wx – t) (7)

where w is the weight vector and x is the input vector.

Figure 2. Schematic of a multilayer forward neural network.

Figure 3. Schematic of a perceptron.

Principles of Data Mining
Data mining is also referred to as data collection or data
gathering. The process of data mining involves finding and
extracting information and knowledge with potential use value
from a large amount of incomplete, noisy, and random practical
application data. Data mining is an iterative process. In this
process, information discovery is performed manually or
intelligently. When exploring and researching an unknown

database, it is impossible to predict the knowledge and
information it contains. In contrast to traditional data analysis
technology, data mining technology can describe the hidden
features of many data categories, predict their development
trends, and identify useful information with high
decision-making value and guiding significance for work and
life. As shown in Figure 4, data mining is universally applicable
to various types of data [5].

Figure 4. Schematic of the data mining process.

Diabetes Data Processing

Influencing Factors of Diabetes
At present, because the onset of diabetes is extremely
complicated, its etiology and pathogenesis have not been fully

elucidated. The recognized factors influencing the incidence of
diabetes according to many medical report studies and data
analyses of diabetic patients are shown in Figure 5.
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Figure 5. Influencing factors of diabetes.

Genetic Factors
The onset of diabetes has familial characteristics; if family
members in the previous generation have diabetes, the
probability of their offspring having diabetes is very high. The
genetic factors of diabetes are clear. The prevalence of diabetes
in people with a blood relationship to patients with diabetes is
5 times higher than that of people who do not have such a blood
relationship [6]. Moreover, the risk of genetic factors in type 1
diabetes is 40% higher than in type 2 diabetes [7]. Medical
research has identified a variety of genetic mutations that affect
the onset of diabetes. For example, type 1 diabetes is closely
related to the DQ site polymorphism in the human leukocyte
antigen gene, and multiple DNA sites will affect the onset of
the disease. Type 2 diabetes is also affected by mutations of
genes such as the insulin-hormone gene and the glucokinase
gene [8].

Dietary Factors
When the human body consumes more energy than it expends
for a long time, obesity can result. Obesity is the most important
risk factor for diabetes. Most patients with type 2 diabetes have
other conditions, such as obesity, hypertension, and
hyperlipidemia.

Environmental Factors
Environmental factors affecting diabetes mainly include
population aging, reduced exercise volume, viral infection, and
psychological stress. In populations susceptible to conditions
caused by genetic factors, the onset of diabetes may also be
affected by environmental factors. Lifestyle changes also greatly
contribute to the increasing number of people with type 2
diabetes. In an American Indian tribe in Arizona, the incidence
of obese and diabetic patients rose from 0% to 50% due to
changes in the original lifestyle of the tribe members [9].

Psychological Factors
Psychological factors are often ignored by researchers; however,
in recent years, many clinical medical studies have found that
psychological factors have effects on the pathogenesis of
diabetes [8]. Most scholars hold the view that when a person
remains in a state of mental stress and depression for a long
time, excessive stress and negative emotions will cause the body

to respond to stress, quickly produce a large number of
hormones that can increase blood sugar, and inhibit the
production of insulin [3]. Studies have found that when a
person's mood fluctuates, the blood glucose levels in their body
will rise to varying degrees. If the person remains in this state
for a long time, they have a high chance of developing diabetes
[5].

Other Factors
There are various additional predisposing factors for diabetes.
In addition to the 4 factors mentioned above, comprehensive
influences include various physical indicators, such as age,
gender, height and weight, blood pressure and blood lipids;
adverse living habits, such as smoking and alcohol abuse; and
taking estrogen [7].

Diagnostic Criteria of Diabetes
The blood glucose cutoff points for diabetic diagnosis are fasting
blood glucose ≥7.0 millimoles per liter (126 milligrams per
deciliter); 2 hour oral glucose tolerance test blood glucose ≥11.1
mmol/L (200 mg/dL); and random blood glucose ≥11.1 mmol/L
(200 mg/dL) [10].

Patients with typical symptoms of diabetes (eg, frequent
drinking, polyuria, polyphagia, weight loss) and who meet any
of the above cutoff points can be diagnosed with diabetes. For
those with no obvious symptoms, only the first or second cutoff
point can be used as a diagnostic condition, and the patient’s
blood glucose levels must be checked on another day. In
impaired glucose regulation, the fasting blood glucose or glucose
tolerance test 2 hours after taking glucose exceeds normal values
but does not meet the diagnostic criteria for diabetes.

Methods

Collection and Preprocessing of Diabetes Data
We combined the theoretical knowledge of medical data mining
to integrate and preprocess medical data from a Top 3 hospital
in Lanzhou. The initial fasting blood glucose and 2 hour
postprandial blood glucose levels of all patients with diabetes
exceeded the standard values. More than 95% of the initial
symptoms of patients with type 2 diabetes included thirst, dry
mouth, excessive drinking, polyphagia, polyuria, and weight
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loss. The inheritance of diabetes was mainly manifested in type
1 diabetes. Type 2 diabetes was mostly caused by acquired
habits or endocrine disorders. By comparing health data, it was
found that people who smoke and drink perennially are at 50%
higher risk for diabetes. Therefore, the above symptoms were
used as important indicators for diagnosing patients with
diabetes. In the data, 1 indicates yes and 0 indicates no.

Establishment of the Diagnosis Model and Analysis of
the Results

Model Establishment Based on the Backpropagation
Neural Network
There is currently no quantified standard for selecting the

number of hidden layer units. is usually used to determine

the number of hidden layer units. In this study, n was taken as
19, m as taken as 1, and the range of the numbers of hidden
layer units in this model was initially determined.

As can be seen in Figure 6, when the number of hidden layer
units is 12, the network and the number of iterations of the
training effects are the best. Therefore, in this paper, we selected
the number of hidden layer units as 12 to model the
backpropagation neural network.

Figure 6. Establishment of the model based on the BP neural network.

Results

The sample regression coefficients are shown in Figure 7.

The 650 screened groups of patients with diabetes included 395
groups (60.8%) of patients with type 2 diabetes and 255 groups
(39.2%) of patients with type 1 diabetes. The training set
contained 590 groups in total, including 343 groups (58.1%) of
patients with type 2 diabetes and 247 groups (41.9%) of patients
with type 1 diabetes. The test set used 60 groups of data,
including 39 groups (65%) of patients with type 2 diabetes and
21 groups (35%) of patients with type 1 diabetes.

The outputs of the test set were obtained after training the
backpropagation neural network. The results showed that of the
41 type 2 diabetes groups, 38 (93%) were accurately diagnosed,
while 3 (7%) were misdiagnosed. For the 19 type 1 diabetes
groups, 17 (89%) were accurately diagnosed, while 2 (11%)
were misdiagnosed.

Among the test data of the 60 groups, 5 groups of data were
misdiagnosed, and the average correct diagnosis rate was 55/60
(92%). This percentage is feasible for diabetic diagnosis.
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Figure 7. Sample regression with 12 hidden layer units.

Discussion

Implementation of a Diabetes Diagnosis System
The MATLAB platform (MathWorks, Inc) has a long history
of use in research and application of neural networks; a variety
of its implementation technologies and methods are now quite
mature, especially since the emergence of the neural network
toolbox. However, MATLAB has many limitations in practical
applications, such as a poor user interface. Therefore, in this
paper, we combined LabVIEW software (National Instruments
Corporation) with MATLAB; we used the LabVIEW platform
to design a graphical user interface while calling MATLAB
script nodes and using their functional characteristics to diagnose
diabetes.

System Design User Interface
The user login interface was mainly constructed using the while
loop, event structure, Boolean function, string control, and
conditional structure in LabVIEW. At the same time, the
username subvirtual instrument (SubVI) and password decision
SubVI were set in the main program of the login system.

When the Boolean space of the front panel account login value
changes, the block diagram will check whether the account and
password match the data stored in the user VI. A conditional
structure is used. When the account and password are correct,
the judgment condition is true; thus, the attribute node opens
and the user can enter the main program, as shown in Figure 8.
When the account and password data are not found in the user
VI, the judgment condition is false, and an account or password

error occurs. The program was written using both local variables
and attribute nodes; thus, it is simple and functional. The
password decision SubVI is shown in Figure 9.

In order to adapt to the situation where the user forgets their
account name and password when using the diabetes diagnosis
system, a password modification VI was designed in the main
program. When the user forgets the account name and password,
the password can be retrieved through the password recovery
interface; Figure 10 shows a block diagram of the password
modification function, which includes the conditional structure,
Boolean function, and string control.

In the main program, the diabetes diagnosis system is
constructed with a tiled sequential structure. There is no
sequential structure in text programming; a text programming
language can execute statements in order, but the order of
sequential execution is changed by loops and conditional
structures. In contrast, LabVIEW uses a data flow method
involving a multi-threaded parallel structure that drives the
programming direction through the data flow. At the same time,
we can implement multi-threading without any additional
programming, which is an additional advantage of
multi-threaded operation. In this operation mode, whether the
node can run normally in LabVIEW depends entirely on whether
the data are flowing into all the required inputs of the node.
LabVIEW data is free to “swim.” It does not necessarily follow
the default direction of data flow from left to right. Therefore,
the sequence in which the block diagrams run is somewhat
random, and the sequence of the LabVIEW block diagrams
cannot be decided with complete accuracy.
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Figure 8. The main program of the login system.

Figure 9. The password decision SubVI.
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Figure 10. The password modification VI.

Call of the MATLAB Neural Network Diagnostic
Module
LabVIEW can relate to other languages and software through
interfaces; it can also be extended to multiple target platforms
and operating systems to achieve user requirements for different
numerical calculations and analyses. By running programs with
MATLAB scripts in LabVIEW and communicating with

MATLAB script nodes in MATLAB through LabVIEW,
MATLAB’s powerful numerical calculation functions can be
used in LabVIEW. Based on the above background, in this
paper, we used LabVIEW to build a diabetes diagnosis system
while modeling neural networks with MATLAB. The locations
of the MATLAB script nodes in LabVIEW are shown in Figure
11.

Figure 11. Locations of the MATLAB script nodes in LabVIEW.

Conclusions
In recent years, the development of smart medicine has been
increasing in China as well as in other countries. Breakthroughs
in key technologies such as image recognition, depth of learning,
and neural networks have resulted in a new round of
developments in AI. On the other hand, with the continuous
improvement of human living standards, the incidence of

diabetes in our country has also continued to rise; in reality,
medical resources are unevenly distributed, with insufficient
numbers of physicians, less experienced community physicians,
and other issues. More efficient allocation of medical resources
reduces misdiagnosis due to lack of experience; this paper
proposes combining AI technology with diabetes diagnosis to
build a diagnostic system that helps physicians diagnose
diabetes.
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