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Abstract

Background: There is an unmet need for a tool that helps to evaluate patients who are at risk of progressing from relapsing-remitting multiple sclerosis to secondary progressive multiple sclerosis (SPMS). A new tool supporting the evaluation of early signs suggestive of progression in multiple sclerosis (MS) has been developed. In the initial stage, concepts relevant to progression were identified using a mixed method approach involving regression on data from a real-world observational study and qualitative research with patients and physicians. The tool was drafted in a questionnaire format to assess these variables.

Objective: This study aimed to develop the scoring algorithm for the tool, using both quantitative and qualitative research methods.

Methods: The draft scoring algorithm was developed using two approaches: quantitative analysis of real-world data and qualitative analysis based on physician interviews and ranking and weighting exercises. Variables that were included in the draft tool and regarded as most clinically relevant were selected for inclusion in a multiple logistic regression. The analyses were run using physician-reported data and patient-reported data. Subsequently, a ranking and weighting exercise was conducted with 8 experienced neurologists as part of semistructured interviews. Physicians were presented with the variables included in the draft tool and were asked to rank them in order of strength of contribution to progression and assign a weight by providing a percentage of the overall contribution. Physicians were also asked to explain their ranking and weighting choices. Concordance between physicians was explored.

Results: Multiple logistic regression identified age, MS disease activity, and Expanded Disability Status Scale score as the most significant physician-reported predictors of progression to SPMS. Patient age, mobility, and self-care were identified as the strongest patient-reported predictors of progression to SPMS. In physician interviews, the variables ranked and weighted as most important were stability or worsening of symptoms, intermittent or persistent symptoms, and presence of ambulatory and cognitive symptoms. Across all physicians, the level of concordance was 0.278 (P<.001), indicating a low to moderate, but statistically significant, level of agreement. Variables were categorized as high (n=8), moderate (n=8), or low (n=10) importance based on the findings from the different approaches described above. Accordingly, the respective questions in the tool were assigned a weight of “three,” “two,” or “one” to inform the draft scoring algorithm.

Conclusions: This study further confirms the need for a tool to provide a consistent, comprehensive approach across physicians to support the early evaluation of signs indicative of progression to SPMS. The novel and comprehensive approach to develop the draft scoring algorithm triangulates data obtained from ranking and weighting exercises, qualitative interviews, and a real-world
observational study. Variables that go beyond the clinically most obvious impairment in lower limbs have been identified as relevant subtle/sensitive signs suggestive of progressive disease.
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**Introduction**

**Background**

Onset of secondary progressive disease course is associated with an unfavorable and severe long-term outcome in multiple sclerosis (MS) [1], and there are no distinct biomarkers or clinical criteria to detect the transition to secondary progressive multiple sclerosis (SPMS). Diagnosis of SPMS is usually retrospective in nature and based on the identification of progression independent of relapses [2], often relying on patients’ recollection of worsening of their clinical status as well as the thoroughness of physicians’ inquiries at the regular visits [3]. There is a period of diagnostic uncertainty, which lasts for an average of 3 years [4]. Lack of treatment options, psychological burden imposed on the patients, and concerns regarding reimbursement are additional challenges toward making a definitive diagnosis [5,6].

With the advent of newer and highly effective therapies, recognizing early indicators of progressive disease may represent a window of opportunity for intervention [4]. A tool that helps to assess the signs of progression may support an early identification of patients who are at a higher risk of transitioning to SPMS. In the past, several studies have evaluated various clinical and magnetic resonance imaging (MRI) variables predictive of the risk of secondary progression based exclusively on empirical or quantitative assessments of different study cohorts [1,7-13]. Some of those studies further developed models or algorithms, predicting the risk of conversion to SPMS—Skoog et al (MS prediction) [12], Manouchehrinia et al (SPMS nomogram) [11], and Lorscheider et al (calculators) [10]. The parameters identified as relevant for conversion are not consistent across the different studies probably because of the differences in their respective study settings, used datasets, and methodologies.

**Objective**

We conducted a comprehensive research study using a mixed methods approach for developing a new tool to support the early evaluation of signs of progressive disease. As a first step, the tool content was developed in the form of a questionnaire based on the results obtained from regression analysis on data from a real-world observational study and insights obtained from the open-ended, qualitative, concept elicitation interviews with patients and physicians [14]. Here, we describe the next stage of the research, which aimed to develop the scoring algorithm for the tool by determining the relevance and importance of each item included in the questionnaire, using a mixed methods approach.

**Methods**

**Scoring Algorithm Development**

The draft scoring algorithm was developed using two approaches: quantitative analysis of real-world data and qualitative analysis based on physician interviews and ranking and weighting exercises (Figure 1). Quantitative methods involved retrospective analysis on data from a global cross-sectional study that collected information from physicians (neurologists) and their consulting MS patients on demographics, clinical history, current symptomatology, treatment history, and quality of life [14]. The study was run without set hypothesis before data collection but involved a large number of MS patients (n=3294) in a real-world setting, across countries, reflecting clinical practice and physician views. In the previous study, univariate analysis was conducted on variables included in the observational study [14]. Multivariate regression analysis was used in this study to determine variables associated with being early relapsing-remitting multiple sclerosis (RRMS) or early SPMS. In an iterative approach, these findings were used alongside qualitative research to inform the development of the draft tool content. The development and content of the draft tool (in the form of a questionnaire) have been described in detail previously by Ziemssen et al [14].
Assigning Rank and Weights

Physician ranking and weighting exercises were conducted as part of a qualitative interview. Eight physicians in Germany (n=4) and the United States (n=4), all neurologists, were recruited into this study by specialist recruitment agencies. Physicians were required to meet prespecified eligibility criteria (Multimedia Appendix 1). Each physician participated in a 45-min, face-to-face, semistructured, qualitative interview, conducted by a trained interviewer. First, physicians were presented with the list of variables included in the tool (Multimedia Appendix 2) and were asked to rank them in order of how strongly they contribute to SPMS progression. Then, physicians were asked to provide a “weight” for each variable by dividing 100 plastic tokens among the variables to indicate the contribution each variable should have to make up the total percentage score. Throughout the tasks, physicians were encouraged to “think aloud” and provide a rationale for the decisions that they made. Following completion of each task, physicians were asked to further explain their rankings or weightings or to clarify any decisions that they had not already commented on. In addition, physicians were asked to comment on the ease of completion of the tasks and to report if any important variables were missing. Mean and range weighting and ranking positions were produced for each variable.

All interviews were audio-recorded and transcribed verbatim. Physicians’ rationales for ranking and weighting choices were analyzed using thematic analysis on Atlas.ti software [15].

Furthermore, the level of agreement between physicians for the ranking of variables was investigated at the individual country level (Germany and the United States) and for all physicians combined. Kendall coefficient of concordance was used to assess the agreement between the ranked concepts (from most important to least important). The test statistic, Kendall W, is calculated between 0 and 1, where 0 indicates no agreement between raters and 1 indicates complete agreement.

Variables were categorized by researchers as high, moderate, or low in importance, based on the review of the findings from quantitative regression analysis, the ranking and weighting exercise, and the qualitative physicians’ rationale for the ranks and weights. A scoring algorithm was then developed to produce a total score for the draft tool.

Results

Regression Analysis

A total of 11 physician-reported variables and nine patient-reported variables were identified for inclusion in multiple logistic regression analyses. Age (odds ratio [OR] 1.04; P<.001), MS disease activity (OR 1.68; P<.05), and Expanded Disability Status Scale (EDSS) score (OR 1.79; P<.001) were identified as the most significant physician-reported predictors of progression to SPMS (Figure 2). Patient age (OR 1.05; P<.001), mobility (OR 4.46; P<.001), and self-care (OR 2.39; P<.001) were identified as the strongest patient-reported predictors of progression to SPMS (Figure 3).
Figure 2. Multivariate regression analysis: variables that are predictors of progression to secondary progressive multiple sclerosis. Disease activity is physician-reported multiple sclerosis disease activity based on the physician’s overall perception of the patient’s disease activity, ranging from “no activity to high activity” (no specific definition of disease activity was provided to the physicians); an odds ratio >1 implies a higher risk of secondary progressive multiple sclerosis; the blue box highlights the significant predictors. EDSS: Expanded Disability Status Scale; MRI: magnetic resonance imaging; MS: multiple sclerosis; PRF: patient record form; SPMS: secondary progressive multiple sclerosis; T2: transverse relaxation time. Black dots indicate odds ratio (point estimate); black line indicates the 95% confidence interval.

<table>
<thead>
<tr>
<th>PRF Variables</th>
<th>Odds ratio (95% Confidence Intervals)</th>
<th>P value for z test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient age</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time since MS diagnosis</td>
<td>1.03 (1.00-1.07)</td>
<td>.06</td>
</tr>
<tr>
<td>MS disease activity</td>
<td>1.68 (1.02-2.77)</td>
<td>.04</td>
</tr>
<tr>
<td>MRI scan, no T2 activity</td>
<td>0.81 (0.45-1.51)</td>
<td>.51</td>
</tr>
<tr>
<td>MRI scan, T2 activity</td>
<td>1.07 (0.57-2.01)</td>
<td>.83</td>
</tr>
<tr>
<td>Current EDSS symptoms</td>
<td>1.79 (1.59-2.02)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Figure 3. Multivariate regression analysis: patient self-completion form variable. An odds ratio >1 implies a higher risk of secondary progressive multiple sclerosis; the blue box highlights the significant predictors. PSC: patient self-completion. Black dots indicate odds ratio (point estimate); black line indicates the 95% confidence interval.

<table>
<thead>
<tr>
<th>PSC Variables</th>
<th>Odds ratio (95% Confidence Interval)</th>
<th>P value for z test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient age</td>
<td>1.04 (1.02-1.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobility</td>
<td>4.46 (2.05-9.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-care</td>
<td>2.39 (1.52-3.76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usual activities</td>
<td>1.30 (0.67-2.55)</td>
<td>.43</td>
</tr>
<tr>
<td>Pain or discomfort</td>
<td>0.88 (0.47-1.58)</td>
<td>.64</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.99 (0.37-2.59)</td>
<td>.98</td>
</tr>
<tr>
<td>Cognition</td>
<td>0.88 (0.47-1.64)</td>
<td>.70</td>
</tr>
<tr>
<td>Vision disturbance</td>
<td>0.96 (0.52-1.74)</td>
<td>.89</td>
</tr>
<tr>
<td>Bowel or bladder</td>
<td>1.49 (0.84-2.68)</td>
<td>.18</td>
</tr>
</tbody>
</table>
Qualitative Interviews

Demographics

Physicians had a range of demographic characteristics and clinical experience. The sample consisted of 5 male and 3 female physicians, all of whom were neurologists. The mean age of the sample was 50.2 years (range 38-69). US physicians had been in their role for an average of 20 years (range 7-41), whereas German physicians had been in their role for an average of 8 years (range 3-21). The physicians were employed in a range of settings, including private practice (5/8), hospital-based care (2/8), and academia (2/8). On average, physicians saw 18 RRMS patients and 3 SPMS patients per week; German physicians saw more RRMS and SPMS patients per week than the US physicians. On average, physicians estimated that 30.6% (range 7%-70%) of their workload was dedicated to patients with MS.

Ranking and Weighting

The average ranking and weighting was calculated for each variable, and the top 10 ranked and weighted variables were identified. Findings from physician-completed ranking and weighting exercises were consistent in that 7 of the top 10 variables were present in both the ranked and weighted list. The top 10 variables included improvement, stability, or worsening of symptoms; intermittence or persistence of symptoms; ambulatory symptoms; cognitive symptoms; EDSS score; mobility; and presence or absence of relapse (Table 1). Variables that were in the top 10 for both the ranking and weighting exercises are italicized. Lower ranking indicates greater importance. Higher weighting indicates greater importance.

Table 1. Top 10 ranked and weighted variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Average rank</th>
<th>Variable</th>
<th>Average weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improving, stable, or worsening</td>
<td>5.1</td>
<td>Improving, stable, or worsening</td>
<td>9.9</td>
</tr>
<tr>
<td>Intermittent or persistent</td>
<td>6.9</td>
<td>Intermittent or persistent</td>
<td>6.4</td>
</tr>
<tr>
<td>Ambulatory symptoms</td>
<td>8.3</td>
<td>New magnetic resonance imaging activity</td>
<td>6.2</td>
</tr>
<tr>
<td>Cognitive symptoms</td>
<td>8.9</td>
<td>Cognitive symptoms</td>
<td>5.9</td>
</tr>
<tr>
<td>EDSS b score</td>
<td>10.1</td>
<td>Mobility</td>
<td>5.5</td>
</tr>
<tr>
<td>Time since diagnosis</td>
<td>10.4</td>
<td>Ambulatory symptoms</td>
<td>5.2</td>
</tr>
<tr>
<td>Mobility</td>
<td>10.6</td>
<td>EDSS score</td>
<td>5.2</td>
</tr>
<tr>
<td>Number of relapses</td>
<td>10.8</td>
<td>Any relapses</td>
<td>5.1</td>
</tr>
<tr>
<td>Motor symptoms</td>
<td>11.1</td>
<td>Coordination symptoms</td>
<td>4.8</td>
</tr>
<tr>
<td>Any relapses</td>
<td>11.2</td>
<td>Daily activities</td>
<td>4.7</td>
</tr>
</tbody>
</table>

aItalicized variables were among the top 10 variables in both the ranking and weighting exercise.

bEDSS: Expanded Disability Status Scale.

Categorizing Variables

On the basis of the review of the findings from quantitative regression analysis, the ranking and weighting exercise, and the qualitative physicians’ rationale for rankings and weightings, eight variables were categorized by researchers as highly important in identifying progression to SPMS. These included variables describing the nature of the symptoms (intermittent vs persistent, stable vs worsening, and the absence or presence of relapses) and the presence of ambulatory, mobility, and cognitive symptoms, in addition to the EDSS score and time since diagnosis. Physicians explained that the variables rated as high importance were often indicators of progression to SPMS (Figure 4).

Eight variables were categorized as moderately important indicators of progression to SPMS, as determined by the qualitative findings and physician rankings and weightings. Moderately important variables included those relating to the characteristics of relapse (recovery from the most recent relapse, number of relapses in the past 6 months, and symptoms during relapse), the presence of specific symptoms (motor, coordination and balance, and speech), an objective clinical measure of progression (signs of new activity based on MRI scans), and the impact on daily activities.

Physicians explained that variables of moderate importance could be early signs of progression to SPMS but were not specific enough to be considered as highly important indicators (Figure 5).

A total of 10 variables were categorized to be low indicators of progression to SPMS, as determined by physician rankings and weightings. These included fatigue, visual symptoms, bladder and bowel symptoms, pain, specific impacts (hobbies and leisure time, self-care, and work), and whether an MRI had been performed. Physicians explained that variables of low importance were subjective, general symptoms of MS, not relevant enough to MS and too unspecific for the progression to SPMS (Figure 6).

The majority of physicians reported that they found the task challenging, given the complex nature of identifying progression to SPMS. One physician suggested including medication history, and another physician suggested removing ambulatory symptoms as it is similar to impact on mobility.
Across all 8 physicians, the level of concordance was 0.278 ($P<.001$), indicating a low to moderate, but statistically significant, level of agreement. Physicians demonstrated slightly greater concordance within countries (United States: 0.42, $P=.02$; Germany: 0.385, $P=.04$; Table 2).

Figure 4. Variables of high importance in progression to secondary progressive multiple sclerosis. Ranking out of 26 variables included. Lower ranking indicates greater importance. EDSS: Expanded Disability Status Scale; RRMS: relapsing-remitting multiple sclerosis; SPMS: secondary progressive multiple sclerosis.

Figure 5. Variables of moderate importance in progression to secondary progressive multiple sclerosis. Ranking out of 26 variables included. Lower ranking indicates greater importance. MRI: magnetic resonance imaging; SPMS: secondary progressive multiple sclerosis.
Figure 6. Variables of low importance in progression to secondary progressive multiple sclerosis. Ranking out of 26 variables included. Lower ranking indicates greater importance. SPMS: secondary progressive multiple sclerosis.

Table 2. Regional concordance across physicians.

<table>
<thead>
<tr>
<th>Country</th>
<th>Kendall W</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>0.42</td>
<td>.02</td>
</tr>
<tr>
<td>Germany</td>
<td>0.385</td>
<td>.04</td>
</tr>
<tr>
<td>All</td>
<td>0.278</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Scoring Algorithm**

On the basis of the results from the review of previous findings outlined by Ziemssen et al [14], regression analysis of observational study data, physician ranking and weighting, and the associated rationales, questions were weighted as follows:

- 3 for variables that were found to be important
- 2 for variables that were found to be moderately important
- 1 for variables that were found to be less important.

These weightings were integrated accordingly in the scoring algorithm. Absence of relapse; presence of motor, ambulatory, and cognitive symptoms; and the persistent worsening of any symptom were assigned the highest weights in the scoring algorithm.

Question scores were multiplied by question weight to produce a total score for that question. The weightings and maximum score for each section are shown in Multimedia Appendix 3. The standardized total score was calculated by summing the score for each section and reweighting to a score divided by 100.

**Discussion**

**Overview**

Disability progression is known to be a continuous process that starts very early in the disease course, identifiable even at Disability Status Scale score of 2 [16]. This is also evident from the similar rates of brain atrophy seen at the earliest vs later stages of MS [17]. In addition, cognitive impairment is also seen early in the disease course, including patients with clinically isolated syndrome [18]. Therefore, it is important to identify the signs of progression early, as the timing will determine the extent of therapeutic benefits and affect long-term outcome [19]. Currently, no established tools are available for use in routine clinical practice to support real-time “systematic” comprehensive assessment to help assess the subtle signs of progression [20]. During the stage 1 of our study, physicians confirmed the unmet need for such a tool in routine clinical practice and highlighted that a digital tool generating a score or a graphical output would be preferred and useful for clinical practice [14].

** Principal Findings**

The quantitative and qualitative approaches employed in this study informed categorization of the variables in the draft questionnaire as of “high,” “moderate,” and “low” importance.
As expected, differences between the categories were not pronounced, but it is noteworthy that the variables rated as highly important were consistent and presented substantial overlap, thus providing confidence in the categorization. In line with previous studies, ambulation, mobility, and EDSS score were identified, not unsurprisingly, as the most “obvious” parameters associated with progression across all approaches. Interestingly, cognition emerged as an additional highly relevant symptom associated with progression. This is consistent with the previous reports showing that cognition is impaired very early in the disease course, even before physical disability might be obvious. The cognitive impairment affects multiple functionalities and can negatively impact patients’ lives. In addition, cognition has been reported to be predictive of disease evolution [19,21], whereas cognitive reserve can be a buffer to disease progression, reflecting the ability to compensate for progressive injury and as a marker of neuronal network efficiency [22-24].

A 10-year follow-up study in patients with RRMS reports that patients with cognitive impairment are at a higher risk of reaching important milestone EDSS compared with cognitively preserved patients, and better cognitive performance at baseline was significantly predictive of lower SPMS conversion rates [25]. However, the ranking and weighting of variables by experienced neurologists clearly identified and confirmed the nature of the symptoms (eg, persistent worsening of any symptom) as the most important indicator of progression in MS, even more than a specific symptom itself, similar to the previous qualitative assessments with both physicians and patients [14].

Existing research into predictors of SPMS has been primarily quantitative, based on single-center or large-scale observational cohort studies [11,12]. Hence, variables identified as significant predictors are those typically based on objective, clinical observations collected as part of those specific electronic medical records applied and accessible in those registries [10-12]. Although the global cross-sectional study described in this paper involved a large number of MS patients in a real-world setting and reflected clinical practice and physician views, specific limitations were identified. Namely, more frequently consulting patients were more likely to participate, physicians were included only if they saw a minimum number of patients and were willing to take part, data accuracy relied on the reporting accuracy of the physician, and analyses were limited to the variables and information collected in the cross-sectional study. Furthermore, regression analysis, when using cross-sectional data, cannot prove a causal relationship but will be able to show an association between the outcome and study group that is independent of confounding factors.

Our study overcomes some of the limitations identified from these earlier studies, in that a more comprehensive approach was taken to identify the variables, also considering the descriptive and qualitative patient data assessed in daily practice and further ascertaining the importance of a particular variable for progression using a mixed methods approach. This enabled each variable to be classified by the level of contribution to progression thereby characterizing a sensitive algorithm that provides a score indicating the likelihood of progression for easy adoption in routine clinical practice. More importantly, none of the earlier studies evaluate progression at the current moment with such accuracy; rather, they provide a risk or likelihood of progression in the next few years or in the future.

Findings from the previous qualitative interviews with physicians showed a lack of consistency in the diagnosis and time taken to determine SPMS. The level of concordance in ranking and weighting among physicians in this study was low to moderate but statistically significant and with greater level concordance among physicians within countries (United States or Germany). The variation seen in this study confirms the lack of clear consensus and, hence, the unmet need for a universal standardized method, or tool, that supports the identification of patients at risk of progression. Despite this variation, the fact that there was a significant agreement between physicians on the importance of variables supports feasibility and the value of the data in developing an algorithm for the tool by identifying prevailing common concepts driving the physician to determine that the patient has progressed to SPMS.

As we used a mixed methods approach, some of the variables included in the tool were not collected in the RWE study and, thus, were categorized solely based on the ranking and weighting exercise and qualitative insights complimenting the findings from the regression analysis. The sample size for the qualitative assessment might have affected the level of agreement, and eventually, a more accurate representation of the level of agreement may have been achieved with a larger sample as any outliers in this sample had a large impact on the overall concordance statistic. However, as between and within differences in determining SPMS were also identified in earlier work and the MS neurologists in this study were all well experienced, it is unlikely that the level of agreement would have been a lot stronger with a larger sample size. By the inclusion of different geographies, we tried to cover for some of the differences in the prevailing health care systems and approaches adopted for the overall management of the disease.

Subsequent work confirmed the validity of the scoring algorithm derived from these analyses in a real-world setting and determined cutoffs to accurately differentiate between RRMS and SPMS patients with high specificity and sensitivity, in addition to evaluation of other measurement properties including interrater reliability [26]. The final validated MS Progression Discussion tool can be accessed on the Web [27].

Conclusions

This study confirms the need for a tool to support the early evaluation of signs of progression to SPMS. The novel and comprehensive approach to develop the draft scoring algorithm triangulates data obtained from ranking and weighting exercises, qualitative interviews, and a real-world observational study. Variables that go beyond the clinically most obvious impairment in lower limbs have been identified as relevant subtle or sensitive signs suggestive of progressive disease, and have been integrated in the algorithm. The tool might, therefore, contribute to a more comprehensive physician-patient interaction in evaluating a patient’s current disease status and level of progression. Future work will aim to validate this scoring algorithm longitudinally in a real-world setting and its suitability for longitudinal monitoring of disease symptoms and its impacts.
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Abstract

Background: Acute respiratory failure is generally treated with invasive mechanical ventilation or noninvasive respiratory support strategies. The efficacies of the various strategies are not fully understood. There is a need for accurate therapy-based phenotyping for secondary analyses of electronic health record data to answer research questions regarding respiratory management and outcomes with each strategy.

Objective: The objective of this study was to address knowledge gaps related to ventilation therapy strategies across diverse patient populations by developing an algorithm for accurate identification of patients with acute respiratory failure. To accomplish this objective, our goal was to develop rule-based computable phenotypes for patients with acute respiratory failure using remotely monitored intensive care unit (tele-ICU) data. This approach permits analyses by ventilation strategy across broad patient populations of interest with the ability to sub-phenotype as research questions require.

Methods: Tele-ICU data from ≥200 hospitals were used to create a rule-based algorithm for phenotyping patients with acute respiratory failure, defined as an adult patient requiring invasive mechanical ventilation or a noninvasive strategy. The dataset spans a wide range of hospitals and ICU types across all US regions. Structured clinical data, including ventilation therapy start and stop times, medication records, and nurse and respiratory therapy charts, were used to define clinical phenotypes. All adult patients of any diagnoses with record of ventilation therapy were included. Patients were categorized by ventilation type, and analysis of event sequences using record timestamps defined each phenotype. Manual validation was performed on 5% of patients in each phenotype.

Results: We developed 7 phenotypes: (0) invasive mechanical ventilation, (1) noninvasive positive-pressure ventilation, (2) high-flow nasal insufflation, (3) noninvasive positive-pressure ventilation subsequently requiring intubation, (4) high-flow nasal insufflation subsequently requiring intubation, (5) invasive mechanical ventilation with extubation to noninvasive positive-pressure ventilation, and (6) invasive mechanical ventilation with extubation to high-flow nasal insufflation. A total of 27,734 patients met our phenotype criteria and were categorized into these ventilation subgroups. Manual validation of a random selection of 5% of records from each phenotype resulted in a total accuracy of 88% and a precision and recall of 0.8789 and 0.8785, respectively, across all phenotypes. Individual phenotype validation showed that the algorithm categorizes patients particularly well but has challenges with patients that require ≥2 management strategies.

Conclusions: Our proposed computable phenotyping algorithm for patients with acute respiratory failure effectively identifies patients for therapy-focused research regardless of admission diagnosis or comorbidities and allows for management strategy comparisons across populations of interest.

(JMIR Med Inform 2020;8(4):e18402) doi:10.2196/18402
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Overview

Acute respiratory failure occurs in patients that cannot maintain adequate blood oxygen levels (hemoglobin saturation and partial pressure of arterial oxygen), cannot normalize blood pH, or cannot sufficiently compensate for systemic metabolic acidosis. Patients can develop respiratory failure from a multitude of causes, including neurologic injury, toxicities, musculoskeletal abnormalities, cardiac or pulmonary abnormalities, and sepsis. Conceptually, the treatment of acute respiratory failure involves invasive ventilation or noninvasive ventilation (NIV) strategies. There are multiple modalities for these therapies, and the selection of an intervention depends on the pathophysiologic processes and severity of the disease [1-3]. While noninvasive strategies have been studied among specific patient populations, the various therapies themselves have not been extensively investigated across diverse critical care populations, and there are conflicting data on the efficacy of these strategies [4,5]. Furthermore, given informatics challenges related to electronic health record (EHR) phenotyping such as data completeness, complexity, bias, and accuracy [6], there is a need to clearly define patient cohorts to investigate invasive ventilation and NIV strategies using retrospective EHR data.

The objective of this work was to develop a rule-based computable phenotyping algorithm by ventilation therapy for patients with acute respiratory failure. This allows for characterization and extraction of critically ill patients based on treatment modality beyond the traditional binary classification of ventilation therapy (ie, intubated [invasive] or not intubated [noninvasive]) as well as large-scale application of a rule-based phenotype to a wide range of hospital sizes and types across the United States.

Background

Clinical management of acute respiratory failure depends on the underlying pathophysiology, but generally can be considered as low-flow oxygen therapy (<15 L/min of oxygen through a nasal cannula, ventimask, or nonrebreathing mask), a NIV strategy that includes high-flow nasal insufflation (15-70 L/min of heated and humidified gas with a titratable fraction of inspired oxygen via a high-flow nasal cannula system) or noninvasive positive-pressure ventilation (via a face mask and ventilator), or invasive mechanical ventilation (via an endotracheal tube [ETT] and ventilator).

While there are multiple NIV modalities [7], we refer to noninvasive positive-pressure ventilation (NIPPV) and high-flow nasal insufflation (HFNI) as two primary NIV strategies. Conventional low-flow oxygen therapy uses traditional oxygen delivery sources to provide supplemental oxygen with flow rates up to 15 L/min. On the other hand, both NIPPV and HFNI are designed to provide either pressure-based or flow-based ventilatory support with titratable respiratory gasses and are therefore considered strategies for noninvasively treating patients with acute respiratory failure [8].

Significance

NIV strategies are now widely used in an effort to avoid the untoward effects of invasive mechanical ventilation via endotracheal intubation [9,10]. Failure of noninvasive therapy resulting in intubation, however, puts patients at greater risk than those that were intubated without attempting NIV [11-13]. These risks suggest a need for large-scale studies to better understand the use of NIV strategies across specific diagnoses and amongst all patients with de novo acute respiratory failure as well as to identify factors associated with increased risk of NIV failure and opportunities to improve patient outcomes when using these therapies [14,15].

A clinical phenotype, generally defined as a set of observable characteristics representing the current and potentially changing state of a patient [16], is typically developed using diagnosis or other disease-related characteristics. Analysis of ventilation strategies as they pertain to patients broadly, however, is limited. As a result, NIV strategies and subsequent failure that lead to endotracheal intubation are not fully understood across various intensive care unit (ICU) patient populations. Our goal in this study was to address these knowledge gaps by developing a computable rule-based algorithm to identify phenotypes in critically ill patients with acute respiratory failure using retrospective, remotely monitored clinical data.

Methods

Data Source

Data were extracted from the eICU Collaborative Research Database. The eICU database is a publicly available critical care telemedicine database containing structured EHR data from ≥200 hospitals throughout the United States from 2014 and 2015 [17]. It includes a wide range of data from basic patient demographics to treatment records, medications, vital signs, and nursing and respiratory therapy notes, all in a structured format. Hospitals contributing to the dataset are from both academic and nonacademic settings and vary in size from 10 beds to 500 beds and by type (eg, medical surgical ICU, cardiothoracic ICU). Data contributions from each hospital depend on site-specific policies, procedures, and interfaces with the remote ICU, or tele-ICU.

Inclusion and Exclusion Criteria

Inclusion criteria for this study were all adult (≥18 years old) ICU patients with any admission diagnosis or comorbidities with record of invasive ventilation or NIV strategy. All included records required associated time stamps in order to determine ventilation success or failure. Patients were excluded if they were treated using conventional low-flow oxygen or were readmitted to the ICU. Readmissions were excluded to allow for equal comparison of patient outcomes across phenotypes. All inclusion and exclusion criteria were validated by domain experts in respiratory management and critical care medicine.

We developed the phenotypes using a combination of rules and characteristics previously identified by domain experts [18,19] and by first categorizing patients by ventilatory support strategy. For patients where more than one therapy was used, we used time stamps to determine the order in which patients were
treated. Our approach consisted of 4 main steps followed by descriptive statistical analysis: (1) systematic exploration of all available structured data and identifying all terms (standardized and nonstandardized) related to mechanical ventilation; (2) identification of patients treated with invasive (intubation) or noninvasive (NIPPV or HFNI) strategies by extracting ventilation-related treatment, medication, and nursing records; (3) treatment record sequencing based on ventilation type as well as start and stop time comparisons to determine which patients failed respiratory therapy; and (4) development of the rule-based phenotyping algorithm in a decision tree format.

**Exploration of Available Data**

All available structured data were systematically explored for record types that might indicate ventilation strategy. Of particular interest were nursing charts, respiratory therapy charts, treatment records, infusion drugs and medications, and data pertaining to intraprofessional communication and care planning (eg, variables related to provider type and specialty as well as airway and ventilation status).

Distributions of key terms related to mechanical ventilation were calculated by number of records per term. For example, the term “Intubated/oral ETT” occurred in 59,566 records, while “Intubated/nasal ETT” occurred in 335 records. It is important to note that, in our dataset, these terms are structured data selections and not free-text inputs. Therefore, we were able to search for partial words and phrases (eg, “intub”), which returned all records containing the partial term. Selection of key terms was performed for both invasive and noninvasive ventilatory support. All terms were reviewed by both informatics and clinical experts.

**Identification of Ventilation Therapies**

In addition to terms identified in the exploration step, medications related to pre-intubation, intra-intubation, and post-intubation care (eg, rapid sequence intubation medications, neuromuscular blocking agents, and continuous sedative agents) were used to verify invasive mechanical ventilation. Patients in both invasive ventilation and NIV groups were then filtered by the number of repeated records (ie, a patient must have >1 record of each ventilation type to be included in that group). Repeated records and validation across multiple record types were required to minimize the impact of spurious records indicating the wrong type of ventilation in a sequence and misclassifying a patient into another cohort.

**Record Sequencing and Timestamp Validation**

Unique patient identifiers were used to identify patients classified in both invasive ventilation and NIV groups. Record timestamps were then used to verify treatment paths of those patients with multiple records of both invasive and NIV. Treatment records were grouped by patient identifier and sorted by record type and timestamp. The difference between invasive and noninvasive timestamps was used to indicate the respiratory therapy sequence for each patient. If NIPPV or HFNI was performed prior to invasive mechanical ventilation, patients were categorized as NIV failure. If NIPPV or HFNI was performed after invasive mechanical ventilation, patients were categorized as having been extubated to NIV.

The timestamps in our dataset are recorded as the number of minutes from ICU admission and may be positive or negative values. For example, an NIPPV timestamp of –90 minutes and an invasive timestamp of 30 minutes indicate that the patient was treated with NIPPV for 90 minutes prior to ICU admission and was intubated 30 minutes after ICU admission resulting in an “NIPPV failure” categorization.

To identify HFNI patients, we used the same approach as for NIPPV with an additional requirement that patients must have record of both noninvasive mechanical ventilation and HFNI. Patients were excluded if there was record of HFNI without record of NIV due to the hierarchical nature of treatment records in the dataset. Failure of HFNI was determined according to the timing sequence relative to invasive ventilation just as with the NIPPV patients. This resulted in 3 HFNI-related groups: HFNI failure patients requiring subsequent intubation, patients treated solely with HFNI with no other form of ventilatory support, and patients extubated to HFNI. Similar to how intubation-related medications were used to validate invasive ventilation patients, structured data from nurse charts were used to validate NIV strategies.

**Defining Phenotypes**

All of the described constraints were compiled to create the phenotyping algorithm. The algorithm was constructed sequentially in an easily interpreted decision tree format. Table 1 defines each phenotype and lists the relevant data elements used in the algorithm.
Table 1. Phenotypes developed, definition, and the electronic health record data elements used to create and validate the phenotypes.

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>Definition</th>
<th>Data elements&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: Invasive ventilation</td>
<td>Patients treated with invasive mechanical ventilation only</td>
<td>Treatment records, medications</td>
</tr>
<tr>
<td>1: NIPPV&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Patients treated with noninvasive positive-pressure ventilation only</td>
<td>Treatment records</td>
</tr>
<tr>
<td>2: HFNI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Patients treated with high-flow nasal insufflation only</td>
<td>Treatment records, structured nurse notes</td>
</tr>
<tr>
<td>3: NIPPV failure</td>
<td>Patients treated with noninvasive positive-pressure ventilation requiring subsequent endotracheal intubation</td>
<td>Treatment records, medications</td>
</tr>
<tr>
<td>4: HFNI failure</td>
<td>Patients treated with high-flow nasal insufflation requiring subsequent endotracheal intubation</td>
<td>Treatment records, medications, structured nurse notes</td>
</tr>
<tr>
<td>5: Invasive to NIPPV</td>
<td>Patients extubated to noninvasive positive-pressure ventilation</td>
<td>Treatment records, medications</td>
</tr>
<tr>
<td>6: Invasive to HFNI</td>
<td>Patients extubated to high-flow nasal insufflation</td>
<td>Treatment records, medications, structured nurse notes</td>
</tr>
</tbody>
</table>

<sup>a</sup>All data elements extracted with timestamps.

<sup>b</sup>NIPPV: noninvasive positive-pressure ventilation.

<sup>c</sup>HFNI: high-flow nasal insufflation.

Validation

Algorithm performance was quantified by manually validating a randomly selected 5% of patients in each phenotype. Total accuracy was calculated along with multiclass, microprecision, macroprecision, microrecall, macrorecall, and F1 score. We report the weighted average metrics along with precision, recall, and F1 score of each phenotype individually.

Results

Of the 139,367 unique patients in the tele-ICU database, 31,366 were excluded for readmissions. An additional 80,267 patients were excluded for receiving either low-flow oxygen therapy or no ventilatory support. The remaining 27,734 patients were included in the analysis. Using our algorithm (Figure 1), we identified 7 phenotypes based on the ventilation strategy: patients treated utilizing a single strategy (invasive mechanical ventilation, NIPPV, or HFNI), patients that failed NIPPV, patients that failed HFNI, invasive mechanical ventilation patients extubated to NIPPV, and invasive mechanical ventilation patients extubated to HFNI.

Figure 1. Decision tree model for phenotyping patients with acute respiratory failure. Invasive ventilation patients corroborated by medication records and HFNI corroborated by nurse charts. NIPPV: noninvasive positive-pressure ventilation; HFNI: high-flow nasal insufflation.
Patient and Data Characteristics

We found that 17,646 of the patients meeting the inclusion criteria were treated initially with invasive mechanical ventilation. Of those, 188 were extubated to HFNI, and 649 were extubated to NIPPV. Patients treated initially with HFNI totaled 1838, of which 636 (34.6%) failed and required invasive mechanical ventilation. Patients treated initially with NIPPV totaled 8250, and 1597 (19.4%) failed, requiring invasive mechanical ventilation. Summary statistics for each ventilation group are shown in Table 2.

Table 2. Patient characteristics across phenotypes of invasive and noninvasive mechanical ventilation success and failure.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Phenotypes of invasive and noninvasive mechanical ventilation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0: Invasive</td>
</tr>
<tr>
<td>Patients, n (%)</td>
<td>16,809 (60.61)</td>
</tr>
<tr>
<td>Age (years), median (IQR&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>63.0 (21)</td>
</tr>
<tr>
<td>Male gender, n (%)</td>
<td>9895 (58.87)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>13,119 (78.74)</td>
</tr>
<tr>
<td>African American</td>
<td>1808 (10.85)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>547 (3.28)</td>
</tr>
<tr>
<td>Asian</td>
<td>199 (1.19)</td>
</tr>
<tr>
<td>Native American</td>
<td>153 (0.92)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>835 (5.01)</td>
</tr>
<tr>
<td>APACHE&lt;sup&gt;d&lt;/sup&gt; score, median (IQR)</td>
<td>69 (41)</td>
</tr>
<tr>
<td>ICU&lt;sup&gt;e&lt;/sup&gt; LoS&lt;sup&gt;f&lt;/sup&gt; (days), median (IQR)</td>
<td>3.23 (4.56)</td>
</tr>
<tr>
<td>Hospital mortality, n (%)</td>
<td>3501 (20.83)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NIPPV: noninvasive positive-pressure ventilation.

<sup>b</sup>HFNI: high-flow nasal insufflation.

<sup>c</sup>IQR: interquartile range.

<sup>d</sup>APACHE: Acute Physiology and Chronic Health Evaluation.

<sup>e</sup>ICU: intensive care unit.

<sup>f</sup>LoS: length of stay.

The 7 phenotypes span all ethnicities (although primarily white) and 388 different diagnoses with sepsis, congestive heart failure, and coronary artery bypass grafting among the most common. Figure 2 illustrates the respiratory therapy overlap used to separate the phenotypes based on record sequence, which led to the identification of 2 failure phenotypes (groups 3 and 4) and 2 extubation phenotypes (groups 5 and 6) between invasive ventilation patients with NIPPV and HFNI, respectively.

The mean ventilation therapy duration for each phenotype is illustrated in Figure 3. Each timeline depicts the ventilation and failure times relative to arbitrary and variable ICU admission and discharge times as event timestamps are labeled as number of minutes from admission. The event sequence remains consistent within each category irrespective of ICU admission time. The failure groups experienced longer total ventilation times than patients treated with one form of ventilation therapy or patients that were extubated to NIPPV or HFNI. Of the 27,734 patients included in our analysis, 7.4% had ventilation start times (intubation or NIV) prior to ICU admission, and 0.81% of NIPPV or HFNI failure times occurred within the first 12 hours (720 minutes) of ICU stay (ie, patients that were brought to the ICU in order to be intubated).
Figure 2. Venn diagram showing the 7 phenotypes based on ventilation therapy. All patient totals are exclusive to each group. Category overlap only indicates patients with multiple record types. For example, 636 patients with HFNI failure are not included in the 1202 patients with HFNI only. NIPPV: noninvasive positive-pressure ventilation; HFNI: high-flow nasal insufflation.

Figure 3. Timeline figure showing median event sequence for patients within each of the 7 phenotypes. Patients that met phenotype criteria but did not have definitive ventilation start and stop times were excluded from the timeline. NIPPV: noninvasive positive-pressure ventilation; HFNI: high-flow nasal insufflation.

Validation
Manual validation performed on the randomly selected 5% of records from each phenotype resulted in 1597 patients. The total accuracy across all phenotypes was 88%. The weighted average precision and recall were 0.8789 and 0.8785, respectively, with an F1 score of 0.8599 (Table 3). The NIPPV failure and HFNI failure patients were categorized with accuracies of 73% and 68%, respectively.

The validation process revealed some incorrect classifications between phenotypes. Apparent causes of incorrect classification were: (1) inconsistent definition or use of EHR treatment records; (2) patients with variable, lengthy, and repeated sequences of ventilation records (ie, patient was intubated more than once or attempted NIPPV/HFNI more than once); and (3) erroneous record-keeping typically as a result of continued recording in nursing or respiratory therapy notes of a previous treatment after a patient began an alternative therapy.
Table 3. Validation performance metrics for each phenotype.

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: Invasive</td>
<td>0.9072</td>
<td>0.9365</td>
<td>0.9216</td>
</tr>
<tr>
<td>1: NIPPV(^a)</td>
<td>0.8617</td>
<td>1.000</td>
<td>0.9257</td>
</tr>
<tr>
<td>2: HFNI(^b)</td>
<td>0.9846</td>
<td>0.9552</td>
<td>0.9697</td>
</tr>
<tr>
<td>3: NIPPV failure</td>
<td>0.7159</td>
<td>0.7326</td>
<td>0.7241</td>
</tr>
<tr>
<td>4: HFNI failure</td>
<td>0.4412</td>
<td>0.6818</td>
<td>0.5357</td>
</tr>
<tr>
<td>5: Invasive to NIPPV</td>
<td>0.9444</td>
<td>0.6415</td>
<td>0.7640</td>
</tr>
<tr>
<td>6: Invasive to HFNI</td>
<td>0.8000</td>
<td>0.0879</td>
<td>0.1584</td>
</tr>
</tbody>
</table>

\(^a\)NIPPV: noninvasive positive-pressure ventilation.
\(^b\)HFNI: high-flow nasal insufflation.

Discussion

In this study, we effectively used a large, remotely monitored, critical care dataset to define 7 unique therapy-based phenotypes of patients with acute respiratory failure. The phenotyping algorithm is broad enough to potentially be applied to other (bedside or remote) critical care datasets while allowing for therapy-focused research across large and diverse patient populations or mapping to specific disease states, depending on the research question. Developing appropriate phenotypes to analyze respiratory management pathways and clinical outcomes is particularly important for patients that receive more than one strategy, such as NIPPV or HFNI, and then require invasive mechanical ventilation. Failing to identify these phenotypes with granularity can lead to bias in observational studies, where a large proportion of these patients may typically be excluded.

The temporal features used in this study provide increased granularity to expand from 2 (intubated or not intubated) to 7 phenotypes. Multiple record types and repeated measures were used to verify that patients were correctly categorized. Moreover, our iterative algorithm development process that included critical care experts further validates the phenotype results and aligns with lessons learned from previous phenotype validation studies [20,21].

Standards and Terminology

Our proposed phenotyping algorithm is easily interpreted. Future iterations, however, could be mapped to the Observational Medical Outcome Partnership Common Data Model, allowing for broad use of the phenotype algorithm across different data sources with minimal loss of granularity [22]. Mapping to the Common Data Model could, for example, improve scalability across datasets that may not contain the same terminologies as our dataset with minimal impact to cohort development overall [23,24]. The terminologies, vocabulary, and coding schemas associated with mapping to a standardized data model would then be used in the phenotype algorithm, thus removing potential barriers to widespread application.

Treatment records were the primary identifiers in our algorithm of mechanically ventilated patients, whereas International Classification of Diseases, Ninth Revision and current procedural terminology (CPT) codes could be used for identification of patients or auxiliary verification of correct invasive or noninvasive classification (when CPT codes exist and are present in the EHR). Because there are currently no International Classification of Diseases, Ninth Revision or CPT codes for HFNI, patients must be identified using our phenotype algorithm or a variation thereof.

Challenges with Noninvasive Ventilation Strategies

It is important to note the hierarchical representation seen in the data regarding NIV. The hierarchy of HFNI as a subcategory of NIV or NIPPV may not be an accurate representation in clinical practice. There is no CPT code for HFNI. Thus, there is no specific guidance relating HFNI to NIPPV in structured data and often no specific order in the EHR, which introduces profound difficulty in identifying and extracting this therapy.

While some clinicians may view HFNI as a lower-level therapy relative to NIPPV (and NIPPV as a lower-level therapy relative to intubation), others may consider HFNI and NIPPV as equal noninvasive strategies. In this phenotyping study, we considered both noninvasive strategies as equivalent alternatives. However, HFNI may be represented differently in other datasets and handled differently among clinicians. Further analysis could determine the proportion of patients treated with both HFNI and NIPPV as a progression in response to improving or worsening patient condition. Therefore, two more theoretical phenotypes exist consisting of patients that fail HFNI and are placed on NIPPV and vice versa. Using our algorithm, however, there were no patients that met those criteria due to the hierarchical structure of treatment records in our dataset.

Free-text record entries were an additional challenge specific to HFNI, namely those in nursing charts. Our dataset primarily consisted of structured data. Nurse chart records that were used for validation of HFNI consisted of sequences of records that ranged from broad to specific that described the record in detail. We filtered nurse charts by oxygen device to find HFNI patients. The next, more specific, entry in the nurse chart record, however, was a free-text entry rather than a predetermined menu selection. Consequently, “high-flow nasal insufflation” had 104 variations, including “HFNC,” “highflow n/c,” “optiflow,” and others, where “NC” generally referred to nasal cannula. This issue was exacerbated with data from ≥200 hospitals; however, the reasons for recording meaningful data are perhaps
misunderstood. Individual institutions could benefit from reiterating the importance of consistent recording through policies and standard operating procedures.

Our dataset is inherently limited in that not all hospitals have the same recording interfaces with remote ICU teams [25]. Consequently, patients may be unknowingly misclassified by our phenotyping method. While we account for patients with single erroneous records, data entry mistakes, which was seen to some extent in our validation cohort, would classify patients into incorrect phenotypes. Future iterations of the algorithm should include additional safeguards for correct classification such as inclusion of intubation-related medication timestamps in conjunction with treatment timestamps for further validation. Medications could be separated into pre-intubation, intra-intubation, and post-intubation medications to provide deeper insight into the specific event sequences and used in conjunction with lab and blood gas values. The timestamps associated with these more granular events could improve classification accuracy.

**Clinical Relevance**

Our algorithm was developed using a large dataset that included multiple hospitals and thousands of patients. In addition to implications to secondary analyses of EHR data, our algorithm could also serve as a tool for process and quality improvement studies in clinical practice to, for example, analyze and improve resource allocation and workflow in ICUs. However, the work needs validation using other datasets at a health system level (ie, inclusive of patients brought to the ICU to be intubated). The proportion of patients that began NIV prior to ICU admission need further investigation from a clinical viewpoint in order to segregate patients that were transferred to the ICU to be intubated. This would provide greater context to patients who experienced NIV failure, but it was not included in our phenotype algorithm. Rather, the underlying decision making behind intubation could be researched as its own topic using our approach as a tool for cohort development. In addition, patient readmissions to the ICU should be analyzed as a separate cohort, and changes to respiratory management strategy (NIV to invasive and vice versa) upon readmission also need to be investigated using the phenotype algorithm.

It is also interesting to note the disparities in patient characteristics across phenotypes (Table 1), particularly for APACHE severity scores. It is possible that demographics upon admission are influential factors for treatment path decision making. Factors such as age, severity, weight, and comorbidities, for example, may influence clinician decisions as to which patients are good candidates for noninvasive therapies over intubation, although, to our knowledge, defined candidate criteria do not exist widely across institutions.

**Conclusions**

Identifying therapy-based computable phenotypes for strategies to treat acute respiratory failure in patients admitted to the ICU is possible using this algorithm, and summary statistics are consistent with previous reports of outcomes in patients that fail noninvasive strategies [26,27]. These phenotypes provide a mechanism for large-scale analyses of factors associated with the risk of failure of NIV strategies — to identify modifiable targets for intervention to reduce those risks. Additionally, we have identified an urgent need for standardized terminologies for noninvasive strategies and record-keeping procedures across institutions.
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Abstract

As of May 2018, all relevant institutions within member countries of the European Economic Area are required to comply with the European General Data Protection Regulation (GDPR) or face significant fines. This regulation has also had a notable effect on the European Union (EU) candidate countries, which are undergoing the process of harmonizing their legislation with the EU as part of the accession process. The Republic of Serbia is an example of such a candidate country, and its 2018 Personal Data Protection Act mirrors the majority of provisions in the GDPR. This paper presents the impact of the GDPR on health data management and Serbia’s capability to conduct international health data research projects. Data protection incidents reported in Serbia are explored to identify common underlying causes using a novel taxonomy of contributing factors across aspects and health system levels. The GDPR has an extraterritorial application for the non-EU data controllers who process the data of EU citizens and residents, which mainly affects private practices used by medical tourists from the EU, public health care institutions frequented by foreigners, as well as expatriates, dual citizens, tourists, and other visitors. Serbia generally does not have well-established procedures to support international research collaborations around its health data. For smaller projects, contractual arrangements can be made with health data providers and their ethics committees. Even then, organizations that have not previously participated in similar ventures may require approval or support from health authorities. Extensive studies that involve multisite data typically require the support of central health system institutions and relevant research data aggregators or electronic health record vendors. The lack of a framework for preparation, anonymization, and assurance of privacy preservation forces researchers to rely heavily on local expertise and support. Given the current limitation and potential issues with the legislation, it remains to be seen whether the move toward the GDPR will be beneficial for the Serbian health system, medical research, protection of personal data and privacy rights, and research capacity. Although significant progress has been made so far, a strategic approach is needed at the national level to address insufficient resources in the area of data protection and develop the personal data protection environment further. This will also require a targeted educational effort among health workers and decision makers, aiming to improve awareness and develop skills and knowledge necessary for the workforce.
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**Introduction**

**Background**

The European General Data Protection Regulation (GDPR) 2016/679 [1] was established in April 2016, replacing the Data Protection Directive 95/46/EC and detailing the constraints around the processing of individuals’ personal data inside the European Economic Area. As of May 2018, all relevant institutions in the member countries have to comply with the GDPR or face significant fines. This regulation also has a notable effect on the European Union (EU) candidate countries, which are undergoing the process of harmonizing their legislature with the EU, as part of the accession process. The GDPR requirements also have a strong global impact, necessitating technological advances in data collection, sharing, and analysis and increasing economic interest in health data, thus bringing forward the need for new data-sharing policy frameworks [2].

The Republic of Serbia is an example of a country, which is not a member of the EU but where the GDPR is highly relevant. Serbia is moving toward full GDPR alignment through the new 2018 Personal Data Protection Act (PDPA18), which contains the majority (though not all) of the provisions of the GDPR, creating a specific regulatory environment in Serbia’s interactions with other EU countries, including its immediate neighbors. Given the duration of the EU accession process in Serbia and other candidate countries, namely, Northern Macedonia, Albania, Montenegro, and Turkey, this situation may continue for a prolonged period.

**Objectives**

This paper uses Serbia as an example to highlight the issues in the implementation of GDPR-aligned legislature in an EU candidate country and provides guidelines for any future adopters. As one of the very few low- and middle-income countries (LMICs) in Europe, Serbia is increasingly seen as an attractive ecosystem for LMIC implementation research projects, and this paper provides some recommendations for conducting such research in the local setting.

**Serbian Privacy Protection Landscape**

The 2013 Patients’ Rights Act, amended in 2019, explicitly stipulates that (1) all health workers and their associates shall safeguard the confidentiality of personal and health data; (2) particularly, sensitive data must be handled in a way that always ensures privacy and confidentiality; and (3) all health care institutions and other legal entities handling such data are obliged to establish and maintain appropriate security systems and measures. This act explicitly obliges the health care workers and others who process these data to preserve confidentiality unless consented by the patient or legal representative in writing or by a court decision.

The original 2008 Personal Data Protection Act (PDPA08) introduced the role of the Commissioner for Information of Public Importance and Personal Data Protection, who was put in charge of implementation monitoring and enforcement of the act. Numerous cases of data breaches or misuse of personal and health data have been reported, resulting in a series of relevant recommendations, warnings, and decisions [3]. The Commissioner’s interventions generally involved not only corrective actions but also fines and court filings, for example, the first fine for the unauthorized processing of personal data was for the illicit processing of health data. However, criminal convictions and sanctions by professional bodies, for example, the Medical Chamber of Serbia, have been rare. In 2018, 1452 data protection–related inspections were completed; in 956 cases, the warning or decision was followed; 16 cases produced requests for the initiation of misdemeanor proceedings; and in 6 cases, criminal complaints were filed [4]. Of 1450 initiated inspections, 63 were in health care organizations. From 2010 to 2018, the Commissioner submitted 39 criminal charges, which led to 2 prosecutions, resulting in one 6-month probation and one acquittal. The procedure for 18 criminal charges was still ongoing at the end of 2018. The situation with misdemeanor proceedings is far more favorable; during 2018, the Commissioner filed 19 requests and received 23 decisions of the misdemeanor courts, of which 18 were convictions. The sentences imposed have all been at the mandatory minimum.

As a comparison, the Personal Data Protection Agency in Bosnia and Herzegovina received 148 complaints and conducted 40 ex officio proceedings in 2018; of these, in 5 cases, measures related to health care institutions and health insurance were adopted, with two more measures in cases related to health data [5].

The main types of recurring incidents addressed by the Commissioner Office are as follows:

1. Incidents related to health documents in the form of paper and information visible in the premises of health care organizations [6,7]; In these cases, which formed the majority of reported incidents, the documents containing patients’ health status were kept at health premises in an unsafe manner or were even made available to visitors. In one instance, the information about the patient’s HIV status was attached to their bed [8].
2. Improper disposal and even reuse of paper with personal or medical data [9].
3. Improper disclosure of information on the health status of celebrities without proper consent [10,11].
4. Personal health data and records being leaked to the media to humiliate individuals for political purposes [12,13].
5. The case of the central Integrated Health Information System (IHIS) implemented by the Ministry of Health (MoH): Between 2016 and 2018, the Commissioner issued many opinions, warnings, recommendations, and conclusions on several technical and legal issues, such as serious failures in the protection of personal data that involved a high risk of unauthorized access and other large-scale rights abuse [14]. Most of these issues were resolved by 2018 [15], but the policy documents related to IHIS and handling of the data contained in it were not made public.
6. Misuse of health data for commercial and marketing purposes [16,17].
7. A patient mobile app for access to IHIS included direct marketing and profiling by the vendor in its terms of use.
and privacy policy [18]. There is no indication that such uses of the data from IHIS have occurred, but the terms of services for this app are currently empty and are missing for the corresponding Web app [19].

8. Passing information between different government institutions (police collected mental health diagnoses of people in some municipalities, in line with outdated regulations; they subsequently deleted them) [20].

9. Resolving contradictions in the law on whether police can collect health data about suspects and victims of crime or if such data can only be issued with a court warrant or with the authorization of the individual in question [21].

10. Unauthorized, excessive, or disproportionate collection of data within the health system. Some local National Health Insurance Fund (NHIF) offices collected medical documents and then deleted them, prompting the NHIF director to ban such practices [22,23].

11. A student health center collected data on students’ sexual orientation without prior authorization during regular health checkups; the data had to be deleted when the Commissioner intervened [24].

### Contributing Factors

The mentioned incident types were analyzed to identify the underlying causes (Table 1). Owing to a lack of suitable taxonomies for data protection–related incidents or behaviors in the health sector, a working classification based on existing taxonomies for telemedicine [25] and electronic health [26] is outlined to provide insight into possible causes and deficiencies. Classifications from two areas that are significantly dependent on trust, chronic obstructive pulmonary disease self-management [27] and shared decision-making [28], provided a blueprint that was further refined by observing four health system levels (patient, practitioner, organization, and system) and five aspects (attitude, information and communication, skills and tools, resources, and context). The resulting classification is given in **Textbox 1**.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Health system level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patient</td>
</tr>
<tr>
<td>Attitude</td>
<td>1, 11</td>
</tr>
<tr>
<td>Information and communication</td>
<td>1, 11</td>
</tr>
<tr>
<td>Skills and tools</td>
<td>1, 11</td>
</tr>
<tr>
<td>Resources</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Context</td>
<td>1, 11</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

The impact of the factors (Textbox 1) was considered for the incident types listed. Individual case types and factors were associated only if it was concluded that a change in the factor could prevent the related privacy or security events from occurring. The resulting impact matrix is given in Table 1. Opaque and cumulative relationships between factors and situations were not considered. For example, it would be beyond the scope of this paper to consider whether a change in attitude or skills of a large group of affected patients would result in a change in the orientation and priorities of health care providers or system-level decision makers.

The indicative associations can be used to draw some high-level conclusions, even without performing a full quantitative analysis of incidents. Distribution of data management problems across health system levels is broadly identical for all aspects (Table 1) and uniform at each level in terms of aspects (ranging from 23/122, 18.9% to 25/122, 20.5%). Although patient-related factors could affect the outcome in just a few situations (8/122, 6.6%), the impact of factors related to practitioners (21/122, 17.2%), health care organizations (44/122, 36.1%), and health system (49/122, 40.2%) is considerably greater. The impact of authority is even more evident if it is, for each situation type, checked whether the contributing factors at one level are matched with contributing factors of the same aspect at adjacent levels. Looking toward the level above, this occurs in 92% (67/73) of cases: the presence of an aspect is almost always matched by a corresponding aspect at the level immediately above. In the opposite direction, this correlation is only 58.8% (67/114). In other words, the contributing factors tend to chain up all the way to the system level.

Many health care organizations in Serbia do not have internal acts regulating data protection; some regulate the protection of personal data in their statutes or business ethics codes [29]. Although health professionals may have basic training in the use of their information technology (IT) systems, they are typically not trained in ethical awareness and protecting sensitive patient data. Most commonly, the protection and privacy rules related to the use of electronic health records (EHRs) are introduced upon vendors’ initiatives and with the involvement of health care organizations’ managers, or they are established after an incident or the Commissioner’s intervention.
Textbox 1. Factors that hinder or support data protection.

**Patient-level factors**
- Attitude: motivation, awareness, and trust in practitioners and system
- Information and communication: understanding and knowledge of rights, risks, roles of subjects, and pros and cons of implementing data sharing and privacy
- Skills and tools: the ability to control one’s health data and skills needed to act
- Resources: social and support networks
- Context: personal circumstances, socioeconomic context, and emotional and cognitive status

**Practitioner-level factors**
- Attitude: awareness, sensitivity, accountability, focus on patients, trust in the system, and openness to change
- Information and communication: understanding and knowledge of norms, practices, and data usage by the system
- Skills and tools: use of data and communication tools
- Resources: access to multidisciplinary support team and time for reflection
- Context: personal circumstances, fatigue, frustration, or resignation and professional habits

**Organizational factors**
- Attitude: organizational culture; managerial leadership, encouragement, and feedback; and organizational responsibility
- Information and communication: teamwork, effective communication, and coordination
- Skills and tools: procedures, workflows, and data management tools
- Resources: management competence and capacity and allocated time, staff, and other resources
- Context: priority relative to other aspects of care delivery, standard operating procedures, and management vulnerability

**System-level factors**
- Attitude: culture of health care delivery; leadership, encouragement, and feedback; and strategic orientation toward patient and population outcomes
- Information and communication: communicated values; education, materials, campaigns, and support for all levels
- Skills and tools: managed policies, legislation, standards, and guidelines; accreditation and certification criteria for health care organizations and information and communication technology vendors; professional education and licensing; sanctions; monitoring and reporting capabilities and instruments; consistency promotion and support
- Resources: governance capacity and competence and capacities of data protection and health system supervisory authorities
- Context: externally managed policies, legislation, standards, and guidelines; market; binding arrangements; and international alignment and harmonization

The Serbian IHIS is no exception to health data centralization initiatives in other countries, which have also faced controversies related to legal complications; project and data management; and communication, expectations management, and public perception [30].

It is noteworthy that, so far, there have been no reports of any large personal data leaks from the health system, despite a number of such breaches in other domains in Serbia, for example, the unauthorized release of personal data of more than 5 million citizens on the website of the Privatization Agency in 2014, which resulted in no convictions [31].

The NHIF has been an exception to this situation for years. After every Commissioner’s intervention, it promptly defined the corresponding privacy-related policies and codes of conduct and provided detailed answers to all requests and questions related to data protection [32]. Its employees are required to sign confidentiality agreements [29]. The NHIF has been establishing the capacity in this field along with the development of its infrastructure, systems, and services.

Given the highly centralized approach toward data protection imposed by the PDPA08, the Commissioner’s work has made a great impact on the attitude toward health data and the protection of personal data, in general, in Serbia. However, a lack of resources prevented the Commissioner from acting within their full capacity. It has been claimed that the Commissioner, with the available capacities, could not fully fulfill their mandate [4,29].

**Interaction With European Union Countries**

Owing to the close political, social, and economic links between the Balkan countries, some of which are full EU members, the GDPR also greatly impacts Serbian health care organizations in their everyday operations.
Along the borders with Serbia’s EU neighbors—Croatia, Hungary, Romania, and Bulgaria—many people have dual citizenship. There is a growing number of EU citizens who establish residence in Serbia, as it grows closer to the EU and becomes more attractive for living. More importantly, there are municipalities in Serbia with a significant population of expats who, after being granted EU residence permits or citizenships and ending the job in a new country, decide to spend a significant portion of their time back in Serbia. All such individuals are likely to receive regular primary care, specialist services, and perhaps even long-term care from public health care organizations. Incidentally or not, many municipalities with returning expats are located in South-Eastern Serbia along the Pan-European Transport Corridor X, which also brings some occasional patients. Health care organizations at such locations, similar to other organizations that regularly work with EU citizens, should assess the influx of EU citizens, become fully GDPR complaint, and have a data protection officer (DPO) and EU representative [33].

At the time of writing this paper, there is only one international health care organization operating in Serbia that is in a position to use its international data protection and GDPR expertise on the local market [34,35]. In addition, any larger local clinics and provider associations that target customers from the EU had to make preparations for GDPR compliance well in advance [36,37].

Implementation Challenges

Companies focused on the local market also need to align with the GDPR because of the changes in the Serbian law. However, this will be difficult even for the large entities in the public sector. Most of them will not be incentivized to establish a GDPR-compliant program, assess the current level of compliance, audit all personal data processed, and review their data protection policies. Many entities may also assume that the rules imposed by the PDPA18 are sufficient and will be unaware of the GDPR requirement to have an EU representative in case they have nonoccasional EU patients. Other GDPR requirements, such as maintaining data processing records, establishing breach procedures, nominating DPOs, or conducting privacy impact assessments where needed, are all covered by the PDPA18. As the DPO’s role often overlaps with existing executive functions, although data protection may go against other business objectives [38], these officers may, in addition to their internal mandate, rely on an external authority to fulfill their duties and lead organizations toward the new rules imposed by the law, which will inevitably have an impact on the current work process, comfort, and previously set goals.

Responsibilities of Data Protection Officers

Engaging a dedicated person to deal specifically with personal data will be increasingly difficult in the ongoing austerity situation where Serbian public health care organizations are pressured by the MoH and NHIF to reduce the nonmedical staff. This reflects the overall situation in Serbia, where many companies have no one to deal with personal data and its protection and where, in large systems, services are decentralized with some data stored on paper and some on company servers [39]. Public health care organizations will most likely try to transfer these responsibilities to the MoH or to extend their service contracts with the IT vendors and support contractors. Although central authorities and external contractors can be of help, it is ultimately the health service providers who need to take responsibility. One of the first things they must do is to improve their understanding of the data categories they process, invest in the right kind of technology to secure the information, and implement appropriate technical and organizational measures for data protection. With that in mind, the new DPOs will likely be primarily recruited from the current managerial staff, despite the need for specific skills and full-time engagement.

At the health care–provider level, similar issues were reported in some EU countries, where the GDPR transition process was described as slow and accompanied with insufficient training, problems in the nomination of DPOs, and a lack of awareness of fines [40].

At the national level, the new regulatory role of the Commissioner is about to change. Instead of being in charge of maintaining the registry of personal data collections, dealing with complaints, and, often, acting as the ruling and fining authority, its focus will shift toward support, interpretation, and overseeing reported breaches, as has been the case in the countries that have adopted the GDPR [38]. It will also more frequently assume the role of an involved party in court proceedings on data protection. In EU countries, on the introduction of GDPR, the national regulators were initially overwhelmed with 72-hour breach reports and requests for guidance on the GDPR [38]. As the Commissioner has been reportedly understaffed even to carry out the old legislation [4,29], it is reasonable to assume that they will face similar challenges again, particularly during the initial period of the PDPA18 implementation.

Transition to General Data Protection Regulation

The new PDPA, adopted in 2018, came into force in August 2019, replacing the PDPA08. The PDPA18 abolished the Central Personal Data Register, as the responsibility for keeping records of processing activities was fully transferred to data controllers. During the transition period, the controllers continued to have the obligation to submit the records on data processing to the Commissioner and to notify them on their intent to establish data processing, despite the abolition of the central register. In addition, although the PDPA08 required data processing to be based on either personal consent or some legal act mandating the processing of specific data content, the PDPA18 defines the lawfulness of processing in the same way as the GDPR.

As part of the wider process of harmonizing Serbia’s legislature with the EU, the PDPA18 has been modeled after the GDPR and is largely compliant with it. Conversely, its territorial application is extended to the processing of personal data of those domiciled or residing in Serbia if the controller or
processor is based in Serbia, or the processing is related to the provision of goods or services in Serbia, or data subject monitoring performed in Serbia, regardless of where the data processing is carried out. The PDPA18 introduces a more precise definition of personal data as well as the protection mechanisms and rights for individuals that correspond to those provided by the GDPR. It introduces the same technical and organizational personal data protection measures, the personal DPO role, the privacy impact assessment, and breach procedures. Finally, it regulates the transfer of personal data out of the country, following EU procedures for determining whether the destination country can ensure an adequate level of data protection.

Although the PDPA18 doubles the maximum penalty provisions compared with the PDPA08, bringing them into 50,000 to 2 million Serbian Dinar range (US $461.65 to US $18,464.32), these are still smaller than the penalties imposed by the GDPR, which may reach higher than 20 million € (US $2.2 million) or 4% of the global annual turnover. As a comparison, the fines that can be incurred to public authorities in Romania range from 2000 to 43,000,000 € (US $2280 to US $45,500) [41], which may yet be investigated by the European Commission as too low and discriminatory for other organizations [42]. This relatively low fine level may negatively impact the effective implementation of the PDPA18, in addition to all organizational, governance, juridical, and other challenges observed during the application of the PDPA08.

During the first year of GDPR in the EU, application fines have been imposed on several large corporations [38], with disproportionately fewer cases raised against small and medium–sized enterprises and health care organizations because of limitations in national regulators’ capacity. A similar situation may be expected in the initial stages of the PDPA18 application in Serbia. However, dealing with health and health care data is not only finable by both the PDPA and the Patients’ Rights Act but is also a criminal act punishable by up to 3 years in prison. Furthermore, while previously the Commissioner could issue fines, this responsibility now lies with courts, which have so far largely been issuing minimal fines, as described above.

Another controversial change is related to privacy restrictions stipulated in Article 23 of the GDPR. The corresponding article of the PDPA18, when it was publicly discussed at the end of 2017, stipulated that the related citizens’ rights and data protection obligations could be restricted by law only. In the adopted Act, by law only was omitted. The PDPA18 literally copies from the GDPR the reasons such as national and public security, defense, dealing with criminal offenses, or important objectives of general public interest, but the second paragraph of the article does not mention that the corresponding legislative measures shall contain specific narrowing provisions. Instead, it turns the required provisions into elements that must be taken into account, as appropriate, at the point of restriction of rights and obligations. Many people fear that this, accompanied by weak checks and balances, leaves room for the authorities and even companies to handle personal data in a way that would undermine citizens’ rights.

**Personal Data Protection Act, 2018: First Implementation Experiences**

The PDPA18 does not prescribe any specific conditions for DPOs in terms of education, expertise, skills, and experience in the field. Although PDPA18 replicates the parts of the EU Data Protection Directive 2016/680 [43] that complement the GDPR concerning the position of the DPO, Serbian DPOs are not supported with guidance and clarifications as provided in the EU guidelines [44]. To help organizations and DPOs, the Commissioner created a brief guide [45].

However, to perform their function, DPOs need to possess diverse and highly heterogeneous knowledge and relevant work experience. The nature of the work also requires DPOs to be at a part of top-level management. Some large organizations may be able to identify suitable individuals among the top rank and assign them the DPO role in an addition to their related duties, but this is not the case with the public health sector in Serbia, where the members of the management originate from health care professions. At the same time, the current austerity directives prohibit the employment of nonmedical staff.

In recognition of this situation, the Commissioner requested a 1-year deferral of the PDPA18 to September 2020 [46] to allow for additional time to build the capacity and raise awareness, and to allow the investments in IT and data security to bear fruit. In addition, the Commissioner has not been provided with the financial resources necessary for their new competences. Although the Serbian Commissioner, also in charge of information of public importance, has 78 employees [4], the Romanian Data Protection Authority has grown from 50 to 85 employees to be able to oversee the GDPR implementation [41].

One week after the beginning of the PDPA18 application, out of tens of thousands of controllers, only 192 registered their DPOs with the Commissioner [47]. It is yet to be seen how these organizations will deliver operational procedures and processes required or implied by the PDPA18. An analogous example can be found in Portugal, where of 57 surveyed clinics, 4 reported to be in compliance with the GDPR, but only 1 had actually designated a DPO [40].

Although the lack of information and skills in the GDPR countries was compensated by private sector companies, which started providing training, materials, legal consultancy, and certification, and even outsourcing DPOs, such services were launched in Serbia only after the PDPA18 application had been started in August 2019.

**Discussion**

**Data Protection Enforcement in Serbia**

Data protection culture in Serbia is relatively new and has been influenced by the PDPA08 and the work of the Commissioner. Now that GDPR alignment is in progress, past experiences are worthy of further consideration. The contributing factors that have been at work over the past decade are still of great influence. Moving to the PDPA18 emphasizes the roles of DPO, health care organizations’ management, and the courts. It is particularly worth to look back at the history of court verdicts
so far. Although all past health data breaches were relatively small, none were processed as criminal offenses. This could be attributed not only to Serbian courts' lenient policy in data protection matters but also to the reasoning that it is better to raise awareness and change privacy culture by dealing with incidents through inspection and public warnings than to doom the Commissioner’s mission by losing a few high-stake cases or triggering a coordinated political backlash. Given the decentralized approach of the GDPR and PDPA18, the course of data protection and related practices in Serbia will be increasingly affected by the attitude and capacity of courts and health care organizations.

Research Using Serbian Health Data

The use of cross-institutional data for scientific research in Serbia is currently limited. There are only two exceptions. One is public health and system-level data collection, as there are mechanisms in place that are used for population health surveillance by the Institute of Public Health as well as those established by the NHIF and MoH to track and monitor individual service provision and overall performance of the health care system. The other exception is data collected in clinical trials. Unfortunately, both have specific primary purposes and do not support flexible cross-institutional or posterior arrangements that would facilitate scientific research.

Except for clinical trials, the current legislation does not regulate the conditions for health data reuse in scientific research. Most health care organizations have ethics committees that monitor and analyze the application of ethical standards in the delivery of health services, approve and oversee clinical trials and scientific research, and manage the evaluation and introduction of new health technologies. However, their standard operating procedures are primarily tailored for clinical trials. It is, therefore, difficult to establish other types of research or multitier data collaborations unless they are conducted under the direct auspices of central institutions of the health system and rely on the data these institutions already aggregate regularly.

By following the GDPR, the new legislation details for the first time the application of pseudonymization and encryption of personal data in the processing of personal data. This also clarifies when data subjects need to be informed, exceptions in rights and purpose, and limitations concerning storage for scientific or historical research and statistics.

This partially bridges the gap between Serbian legislation and the needs of the research community. To further support health data research, still missing is a specific regulatory framework and codes of conduct in this area, including supervisory and advisory bodies that would safeguard data sharing, linkage, and use in scientific research. An impartial mechanism would ensure adequate pseudonymization, anonymization, and sufficient-level aggregation of used health data or linked health and other personal data from various sources, thereby preventing reidentification of individuals by linking with other available information. Such an entity could potentially be established within the National Open Data Initiative portal [48], which promotes the use of open data in sectors such as security, education, energy, governance, health, and environment. It provides access to datasets and an app program interface for data browsing, download, publication, and updating.

Except in the domain of clinical trials, as detailed above, Serbia does not currently have well-established procedures to support international research collaborations around data created in Serbian health care organizations.

In minor ventures, arrangements can be made with organizations’ management bodies and their ethics committees and then secured through contracts. Even then, small organizations that have not previously participated in similar ventures may require approval or support from health authorities. The operational aspects of data collection and processing could be addressed either by providing them with a custom data entry tool or by using the existing EHR system to get the historical data and to collect additional information. The latter approach typically requires the involvement of the EHR vendor, which can also anonymize or pseudonymize the data before they are handed over to researchers.

Extensive studies that involve multisite data typically require the support of central health system institutions, such as the MoH, NHIF, or the National Institute of Public Health, as well as any relevant research data aggregators and EHR vendors.

Owing to the lack of a framework for preparation, anonymization, and assurance of privacy preservation, researchers must rely heavily on local expertise and support.

Direct Impact of General Data Protection Regulation on Health Care

Serbia is a popular destination for medical tourism because of low prices, quality services, and geographical proximity [49]. The most popular specialties include dentistry and minimally invasive plastic and urogenital surgery, with gender reassignment being one of the areas where Serbia is particularly prominent [50]. There are also regular tourists from the EU, business visitors, and those in transit to and from member countries such as Greece, Bulgaria, and Turkey, which, similar to Serbia, are a country of origin for many EU citizens and residents.

The GDPR has an extraterritorial application for the non-EU data controllers who process the data of EU citizens and residents. This primarily affects Serbian private practices targeting EU citizens, although some visitors end up in public health care organizations.

At the time of collecting their data, EU patients must be informed clearly about many things, including which data are being collected, which organizations will see the data, and the use data will be put to. Although health care providers may rely on the explicit consent or contract to establish a lawful base for data processing, they also must make sure that all conditions and rights imposed by the GDPR are satisfied, while the ways they are implemented are practical and achievable with the patients. A particular challenge in this is to ensure adherence to the local legal reporting and audit obligations while staying within the expectations and comfort zone of international patients.
In addition to the standard GDPR requirements for EU entities, a company that is without an office in one of the EU member states but still providing products or services in the EU or systematically monitoring or collecting the data on the people from the EU must appoint a legal representative who is residing in the EU. Such a representative person or company is the main contact for any questions and concerns regarding data protection from any EU citizen or supervisory data protection authority. The only exception to the obligation of having a representative is if the processing of personal data only happens occasionally and is, therefore, unlikely to result in a risk to the rights and freedoms of natural persons. The term occasionally is ambiguous in this context. Although it is likely intended to refer to incidental patients visiting Serbia for nonmedical reasons or people in transit who are most likely to be injured in traffic accidents, should it also apply to people coming to Serbia to receive medical services? As such decisions are probably made based on information and marketing materials available in the EU and the service is offered in the EU, the service provider should establish an EU representative.

Impact on Relationships With European Union Countries

Owing to potentially huge GDPR penalties, the EU insurers and other companies in the health sector may decide not to cooperate with Serbian entities that do not comply with the regulation. Accordingly, health care organizations in Serbia must decide whether the cost of implementing the regulation is offset by the potential value of medical tourism from the EU. For small companies that are not directly soliciting business in the EU, the risk of becoming an enforcement target is small but still real, as such companies are currently most likely not to be fully GDPR compliant. Fortunately, the PDPA18 already requires compliance with most of the GDPR, except toward EU citizens and residents and concerning the EU representatives. This makes it much easier to comply with the GDPR once nationally mandated requirements are met.

The same applies to the additional requirements imposed by the individual EU member states, as the GDPR allows individual EU states to adopt separate rules that can be tougher than the basic GDPR norms. As far as Germany, the country of residence for many Serbian expatriates and a major economic partner, is concerned, the most relevant regulatory information for Serbia is the specifics of the German Federal Data Protection Act (Bundesdatenschutzgesetz). It has stricter rules on DPOs and defines damages that are not readily quantified in money, such as compensation for pain and suffering [51]. Even if these liabilities are not directly applicable to Serbian health care service providers, they may create substantial economic risks through German partners, such as insurers or providers of intermediary services.

One could argue that the safest short-term strategy for a health care provider in Serbia is to pass on all recorded health data to the foreign patient once the episode of care is over while keeping financial records that are required by law. This would reduce the long-term risks and emphasize the notion of occasional. However, such providers would still be processing sensitive personal data, and this would conflict with their standard operating procedures and local legislation. Finally, once Serbia joins the EU, such a practice would be against the EU Directive 2011/24 on Patients’ Rights in Cross-Border Health Care, the Regulation 910/2014 on Electronic Identification and Trust Services for Electronic Transactions in the Internal Market, and whatever comes as the follow-up of the European Commission Recommendation 2019/243 on a European EHR exchange format. The same cross-border interoperability mechanisms will have to be provided for Serbian citizens traveling abroad so that doctors from other EU countries can access their health records (and vice versa).

Storing Personal Data on Cloud Platforms

A shift toward the GDPR may have an unexpected side effect. In the legal system of the Republic of Serbia, there are no specific provisions regulating cloud computing services. Given the prescriptive nature of PDPA08 and sectoral laws related to health data, organizations were reluctant to adopt the software-as-a-service model and put their data on the cloud or hand them over to external service providers. This resulted in local IT deployments that created maintenance issues for the organizations and the vendors working with those organizations. The PDPA18 and the GDPR put a different angle on the relationship of data controllers and processors and often dogmatically debated issues of data ownership and stewardship. The PDPA18 has the potential to facilitate the adoption of novel technical solutions; however, organizations do require practical guidance, particularly for small health service providers that typically do not have the resources and expertise to develop related policies and procedures, establish partnerships, and lead on implementation.

Conclusions

Although Western European countries adopted their first laws on data protection during the 1970s, Serbia introduced the initial regulation in the area more than three decades later. Over the past 10 years, significant efforts have been made to compensate for this lag, culminating in the recent adoption of an act that is largely in line with the GDPR. The PDPA18 is radically changing the existing approach to data protection through the decentralization and sharing of responsibilities. However, Serbia, similar to Romania, the United Kingdom, and Spain [42], made a number of problematic derogations in its GDPR-Implementing legislation, which will need to be addressed during the EU accession process to raise the standard of data protection to an acceptable level.

The examples presented indicate that, in addition to the law, it is necessary to change the culture of data governance and introduce many systemic improvements. The established regulation, the work of the Commissioner, the extensive coverage of the topic by the media, and the growing awareness of individuals about the importance of personal information protection have all contributed to a significant improvement in Serbian data protection landscape.

The fines in the PDPA18 are relatively minor, particularly for large organizations. In addition, some organizations are concerned with whether they can meet all the requirements of the GDPR and may decide to risk the fines instead. More
importantly, health care organizations at all levels lack the necessary regulatory and sectoral governance capacity to supervise the transition, enforce the rules, and provide the needed support and assistance.

Serbia has embraced a comprehensive approach toward data protection introduced by the GDPR. This is in contrast to the vertical-limited approach of the US Health Insurance Portability and Accountability Act rules, which provide stronger sectoral downstream protection for health care providers and patients but lack sufficient upstream controls toward big data brokers [52]. With the Commissioner having a central role, the elements of cross-sectoral perspective were already introduced by the PDPA08. However, the vertically focused governance is likely to be adopted in the Serbian health sector, and the risks associated with sectoral enforcement and potential reduction in the influence of regulators, which was perceived as a potential threat in the United States [52].

Given the current limitation of its health and data governance systems and potential issues with the forthcoming legislation, it remains to be seen whether the move toward the GDPR will be beneficial for the Serbian health system and medical research in terms of the protection of personal data and privacy rights and research capacity. Although significant progress has been made so far, direct application of implementation methods designed for more advanced health data environments can be risky, but they could also stimulate the community to move forward.

Serbia needs a strategic approach at the national level, systematic elimination of problems arising from insufficient resources in the area of data protection, and further development of a modern personal data protection regulatory and institutional environment. This can only be achieved through a targeted educational effort among health workers and decision makers, aiming to improve awareness and develop the necessary skills and knowledge in the workforce.

Finally, to facilitate health data research projects on a large scale, a decentralized approach to data protection governance is needed, together with new bodies responsible for the development of policies and guidelines, and design and monitoring of improvement activities, possibly with a separate mandate dedicated to health care. It is particularly critical to design instruments that would stimulate and support institution managers and health care professionals in enhancing privacy and data protection. Only such an approach will ensure long-term sustainability and progress in this area.
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Abstract

Background: Health education emerged as an important intervention for improving the awareness and self-management abilities of chronic disease patients. The development of information technologies has changed the form of patient educational materials from traditional paper materials to electronic materials. To date, the amount of patient educational materials on the internet is tremendous, with variable quality, which makes it hard to identify the most valuable materials by individuals lacking medical backgrounds.

Objective: The aim of this study was to develop a health recommender system to provide appropriate educational materials for chronic disease patients in China and evaluate the effect of this system.

Methods: A knowledge-based recommender system was implemented using ontology and several natural language processing (NLP) techniques. The development process was divided into 3 stages. In stage 1, an ontology was constructed to describe patient characteristics contained in the data. In stage 2, an algorithm was designed and implemented to generate recommendations based on the ontology. Patient data and educational materials were mapped to the ontology and converted into vectors of the same length, and then recommendations were generated according to similarity between these vectors. In stage 3, the ontology and algorithm were incorporated into an mHealth system for practical use. Keyword extraction algorithms and pretrained word embeddings were used to preprocess educational materials. Three strategies were proposed to improve the performance of keyword extraction. System evaluation was based on a manually assembled test collection for 50 patients and 100 educational documents. Recommendation performance was assessed using the macro precision of top-ranked documents and the overall mean average precision (MAP).

Results: The constructed ontology contained 40 classes, 31 object properties, 67 data properties, and 32 individuals. A total of 80 SWRL rules were defined to implement the semantic logic of mapping patient original data to the ontology vector space. The recommender system was implemented as a separate Web service connected with patients’ smartphones. According to the evaluation results, our system can achieve a macro precision up to 0.970 for the top 1 recommendation and an overall MAP score up to 0.628.
Conclusions: This study demonstrated that a knowledge-based health recommender system has the potential to accurately recommend educational materials to chronic disease patients. Traditional NLP techniques combined with improvement strategies for specific language and domain proved to be effective for improving system performance. One direction for future work is to explore the effect of such systems from the perspective of patients in a practical setting.

KW: health education; ontology; natural language processing; chronic disease; recommender system

Related Work
In a health context, multiple methods from the computer science field have been applied to compute relevant recommendations. According to a review [22], two main approaches were used for HRSs. One is the information retrieval (IR) approach, in which the recommendations are generated based on a query that describes the user’s information interest. Another approach is the recommendation algorithm (RA) approach, which has been widely used in the context of online shopping and advertisement [28]. Unlike the IR approach that returns relevant results matching the user query, the RA approach generates personalized results tailored to the users’ potential needs or preferences.

Among different RA approaches [29], the most applied methods in HRSs are collaborative filtering, content-based, and knowledge-based methods [27]. The collaborative filtering method recommends to the active user the items that other users with similar preferences liked in the past [30]. One major drawback of collaborative filtering is the cold-start problem, referring to the problem that a new user who has not rated any items cannot receive recommendations (called new user problem) or a new item with too few ratings cannot be recommended (called new item problem). Compared with collaborative filtering, the content-based method solves the new item problem by recommending items with content-similar features as the user liked in the past. The similarity of items is calculated based on the features associated with the compared items [31]. The knowledge-based method can be viewed as an extension of the content-based method, by considering how items meet user preferences or needs based on domain knowledge, instead of user ratings [32]. Ontologies are often used for knowledge representation in the knowledge-based method [33].

Compared with collaborative filtering and the traditional content-based method, the knowledge-based method is considered more appropriate in the context of e-learning. In e-learning environments, different learners have different characteristics such as background knowledge, learning history, and competence level; therefore, even if two learners have similar ratings, they will require different recommendations if their characteristics are not the same [34]. Conventional RAs such as collaborative filtering and content-based methods recommend items to users based solely on ratings, while the knowledge-based method can personalize user profiles to match the user characteristics through knowledge models such as ontologies [35]. The aggregation of domain knowledge about the learner and learning resources has been proven to improve the quality of recommendations, meanwhile alleviating other
conventional drawbacks such as cold-start and rating sparsity problems [36]. Since patient self-learning based on electronic materials can be considered as a kind of e-learning, a knowledge-based HRS may be a better choice to incorporate additional information about patients for recommendation.

Several studies have explored the feasibility of an HRS for recommending patient educational materials. Kandula et al [20] used the IR approach to recommend relevant educational materials to diabetic patients. They applied the topic modeling method (latent Dirichlet allocation) to identify and match topics between educational materials and patients’ electronic medical records. Zeng et al [37] also adopted the IR approach to recommend educational materials for diabetic patients. Instead of inferring patients’ needs from electronic medical record notes, they constructed patients’ questions on the forum as a query and then compared two algorithms (latent Dirichlet allocation and semantic group). Sanchez et al [25] built a content-based recommender system that links patients to reputable health educational websites from MedlinePlus for a given health video from YouTube. They used the BioPortal application programming interface (API) to extract Systematized Nomenclature of Medicine–Clinical Terms (SNOMED-CT) terms from videos viewed by patients, and then used the MedlinePlus API to provide relevant MedlinePlus recommendations based on these terms. In their subsequent work [38], they introduced natural language processing (NLP) techniques to extract SNOMED-CT terms from video content, and then added the Bio-ontology API to improve the results for obtaining synonymous MedlinePlus terms. Wang et al [21] implemented a cloud-based mobile health information recommendation system that included a collaborative recommender and a physiological indicator-based recommender. These studies proved that HRSs have the potential to provide personalized education for patients using different information technologies. However, to the best of our knowledge, no studies to date have formally concentrated on a knowledge-based HRS for chronic disease patient education. Moreover, most of the materials are in English; no studies have provided the feasibility evidence of recommending materials in Chinese.

**Objectives**

Here we propose a knowledge-based HRS that recommends relevant educational materials to chronic disease patients according to their health data. The materials are limited to Chinese documents, and several NLP techniques will be used to preprocess the text-based materials. Further, this study explores the effect of the system through a pilot evaluation based on a manually annotated test collection.

**Methods**

**Study Design**

In this study, we had a corpus of patient educational materials retrieved from multiple sources and a data set of patients collected from a telehealth system. The task of this study was to design and implement an automated recommender system that can discover patients’ potential needs from their health data, and then recommend the most relevant educational materials to them. In addition, we needed to design an assessment method to evaluate system performance.

The study was designed based on these tasks. Figure 1 illustrates the overall study design. The complete recommendation process is presented in the dotted box. The core of the recommendation process is a custom ontology called Chronic Disease Patient Education Ontology (CDPEO), which describes patient characteristics for recommendation generation. Patient data and educational materials will be converted to vectors through CDPEO. Patient vectors and text vectors will have the same length, and the final recommendation results will be generated based on the similarity between these vectors. Patient data will be converted through a rule-based approach (blue arrows in Figure 1), while educational materials will be converted through an NLP-based approach (red arrows in Figure 1). System evaluation will be conducted based on a test collection of educational materials manually assembled by domain experts (black arrows in Figure 1).
Data Collection

Patient educational materials used in this study came from multiple sources including websites, guidelines, and books, which have been reviewed and approved by several physicians (see Multimedia Appendix 1 for further information). We retrieved 88,746 documents in Chinese from these sources. Among these documents, 511 were manually extracted in the form of plain text from the guidelines or books, while the others were crawled from the websites and transformed into plain text using a Python software library called Beautiful Soup. Patient data used in this study came from a telehealth system, which is a pathway-driven mobile health (mHealth) system for chronic disease management. The system aims to provide comprehensive self-management support for patients and executable intervention plans for care providers [39,40]. Currently, more than 5000 patients are using this system in Ningxia and Zhejiang provinces. We randomly selected 50 patients and collected their data to develop and test our recommender system. Data included demographics, laboratory test results, disease histories, self-monitoring records, and questionnaire results.

Informed Consent and Ethical Consideration

Patients registered in the telehealth system have signed informed consent forms for accessing and using their privacy data. The domain experts signed informed consent forms as well. All procedures were performed in accordance with the ethical guidelines for biomedical research involving human subjects at Ningxia Medical University.

System Development Steps

Overview

The development process of the system can be divided into 3 stages. In stage 1, we constructed an ontology (CDPEO) for patient education mainly based on the collected data and materials. In stage 2, we designed and implemented an algorithm to generate the recommendations based on the ontology. In stage 3, we integrated the ontology and the algorithm into our mHealth system for practical use.

Stage 1: Ontology Construction

The construction of CDPEO followed a widely used ontology engineering methodology [41], as shown in Figure 2. First, we defined the domain and scope of CDPEO by sketching a list of questions the ontology should be able to answer. This method is called competency questions [42]. Through this step, we confirmed that CDPEO will be used as a reference model for the representation of patient data and educational materials, and the intended output of CDPEO is a comprehensive label set for patient education. Second, we searched for reusable existing ontologies on BioPortal (a Web repository of biomedical ontologies) using keywords “hypertension,” “diabetes,” “chronic disease,” and “patient education.” A total of 9 ontologies were screened. However, due to the specific domain of our ontology,
classes and properties defined in the existing ontologies could hardly be refined for our particular task. Therefore, we created CDPEO from scratch. Third, we collected all terminologies that might be used in the ontology. These terms were mainly collected from educational materials and patient data records. We selected terms able to describe patient characteristics or material topics, as well as concepts that might be involved in the recommendation process. All terms were originally in Chinese, translated into English for ontology construction. After applying this step, we obtained a relatively comprehensive term list with 54 terms. The term list was reviewed by the physicians as well. The detailed outputs of these 3 steps can be found in Multimedia Appendix 2.

Fourth, based on the term list, we defined the classes and the class hierarchy of CDPEO through a top-down approach, which started with defining the most general concepts in the domain and subsequently specializing the concepts. CDPEO was built in two main levels of abstraction. Level 1 included 5 terms (demographic, disease, physiological index, lifestyle, and medication) that described characteristics contained in patient data. Level 2 included the detailed elements for each of the level 1 classes. Fifth, we defined the properties of classes based on the remaining terms to describe the internal structure of concepts. The properties consisted of two types: object properties and data properties. Object properties are relations between two individuals (ie, instances of classes), while data properties describe relations between an individual and a data value.

Sixth, we defined property restrictions to complete the precise semantics of the classes. These restrictions were represented as a set of axioms including property and individual axioms. Individual axioms described anonymous classes of individuals based on the relations that members of the class participate in. Seventh, we created individual instances of classes in the hierarchy. CDPEO was instantiated by the patient data. We defined a class called patient profile in the top level to be the core component of the instances. The characteristic instances were created and bound to the patient profile instance. Finally, we used the Semantic Web Rule Language (SWRL) [43] to encode rules for complex inferences, for example, generating a new property of an instance. SWRL is based on rule markup language and compatible with the W3C Web Ontology Language (OWL) [43]. In CDPEO, the SWRL rules were defined to evaluate the patient data and generate a fixed-length vector (33-dimensional) for recommendation generation.

Figure 2. Chronic Disease Patient Education Ontology construction steps.

Stage 2: Recommendation Generation

Based on the constructed ontology, we designed and implemented an algorithm to automatically generate recommendations of educational materials given patient data. The core idea of the algorithm was mapping patient data and educational materials to an identical vector space. The vector space came from the ontology, containing 33 terms that can describe patient data characteristics and document topics. The complete recommendation generation steps are shown in Figure 3.

For patient data, we used SWRL rules to infer the item values of the vector. The values were in the range of 0 to 3, which indicated the severity of the corresponding term. For example, in the vector space existed a term called blood pressure (BP), whose value was inferred based on the latest self-monitoring record of the patient. If the BP record was below 140/90 mm Hg, then the item value would be 0, otherwise the value would be 1, 2, or 3 based on the severity of the BP record (3 means the worst). All reasoning procedures were completed by the SWRL rules, and the results were saved as data properties of the corresponding patient profile instance.

For educational materials, we applied an NLP-based approach to map documents to the vector space. First, we summarized the topic of each document by keywords. In this study, we used 2 famous statistical algorithms, term frequency–inverse document frequency (TF-IDF) [44] and TextRank [45], to extract keywords from educational materials. In TF-IDF, the IDF scores were calculated from the educational material corpus; in TextRank, undirected graphs for a co-occurrence window of 2 were used. Five keywords were extracted for each document. Furthermore, three strategies were introduced to improve extraction performance specifically for Chinese educational materials: weight assignment, compound word identification, and synonym elimination. Table 1 summarizes these strategies, with a description of each strategy and its effects. A simple example of each strategy for intuitive interpretation can be found in Multimedia Appendix 3.

In weight assignment, we set an additional weight value for some words based on the observation of the corpus. We
observed that for patient educational materials in Chinese, title words and nouns were more likely to be the keywords while verbs were less likely to be the keywords. When performing keyword extraction, a weight greater than 1 could improve the likelihood of being the keyword while a weight less than 1 could reduce the likelihood. Consequently, weights of 3, 1.2, and 0.8 were assigned to title words, nouns, and verbs, respectively, by the investigators based on multiple experiments.

In compound word identification, we aimed to identify compound words in patient educational materials. For Chinese documents, sentences need to be segmented into pieces of words, since all words are organized together without blanks in Chinese sentences. We observed that for patient educational materials in Chinese, a compound word was often segmented into separate atom words by the word segmentation algorithm. However, a compound word usually contains more information than a single atom word, and thus is more appropriate for being the keyword. To solve this problem, we designed several filter conditions to identify all compound words in educational materials before word segmentation, and then generated a user-defined dictionary of compound words to customize word segmentation. The filter conditions included co-occurrence frequency, part-of-speech tag for each atom word, and arrangement of atom words.

In synonym elimination, we aimed to eliminate synonyms in the extracted keywords. Synonyms here refer to words composed with similar Chinese characters. We noticed that after introducing compound word identification, synonyms appeared more frequently in keyword extraction. To eliminate these synonyms, we converted each keyword candidate into a one-hot vector based on its character composition. The cosine similarity between each keyword was then calculated to determine if these keywords belong to synonyms. For the identified synonym pair, the longer one was retained while the shorter one was eliminated, since in Chinese longer synonyms usually contain the information in shorter synonyms.

Second, the extracted keywords were mapped to the ontology vector space to generate the text vector based on cosine similarity between keywords and vector items. Similarity was calculated based on a pretrained word embedding of each keyword and vector item. In this study, we used the classic Word2Vec model to obtain statistic embedding vectors for each word [46,47]. The model architecture used was the continuous bag-of-words architecture with a window size of 5, and the training algorithm was the negative sampling method. The training corpus was the collected 88,746 documents concerned with patient education. The item value of the text vector was calculated by the sum of a subset of similarity values between the corresponding item and all keywords. Figure 4 shows the concrete calculation process, in which $T_j$ corresponds to the $j$-th item of the text vector, $n$ corresponds to the dimension of the pretrained word embeddings (in this study, $n=200$), threshold corresponds to a value between 0 and 1 (in this study, threshold=0.5).

Given the patient vectors and text vectors, we calculated the inner product of each vector pair to indicate the correlation between patient data and educational materials. The inner product can be interpreted as a nonnormalized cosine similarity that considers the similarity of vectors in both direction and magnitude, as shown in Figure 5, where $n$ corresponds to the dimension of the vector (in this study, $n=33$). Larger inner products indicate stronger correlation. Recommendations for a specific patient were generated based on the inner products between the corresponding patient vector and text vectors.

**Figure 3.** Recommendation generation steps.
Table 1. Summary of the three strategies for improving keyword extraction performance.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Description</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight assignment</td>
<td>Assign weight of 3, 1.2, and 0.8 to title words, nouns, and verbs, respectively, when performing keyword extraction.</td>
<td>Nouns and title words will be more likely to be keywords, and verbs are less likely to be keywords.</td>
</tr>
<tr>
<td>Compound word identification</td>
<td>Use several filter conditions to generate user-defined dictionary of compound words in educational materials for word segmentation.</td>
<td>Compound words that meet filter conditions will be identified and are more likely to be the keywords than atom words.</td>
</tr>
<tr>
<td>Synonym elimination</td>
<td>Remove shorter keywords with similar Chinese characters based on cosine similarity between their character compositions.</td>
<td>Two or more keyword candidates with similar character composition will be merged into one keyword to avoid redundancy.</td>
</tr>
</tbody>
</table>

Figure 4. Concrete calculation process of the text vector.

\[
\begin{align*}
K^{(i)} & \quad \text{Word embedding vector of the keyword, } i = 1, 2, \ldots, 5 \text{ for one document} \\
V^{(j)} & \quad \text{Word embedding vector of the ontology vector item, } j = 1, 2, \ldots, 33 \\
S_{ij} & \quad \cos(\theta) = \frac{K^{(i)} \cdot V^{(j)}}{|K^{(i)}||V^{(j)}|} = \frac{\sum_{m=1}^{5} k_m^{(i)} v_m^{(j)}}{\sqrt{\sum_{m=1}^{5} (k_m^{(i)})^2} \sqrt{\sum_{m=1}^{33} (v_m^{(j)})^2}} \\
S_{ij} & \quad \begin{cases} 
S_{ij} & \text{if } S_{ij} \geq \text{threshold} \\
0 & \text{otherwise, } S_{ij} < \text{threshold} 
\end{cases} \\
T_j & \quad \sum_i S_{ij} \\
\end{align*}
\]

Figure 5. Inner product of the patient vector and text vector.

\[
\begin{align*}
P & \quad \text{The patient vector} \\
T & \quad \text{The text vector} \\
\text{Inner product} & \quad P \cdot T = \sum_{i=1}^{n} p_i t_i 
\end{align*}
\]

Stage 3: mHealth Implementation

In this stage, we incorporated the recommender system (including the ontology and the algorithm) into our mHealth system for practical use. The entire recommender system was implemented as a Web service connected with the mobile app. For each patient, the service will calculate the specific patient vector and text vectors of documents that have not been provided to the patient, and then calculate the inner products between the patient and text vectors. For the recommendation, to reduce computation, we adopted a thresholding method: if the inner product is greater than a certain threshold, then the corresponding document will be considered to be relevant to the patient. The relevant documents will be added to a recommendation queue, pushed to the patient’s smartphone regularly. In addition, one other thing to note is that documents prohibited for reproduction will only be used for training and not be provided to patients.

Development Tools

Development and evaluation of the system were performed on an iMac (21.5-inch) with an Intel Core i7-5775R CPU 3.3 GHz, with 16 GB main memory running on macOS Mojave 10.14.6. We used the Protégé 5.5.0 open source ontology editor to develop the ontology in OWL2 standard format. The Pellet reasoner was used to enable SWRL reasoning under Protégé. The algorithm for recommendation generation was implemented using Python 3.6 (for source code see Wang and Huang [48]). Several Python libraries have been imported to process the materials: for material retrieval, the BeautifulSoup library (version 4.4.0) was adopted to pull data out of HTML files and transform it into plain text; for keyword extraction, the Jieba library (version 0.39) was adopted for Chinese text segmentation; and for pretrained word embeddings, the Gensim library (version 3.8.1) [49] was adopted to train the Word2Vec model. The Web service was developed under the Flask framework (a lightweight Web app framework for Python), in which the OWLready2 library (version 0.23) [50] was used to manipulate the OWL2 ontology. System evaluation was conducted using Python 3.6.

System Evaluation

Test Collection Assembly

To evaluate system performance, we invited 2 domain experts to assist in assembling a test collection of educational materials. These domain experts are case managers from the General Hospital of Ningxia Medical University. Their daily work is conducting follow-ups on chronic disease patients and providing health education for these patients. Considering the time cost of manual annotation, based on a study in this field [37], 100 educational documents were randomly selected from the corpus to compose the test collection. The system performance evaluation was divided into two parts: evaluation of keyword extraction performance and evaluation of recommendation performance.

Evaluation of Keyword Extraction Performance

We asked one expert to extract 5 keywords from each document in the test collection (the other expert reviewed the results). The keywords must have explicitly appeared in the text. We then compared the automatically extracted keywords by the algorithms with the manual extraction results. The evaluation metric was the precision of automatic extraction for the entire
test collection, inspired by the evaluation method of TextRank [45], as shown in Figure 6. In this study, since the extracted word counts of manual annotation and algorithms are identical, precision equals recall—the fraction of correctly extracted keywords by algorithms out of the total correct keywords (N=500).

Figure 6. Evaluation metrics of keyword extraction performance.

\[
\text{precision} = \frac{|\text{correct keywords} \cap \text{extracted keywords by algorithms}|}{|\text{extracted keywords by algorithms}|} = \frac{|\text{correct keywords in automatic extraction}|}{500}
\]

**Evaluation of Recommendation Performance**

We asked another expert to assign a recommendation score to each document in the test collection for each patient, inspired by Zeng et al [37]. The other expert reviewed the results. For the pairing of patient data \(p\) and educational material document \(d\), the expert assigned a score in the range of 0 to 2 to indicate if \(d\) was appropriate to recommend to \(p\), where 0 indicated no need, 1 partial need, and 2 most need. According to the inner products between the patient vector and text vectors, a ranked sequence of the test collection was returned by the system for each patient. System performance was evaluated based on the precision of top \(k\) retrieved documents, as shown in Figure 7, where a partial need document was counted as 0.5. Since different patients have different precisions at \(k\), we used the macro precision and the overall mean average precision (MAP) to evaluate the system performance, as shown in Figure 7, where \(m\) corresponds to the total number of patients (\(m=50\)), \(n\) corresponds to the total number of retrieved documents (\(n=100\)), \((P @ k)\) corresponds to the precision at \(k\) for patient \(i\), \(\text{rel}(k)\) is an indicator function equaling 1 if the item at rank \(k\) is a relevant document, zero otherwise (for patient \(i\)).

Figure 7. Evaluation metrics of recommendation performance.

\[
P @ k = \frac{|\text{relevant documents} \cap \{\text{top-k retrieved documents}\}|}{|\text{top-k retrieved documents}|} = \frac{|\text{relevant documents in top-k retrieved documents}|}{k}
\]

\[
\text{Macro-P @ k} = \frac{1}{m} \sum_{i=1}^{m} (P @ k), \\
\text{MAP} = \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{n} \{(P @ k) \times \text{rel}(k)}\frac{1}{|\text{relevant documents}|}
\]

**Results**

**Overall Statistics**

**Patient Statistics**

Table 2 shows a summary of the collected patient data. The patients were 50 adults with an average age of 57 years. Their characteristics were divided into 5 categories: demographics, disease history, laboratory tests, self-monitoring, and questionnaires. Among these categories, demographic data, disease history data, and laboratory test data came from the patients’ corresponding electronic health records, while questionnaire and self-monitoring data came from the patients’ daily use records of the system. For self-monitoring data, we extracted the most recent week’s records for each patient (by the end of July 2019). For questionnaire data, the 9-item Patient Health Questionnaire [51] and International Physical Activity Questionnaire [52] were used to assess the depression level and physical activity level of patients, respectively. We extracted the latest record of each patient’s questionnaire data. In recommendation generation, all the patient data were mapped to the ontology vector space with a severity level ranging from 0 to 3.
Table 2. Patient characteristics from the collected data (n=50).

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Male</td>
<td>27 (54)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>57 (0.57)</td>
</tr>
<tr>
<td><strong>Body mass index (kg/m(^2)), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal(^a)</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Overweight</td>
<td>34 (68)</td>
</tr>
<tr>
<td><strong>Pregnancy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Pregnant</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nonpregnant</td>
<td>50 (100)</td>
</tr>
<tr>
<td><strong>Disease history, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>50 (100)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Stroke</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Other diseases</td>
<td>17 (34)</td>
</tr>
<tr>
<td><strong>Laboratory test, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Blood glucose (normal)(^b)</td>
<td>36 (72)</td>
</tr>
<tr>
<td>Total cholesterol (normal)(^c)</td>
<td>36 (72)</td>
</tr>
<tr>
<td>Triglyceride (normal)(^d)</td>
<td>29 (58)</td>
</tr>
<tr>
<td>High density lipoprotein (normal)(^e)</td>
<td>43 (86)</td>
</tr>
<tr>
<td>Low density lipoprotein (normal)(^f)</td>
<td>40 (80)</td>
</tr>
<tr>
<td>Uric acid (normal)(^g)</td>
<td>39 (78)</td>
</tr>
<tr>
<td><strong>Self-monitoring data, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td></td>
</tr>
<tr>
<td>Normal(^h)</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Abnormal</td>
<td>27 (54)</td>
</tr>
<tr>
<td>Smoking and drinking</td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Drinking</td>
<td>9 (18)</td>
</tr>
<tr>
<td><strong>Diet</strong></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>19 (38)</td>
</tr>
<tr>
<td>Medium</td>
<td>27 (54)</td>
</tr>
<tr>
<td>Poor</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
</tr>
<tr>
<td>Antihypertensive drugs</td>
<td>50 (100)</td>
</tr>
<tr>
<td>Hypoglycemic drugs</td>
<td>3 (6)</td>
</tr>
</tbody>
</table>
Patient characteristics | Value
---|---
Hypolipidemic drugs | 12 (24)

Questionnaire, n (%)

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-item Patient Health Questionnaire</td>
<td></td>
</tr>
<tr>
<td>Minimal depression</td>
<td>33 (66)</td>
</tr>
<tr>
<td>Mild depression</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Moderate depression</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Moderately severe depression</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Severe depression</td>
<td>0 (0)</td>
</tr>
<tr>
<td>International Physical Activity Questionnaire</td>
<td></td>
</tr>
<tr>
<td>High physical activity level</td>
<td>18 (36)</td>
</tr>
<tr>
<td>Moderate physical activity level</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Low physical activity level</td>
<td>9 (18)</td>
</tr>
</tbody>
</table>

aReference range of body mass index: 18.5-23.9 kg/m² for Chinese patients.
bReference range of blood glucose: 3.9-6.1 mmol/L.
cReference range of total cholesterol: 2.9-5.2 mmol/L.
dReference range of triglyceride: 0.56-1.70 mmol/L.
eReference range of high density lipoprotein: 1.20-1.68 mmol/L.
fReference range of low density lipoprotein: 2.07-3.12 mmol/L.
gReference range of uric acid: 149-416 μmol/L (for men under 60), 89-357 μmol/L (for women under 60), 250-476 μmol/L (for men over 60), 190-434 μmol/L (for women over 60).
hReference range of blood pressure: 90-119 mm Hg for systolic BP, 60-79 mm Hg for diastolic BP.

**Material Statistics**

Table 3 shows an overview of the entire corpus (88,746 documents) and the test collection (100 documents). The mean document length (word count) was 490 (SD 387) and 719 (SD 462) for the corpus and the test collection, respectively. The unique word count in the entire corpus was 270,591 with 10,707 in the test collection. Figure 8 shows the topic distribution of the test collection, in which we counted the number of documents related to each term in the ontology vector space based on the mapping method mentioned in stage 2. Among the 33 terms, hypertension, diabetes, diet, blood glucose, and antihypertensive drug were the most common topics discussed by educational materials in the test collection.

### Table 3. Overview of the entire corpus and the test collection.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Number</th>
<th>Total word count</th>
<th>Word count, mean (SD)</th>
<th>Unique word count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire corpus</td>
<td>88,746</td>
<td>40,797,062</td>
<td>490 (387)</td>
<td>270,591</td>
</tr>
<tr>
<td>Test collection</td>
<td>100</td>
<td>71,905</td>
<td>719 (462)</td>
<td>10,707</td>
</tr>
</tbody>
</table>
System Development Results

Stage 1: Ontology Construction

The current version of CDPEO contained 40 classes, 31 object properties, 67 data properties, and 32 individuals (see Multimedia Appendix 4 for the detailed ontology nonzero metrics). As mentioned before, CDPEO mainly consisted of two levels: 5 terms that described patient characteristics (level 1) and the detailed elements for each term (level 2). The patient profile class was used to generate the instance of patient data, using object properties to connect to specific characteristic instances. These properties were also described as a set of universal restrictions to specify the complete semantics. All specific characteristic instances contained one or more data properties to describe the concrete value of that characteristic. For example, for blood pressure, the data property connected to two double-type values representing systolic and diastolic BP; while for smoking, the data property connected to an integer type value that describes the daily cigarette count of the patient.

Figure 9 shows the class diagram of CDPEO’s main core. We have not added all the classes and properties in order to keep the figure simple. CDPEO is publicly available and can be freely downloaded from BioPortal [53].

The 33-dimensional ontology vector space was generated from the level 2 classes, in which each dimension corresponds to a term describing patient characteristics and document topics (originally in Chinese), as shown in Figure 8. A total of 80 SWRL rules were defined to implement the semantic logic of mapping patient original data to the ontology vector space. The complete SWRL list can be found in Multimedia Appendix 4 as well.
Stage 2: Recommendation Generation

The patient vectors were generated by the SWRL rules. In CDPEO, the 33 vector items corresponded to 33 data properties, each with a prefix of vectorItem. The general reasoning procedures of the SWRL rules are as follows: first, the rules took the patient profile instance and the connected characteristic instances (including the specific data values) as inputs and calculated the values of the vector items by using the built-in attributes to perform the logic judgment; second, the rules connected the item values to the patient profile instance via the data properties prefixed with vectorItem.

The text vectors were generated based on the keywords of each document and the Word2Vec embeddings. The keyword extraction performance was evaluated in the next section. The pretrained embedding for each word in the corpus was a 200-dimensional vector. To intuitively evaluate the performance of the Word2Vec model, we extracted the embeddings of the 33 terms in the ontology vector space, and then visualized them in a 2-dimensional space using principal component analysis [54,55]. As shown in Figure 10, terms with similar meanings tended to have embeddings with similar directions (eg, male and female), which proves that the pretrained Word2Vec embeddings were able to capture the semantic meanings behind the words. Therefore, we used the Word2Vec embeddings to map the extracted keywords to the ontology vector space.

To better understand the entire recommendation generation process, we selected one patient from the 50 and one document from the test collection to perform a simple case study. Figure 11 shows the complete scenario. The detailed description of this case study can be found in Multimedia Appendix 5.
Figure 10. Word2Vec embedding visualization of the 33 ontology vector items.
Stage 3: mHealth Implementation

The recommender system was implemented as a part of our mHealth system [39]. Figure 12 shows the structure of the system. We designed the recommender system as a separate service, interacting with the app via RESTful APIs [56]. As mentioned before, the recommendations were first generated based on a certain threshold, and then added to a recommendation queue waiting to be pushed. In practice, the threshold is configurable, which means care providers can adjust the threshold value based on the actual effect. Considering the sparsity of the vectors, the initial threshold value was relatively small ($v=2$). The system will push the relevant documents to patients’ smartphones every day according to the recommendation queue, and update the patient and text vectors to add new relevant documents to the queue. Recommendations will be displayed in the Health Education functional module of the app.

System Evaluation

Evaluation of Keyword Extraction Performance

We extracted 5 keywords for each document in the test collection automatically using 4 different algorithms. The 4 different algorithms were the original TF-IDF and TextRank methods, as well as the modified versions of them with our proposed 3 strategies. The evaluation results are shown in Table 4. Among the 4 algorithms, the improved TextRank achieved the best overall precision of 53.2% (266/500), while the
improved TF-IDF achieved the worst overall precision of 26.6% (133/500).

Table 4. Results for automatic keyword extraction using different algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Automatic extraction</th>
<th>Correct keywords</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Mean</td>
<td>Total</td>
</tr>
<tr>
<td>Improved TextRank</td>
<td>500</td>
<td>5</td>
<td>266</td>
</tr>
<tr>
<td>Original TextRank</td>
<td>500</td>
<td>5</td>
<td>151</td>
</tr>
<tr>
<td>Improved TF-IDF</td>
<td>500</td>
<td>5</td>
<td>133</td>
</tr>
<tr>
<td>Original TF-IDF</td>
<td>500</td>
<td>5</td>
<td>206</td>
</tr>
</tbody>
</table>

aTF-IDF: term frequency–inverse document frequency.

Evaluation of Recommendation Performance

Based on patient data and extracted keywords for each document in the test collection, we calculated the inner products for each patient-document pair and generated the top k recommendations. System performance with different extracted keywords is presented in Table 5 and Figure 13. The average number of manually annotated appropriate documents for each patient was 41 out of 100, which can be considered as the macro precision for a random recommendation (the dotted red line in Figure 13).

Among the 5 methods, the improved TF-IDF achieved the highest macro precision (0.970) at the top 1 recommendation. From the curve, the TF-IDF methods (original and improved version) outperformed the TextRank methods, especially at top 1 to 10 recommendations. The manual annotated keywords had a medium performance at top 1 to 15 recommendations, compared with other methods. As the number of recommendations increases, the performances of each method tended to be closer. For the overall MAP score, manual annotation achieved the highest value (0.635), while the original TextRank achieved the lowest value (0.585). The other 3 methods obtained similar scores (mean 0.623).

Table 5. Performance comparison among different keyword extraction algorithms for n=50 evaluations (patients).

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPa</th>
<th>Macro Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P@1 P@2 P@3 P@4 P@5 P@10 P@15 P@20 P@25 P@30</td>
</tr>
<tr>
<td>Improved TextRank</td>
<td>0.622</td>
<td>0.810 0.730 0.713 0.705 0.710 0.717 0.701 0.688 0.673 0.645</td>
</tr>
<tr>
<td>Original TextRank</td>
<td>0.585</td>
<td>0.610 0.600 0.650 0.648 0.642 0.661 0.665 0.662 0.646 0.641</td>
</tr>
<tr>
<td>Improved TF-IDFb</td>
<td>0.620</td>
<td>0.970 0.920 0.880 0.845 0.822 0.741 0.715 0.677 0.651 0.632</td>
</tr>
<tr>
<td>Original TF-IDF</td>
<td>0.628</td>
<td>0.930 0.875 0.867 0.853 0.836 0.772 0.723 0.680 0.660 0.634</td>
</tr>
<tr>
<td>Manual Annotation</td>
<td>0.635</td>
<td>0.650 0.720 0.740 0.753 0.740 0.726 0.707 0.697 0.681 0.660</td>
</tr>
</tbody>
</table>

aMAP: mean average precision.
bTF-IDF: term frequency–inverse document frequency.
Figure 13. Macro precisions at rank 1 to 30 of different keyword extraction algorithms for n=50 evaluations (patients).

Discussion

Principal Findings

In this study, we investigated the use of knowledge-based RAs with a combination of NLP techniques to recommend Chinese educational materials to chronic disease patients. The constructed ontology (CDPEO) can describe patient characteristics, linking them to the topics of educational materials. The recommender system was implemented as a Web service connected with patients’ smartphones. According to the evaluation results, our system achieved a macro precision up to 0.970 for the top 1 recommendation and an overall MAP score up to 0.628.

Some interesting aspects can be found from the evaluation results. First, the improved TextRank has the potential to be the most suitable keyword extraction algorithm for our system, since it achieved the best performance in keyword extraction and obtained a relatively high score (0.622) for the overall MAP. Second, for the improved TF-IDF, there existed a performance gap between keyword extraction and recommendation. This algorithm achieved the worst performance in keyword extraction; however, it outperformed the other methods in the macro precision of the top 1 to 3 recommendations. This result may be explained by the fact that the improved TF-IDF produced output that tended toward compound words, according to the concrete extraction results. The manually extracted keywords didn’t involve many compound words, which resulted in the low precision of keyword extraction for the improved TF-IDF; however, compound words contained more information than atom words, which is advantageous for recommendation.

Third, as mentioned in the results section, the TextRank methods didn’t perform as well as the TF-IDF methods in the macro precision of recommendation. This result could be attributed to the different principles behind the two types of methods. In TF-IDF, keywords were extracted based on term frequency and inverse document frequency [44], which uses the information of the entire corpus. Further, our compound word identification strategy took the term frequency as an important filter condition, which resulted in the large amount of compound words in the keywords extracted by the improved TF-IDF method. On the other hand, the rationale of TextRank is extracting keywords based on a graph-based ranking model [45], which only uses the information of one single document. The information gap between these methods may lead to the different recommendation performances. To summarize, from our results, the performance of keyword extraction didn’t exactly correspond to the recommendation performance. Our strategies for keyword extraction have different effects on different algorithms. The recommendation performance is closely related to the rationales behind the algorithms.

Comparison With Prior Work

To better delineate the contribution of this paper, we compared our study with prior work in two aspects. In terms of keyword extraction, several studies have explored the effect of traditional techniques combined with improvement strategies to extract keywords from Chinese documents. Li et al [57] proposed a new keyword extraction method for news documents based on TF-IDF with multistrategies. They first performed word segmentation to obtain candidate keywords of uni-, bi- and trigrams, meanwhile recognizing unknown candidate keywords based on several measures; they then calculated the features of...
keyword candidates to get the final keywords according to their morphological characters and context information. Wang et al [58] designed a hybrid keyword extraction method based on TF and semantic strategies. Similarly, they obtained candidate keywords based on word segmentation results and a new word-finding method, and then performed feature calculation for each candidate word and introduced several strategies to filter dependent words and remove synonyms. Zhao et al [59] applied semantic similarity computation and the frequent pattern growth algorithm to mine candidate keyword sets, and then calculated the weight of each candidate word based on frequency, part of speech, and position information.

Compared with these studies, our strategies for keyword extraction focused on patient educational materials, and extracted keywords were used as inputs for recommendation generation. The different application scenarios and objectives led to the difference in implementation details of our strategies. In weight assignment, we considered the part of speech (nouns and verbs) and the position of words (in titles) together while prior studies usually treated these items separately. In compound word identification, we recognized the compound words before the formal word segmentation and generated a user-defined dictionary to customize the word segmentation, while prior studies chose to identify such unknown words after word segmentation. In synonym elimination, we identified the synonyms by calculating the cosine similarity between character compositions of keywords, which had not been proposed in prior studies. Furthermore, we applied our strategies to two different algorithms. From the evaluation results, these strategies had a better effect on the TextRank algorithm than the TF-IDF algorithm.

In terms of the entire recommender system, several studies concerned with HRS for patient education have been described in the introduction section. Compared with these studies, our study was innovative in a few ways. First, our system was designed as a knowledge-based HRS, using ontologies to model patient characteristics, while prior studies generally adopted an IR approach [20,37] or traditional RAs [21,25,38]. Second, to the best of our knowledge, this study is the first to explore the feasibility of recommending Chinese materials using information technologies in the field of patient education. Since preprocessing procedures for Chinese documents are quite different from English documents (eg, the word segmentation), our method can provide constructive guidance to future research.

**Strengths and Limitations**

Our study has several strengths. First, the vectors used for recommendation generation is adaptable to specific requirements. With simple adjustment of ontology vector space by adding or deleting terms, patient and text vectors will be automatically generated. Second, recommendations generated through our method are more interpretable than traditional methods (such as content-based methods and collaborative filtering). In traditional methods, results are generated according to users’ previous ratings, which lacks a strong explanation for the current recommendations. However, in our study, the results can be explained based on the co-occurrent nonzero items in these two vectors. A larger product of the corresponding item indicates a higher relevance of the specific characteristic (topic) between the patient and the educational item. Third, the system was implemented as a Web service of our mHealth system. Patients are able to view daily updates about personalized health information on their smartphones, which provides possibility for large-scale practical application and evaluation in the future.

A number of potential methodological weaknesses need to be acknowledged. First, the NLP techniques used in this study are mainly word-level techniques, which may not be able to capture the deep semantic meanings behind sentences or documents. The keyword extraction algorithms are word-level statistical methods and the Word2Vec model produces static word embeddings instead of contextual word embeddings. Moreover, the precision of keyword extraction remains to be improved. Second, the constructed ontology and SWRL rules remain to be further validated for their consistency, correctness, and completeness.

In addition, validity of the test collection was limited as well. Potential selection bias may exist in terms of patients and educational materials. According to the statistics, the average age of the patients was 57 years, which means the effect of our recommender system for younger patients is unknown; the mean length of the selected materials was greater than the entire corpus, which means the effect of our method on shorter text needs further investigation. Moreover, the scale of the test collection was relatively small, and manual annotation was completed by two experts separately without strict validation. The precision of 1-patient recommendation may have a great impact on the macro precision and overall MAP score.

**Future Work**

In future work, we will test the effect of our method on a larger test collection. Comparison tests should be conducted to determine if our system can perform well at a larger scale. We also plan to evaluate the system for patients in a broader age distribution and involve patients in the assessment procedures. Currently, evaluation of relevance is done by case managers only, and their opinions may differ from the patients’ perceived usefulness. The opinions of patients can be used to strengthen the recommender system as well. Another direction for future work is to explore a new sentence-level or document-level approach to understand the deep semantic meanings of the materials. For example, the feasibility of applying a pretrained language model (such as bidirectional encoder representation from transformers [60] and XLNet [61]) combined with a downstream task (such as multilabel classification) would be investigated.

**Conclusions**

This study has shown that a knowledge-based recommender system has the potential to accurately recommend health educational materials to chronic disease patients. Patient characteristics can be linked to document topics through the ontology. NLP techniques such as keyword extraction and pretrained word embeddings proved to be effective for processing educational materials. Furthermore, documents in Chinese have different preprocessing procedures from those in English. Our study indicates that traditional techniques...
combined with several strategies for specific language and domain can improve the final results to a certain extent. Further research might investigate the use of other state-of-the-art NLP techniques in HRS for better precision or explore the effect of such systems from the perspective of patients in a practical setting.
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Abstract

Background: Direct feedback on quality of care is one of the key features of a learning health care system (LHS), enabling health care professionals to improve upon the routine clinical care of their patients during practice.

Objective: This study aimed to evaluate the potential of routine care data extracted from electronic health records (EHRs) in order to obtain reliable information on low-density lipoprotein cholesterol (LDL-c) management in cardiovascular disease (CVD) patients referred to a tertiary care center.

Methods: We extracted all LDL-c measurements from the EHRs of patients with a history of CVD referred to the University Medical Center Utrecht. We assessed LDL-c target attainment at the time of referral and per year. In patients with multiple measurements, we analyzed LDL-c trajectories, truncated at 6 follow-up measurements. Lastly, we performed a logistic regression analysis to investigate factors associated with improvement of LDL-c at the next measurement.

Results: Between February 2003 and December 2017, 250,749 LDL-c measurements were taken from 95,795 patients, of whom 23,932 had a history of CVD. At the time of referral, 51% of patients had not reached their LDL-c target. A large proportion of patients (55%) had no follow-up LDL-c measurements. Most of the patients with repeated measurements showed no change in LDL-c levels over time: the transition probability to remain in the same category was up to 0.84. Sequence clustering analysis showed more women (odds ratio 1.18, 95% CI 1.07-1.10) in the cluster with both most measurements off target and the most LDL-c measurements furthest from the target. Timing of drug prescription was difficult to determine from our data, limiting the interpretation of results regarding medication management.

Conclusions: Routine care data can be used to provide feedback on quality of care, such as LDL-c target attainment. These routine care data show high off-target prevalence and little change in LDL-c over time. Registrations of diagnosis; follow-up trajectory, including primary and secondary care; and medication use need to be improved in order to enhance usability of the EHR system for adequate feedback.
We conducted a prospective study with data extracted from the EHRs of patients of the University Medical Center (UMC) Utrecht, Utrecht, the Netherlands. All data from the EHRs of the UMC Utrecht are stored in the Utrecht Patient-Oriented Database (UPOD). In short, this database comprises all clinical information, demographic data, medication, diagnoses, and lab measurements, directly extracted from the EHRs of patients who visited the UMC Utrecht from 2003 onward, encompassing data from more than 2 million individual patients to date [9]. A complete description of the UPOD database has been published elsewhere [9]. The use of EHR data is in accordance with Institutional Review Board and privacy regulations of the UMC Utrecht: clinical data can be used for scientific purposes if patients cannot be identified directly from the data. All patients were informed on the opt-out procedure, a general UMC Utrecht procedure through which patients can object to use of their clinical data for scientific evaluations. A waiver was obtained for this study from the Institutional Review Board. We used data collected from February 2003 to December 2017.

**Study Population**

All patients with at least one documented LDL-c measurement in the database were included in the study. This study’s analysis was restricted to patients with established CVD, as these patients have an indication for LDL-c management according to the Dutch guidelines [10]. Established CVD was defined as a history of coronary heart disease, stroke, peripheral artery disease, or abdominal aortic aneurysm based on diagnosis codes; interventions, including operative procedures and stenting; and financial billing codes (available upon request). We applied a window of 1 week before and 1 week after the date of the LDL-c measurement for the CVD status to include measurements that were part of a preoperative screening. Quality check of the CVD detection algorithm in a subset of patients (n=20) showed 100% accuracy for labelling an individual as a patient with established CVD.

**Data Extraction and Appraisal**

All LDL-c measurements in adult patients (≥18 years of age) available at the UMC Utrecht were retrieved from the UPOD. In patients for whom all other lipids but LDL-c were measured, LDL-c was calculated using the Friedewald formula [11]. Before January 24, 2017, the UMC Utrecht laboratory only used the Friedewald formula to calculate LDL-c. Since LDL-c values below 0.8 mmol/L and/or triglyceride values over 8.0 mmol/L are considered unreliable when using the Friedewald formula, these values were considered unreliable and were therefore excluded. From January 24, 2017, onward, the laboratory started manual remeasurement of LDL-c values below 0.8 mmol/L. Therefore, LDL-c values after January 24, 2017, that were below 0.8 mmol/L were included in this analysis. We extracted information on sex, age, diabetes mellitus, hypertension, chronic kidney disease (CKD), blood pressure, smoking status, and use of blood pressure-lowering, lipid-lowering, or blood glucose-lowering medication. Sex and age were extracted from the general hospital administration data, which are checked via identification during the first visit.
at our center. History of diabetes mellitus was based on diagnosis codes, financial billing codes, and prescription of blood glucose-lowering medication. Hypertension was defined as blood pressure over 140/90 mmHg and/or prescription of blood pressure-lowering medication. CKD was defined using diagnose codes; interventions, including dialysis and shunt surgery; or estimated glomerular filtration rate levels that were extracted from the laboratory system within 48 hours around the LDL-c measurement. Smoking status was retrieved from predefined tables, dedicated to smoking registration, as well as from free text. Blood pressure-lowering, lipid-lowering, blood glucose-lowering, and antithrombotic medication data were extracted from the electronic prescription system using the Anatomical Therapeutic Chemical classification codes starting with A10, B01, B02A, and C02-C10. We converted statin dosages to atorvastatin 20 mg equivalent dosages (see Table MA1-1 in Multimedia Appendix 1) to be able to assess differences in statin doses.

Patient Selection
After extracting LDL-c measurements from the database, we excluded patients with unreliable LDL-c values, as described above, and patients without established CVD. We divided the remaining group into patients with repeated measurements and patients without repeated measurements.

Data Analyses
First, we calculated the prevalence of target attainment at the first measurement per patient, which was the only measurement for the patients without repeated measurements. The LDL-c target was defined as less than 2.5 mmol/L, according to the Dutch CVRM guideline [10]. Also, we calculated the prevalence of LDL-c measurements within the following categories: on target or less than 0.5 mmol/L, 0.5-0.9 mmol/L, 1.0-1.4 mmol/L, 1.5-1.9 mmol/L, or more than 2.0 mmol/L off target. These distributions were compared between patients with and without repeated measurements. Additionally, we performed a logistic regression analysis to assess associations of elevated LDL-c levels at the first measurement with age, sex, diabetes, hypertension, CKD, statin use, antithrombotic agent use, smoking, and having repeated measurements (yes or no).

Second, we investigated the trajectories of LDL-c distributions in patients with repetitive measurements. For the repetitive measurements, we distinguished different follow-up scenarios (see Figure 1) as follows: short-term evaluation (within 2-6 months from the previous measurement), long-term evaluation (within 6-18 months from the previous measurement), and unrelated follow-up. Unrelated follow-up measurements were measurements that followed either too short or too long after the previous measurement to be related to that measurement in terms of clinical evaluation; according to the guidelines, new therapy has to be evaluated after 3 months and yearly if medication remains the same [10]. These unrelated measurements were excluded from the trajectory analyses. Using the TraMineR package from R statistical software, version 4.3 (The R Foundation), we extracted trajectories, or state sequences, of the patients. A state sequence is defined as the order of different states, with states being one of the LDL-c categories (on target or <0.5 mmol/L, 0.5-0.9 mmol/L, 1.0-1.4 mmol/L, 1.5-1.9 mmol/L, or >2.0 mmol/L off target). Transition probabilities were calculated for LDL-c categories between measurement pairs. The first measurement can be the first of the sequence as a whole, where we then calculate the probability to transit into a certain LDL-c category at the second measurement; however, the first measurement can also be the second measurement of a sequence, where the transition probability to a category at the third measurement is calculated. To analyze clustering among state sequences, we made a subselection truncated at the 75th percentile of the total number of measurements per individual (ie, 6 or less measurements). Dissimilarity was calculated via optimal matching between sequences, and similar sequences were regrouped using cluster analysis. Per cluster, associations with covariates were analyzed using a generalized linear model with the clusters as the outcome and covariates of interest as the explanatory variables.

Figure 1. Visualization of possible follow-up scenarios.
Lastly, we assessed factors associated with unfavorable LDL-c category change. Favorable change was defined as an LDL-c decreasing to or remaining on target. Unfavorable change was defined as an increase in LDL-c, a decrease in LDL-c but still off target, or a stable LDL-c that was off target. We performed a logistic regression analysis with deterioration as the outcome and age, sex, diabetes, hypertension, smoking, antithrombotic agent use, statin change (type and dose), the number of the measurement, and follow-up time (short- or long-term) as covariates.

All analyses were performed in R statistical software, version 4.3 (The R Foundation).

**Results**

**Patient Selection**

A total of 250,749 LDL-c measurements were collected from 95,795 individual patients at the UMC Utrecht between February 2003 and December 2017 (see Figure 2). We excluded 8801 LDL-c measurements from 3320 patients because of unreliable values (LDL-c <0.8 mmol/L and/or triglycerides >8.0 mmol/L). This left us with 241,948 LDL-c measurements from 92,475 individual patients. Of these, 23,932 patients (25.88%) had established CVD at the time of the LDL-c measurement.

**Figure 2.** Flowchart of data retrieval for the study. CVD: cardiovascular disease; LDL-c: low-density lipoprotein cholesterol.
First Low-Density Lipoprotein Cholesterol Measurements

In 23,932 patients with CVD, LDL-c was measured repeatedly in 10,771 patients (45.00%) and once in 13,161 patients (54.99%) (see Table 1). The prevalence of target attainment was, on average, 48%: target attainment occurred in 4632 of 10,771 (43.00%) patients with repeated measurements and in 6844 of 13,161 (52.00%) patients without repeated measurements, which was stable over the years from 2003 to 2017 (see Table MA1-2 in Multimedia Appendix 1).

The distributions of LDL-c categories (see Figure 3 A and B) were similar for patients with and without repeated measurements. Patients with repeated measurements were younger (mean 60.8 years, SD 12.1, vs mean 65.5 years, SD 12.8, \( P < .001 \)). Cardiovascular medication use—lipid lowering, blood pressure lowering, blood glucose lowering, or antithrombotic—was, on average, extracted from 51% of patients.

Table 1. Baseline characteristics for cardiovascular disease (CVD) patients at first measurement in strata of presence of repeated measurements.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>No repeated measurements (N=13,161)</th>
<th>Repeated measurements (N=10,771)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women, n (%)</td>
<td>4257 (32.35)</td>
<td>3254 (30.21)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.5 (12.8)</td>
<td>60.8 (12.1)</td>
</tr>
<tr>
<td>Smoking (current), n (%)</td>
<td>1523 (11.57)</td>
<td>967 (8.98)</td>
</tr>
<tr>
<td>LDL-c (^a) (mmol/L), median (IQR)</td>
<td>2.4 (1.9-3.1)</td>
<td>2.4 (1.9-3.1)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>137.5 (23.5)</td>
<td>135.3 (23.2)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>76.3 (13.5)</td>
<td>77.5 (13.7)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>1456 (11.06)</td>
<td>1415 (13.14)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>4428 (33.64)</td>
<td>3514 (32.62)</td>
</tr>
<tr>
<td>Chronic kidney disease, n (%)</td>
<td>43 (0.33)</td>
<td>108 (1.00)</td>
</tr>
</tbody>
</table>

**Prevalent CVD, n (%)**

- Coronary heart disease: 9313 (70.76) vs 7660 (71.11)
- Stroke: 2912 (22.13) vs 1929 (17.91)
- Peripheral artery disease: 1461 (11.10) vs 1791 (16.63)
- Abdominal aortic aneurysm: 502 (3.81) vs 503 (4.67)

**Registered medication, n (%)**

- Statin: 4616 (35.07) vs 3368 (31.27)
- Other lipid lowering: 59 (0.45) vs 32 (0.30)
- Blood pressure lowering: 5690 (43.23) vs 4193 (38.93)
- Glucose lowering: 1065 (8.09) vs 685 (6.36)
- Antithrombotic: 5863 (44.55) vs 4329 (40.19)

\(^a\)LDL-c: low-density lipoprotein cholesterol.
In multivariable logistic regression analysis, more women were off target (odds ratio [OR] 1.48, 95% CI 1.40-1.56) compared to men (see Table 2). Patients with a history of hypertension or diabetes were more often on target (OR 0.87, 95% CI 0.83-0.92, and OR 0.69, 95% CI 0.55-0.65, respectively), as were statin users (OR 0.86, 95% CI 0.80-0.93). Smokers and patients with repeated measurements were more likely to be off target. No difference was found for patients with CKD nor for patients using antithrombotic medications.

Table 2. Logistic regression: factors associated with being off target at first measurement.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds ratio (95% CI)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per-year increase)</td>
<td>0.99 (0.98-0.99)</td>
</tr>
<tr>
<td>Women</td>
<td>1.48 (1.40-1.56)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.69 (0.55-0.65)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.87 (0.83-0.92)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>0.75 (0.54-1.04)</td>
</tr>
<tr>
<td>Medication</td>
<td></td>
</tr>
<tr>
<td>Statin use</td>
<td>0.86 (0.80-0.93)</td>
</tr>
<tr>
<td>Antithrombotic</td>
<td>0.98 (0.91-1.05)</td>
</tr>
<tr>
<td>Smoking</td>
<td>1.29 (1.19-1.41)</td>
</tr>
<tr>
<td>Repeated measurements</td>
<td>1.25 (1.19-1.32)</td>
</tr>
</tbody>
</table>

^aTotal number of patients was 23,932.

Trajectory Analyses

We extracted 51,383 repetitive measurements from 10,771 patients. Of these, 12,423 measurements (24.18%) were unrelated and, thus, excluded, leaving only one measurement for 2990 patients, which were also excluded. The number of measurements ranged from 2 to 40. After truncation of the measurements at the 75th percentile (number of measurements was 6), 25,438 LDL-c measurements in 7781 patients remained for the cluster analysis. State sequences, of which an example of 10 is shown in panel A from Figure 4, were calculated. State distributions (ie, the distribution of LDL-c categories per measurement number) are shown in Figure 4, panel B; the prevalence of target attainment is similar across measurements. The most common sequence patterns are shown in Figure 4, panel C. Sequence clustering analysis showed more women (OR 1.18, 95% CI 1.07-1.10) in the cluster with both the most measurements off target and the most LDL-c measurements furthest from the target.
The transition probabilities are shown in Table 3. Overall, patients had the highest probabilities (0.36-0.84) to remain in the initial LDL-c category, irrespective of the initial level of LDL-c.

Among these patients with related repeated measurements (N=10,771), 11,447 of 25,438 (45.00%) follow-up measurements remained on target or decreased below the target threshold. We were able to assess factors associated with less favorable LDL-c change (i.e., LDL-c that is stable but off target, decreased but not yet on target, or an increase in LDL-c) in a subset of 6871 measurements due to missing data on reported statin use (see Table 4). LDL-c values of women were more likely to increase or remain stable but off target (OR 1.44, 95% CI 1.30-1.59). Patients with diabetes more frequently succeeded in lowering LDL-c values below target or remaining on target (OR 0.72, 95% CI 0.63-0.82). Higher doses of statin, as well as higher doses in combination with a change in statin type, were associated with less favorable LDL-c change. The moment of prescription (i.e., Was the statin change a response to the LDL-c measurement or a registration of pre-existing medication use?) could not be inferred from the data.
Table 3. Transition probabilities for low-density lipoprotein cholesterol (LDL-c) categories between measurement pairs.

<table>
<thead>
<tr>
<th>LDL-c category at first measurement(^a)</th>
<th>LDL-c category at next measurement, transition probability(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>On target</td>
</tr>
<tr>
<td>On target</td>
<td>0.84</td>
</tr>
<tr>
<td>&lt;0.5 mmol/L</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5-0.9 mmol/L</td>
<td>0.23</td>
</tr>
<tr>
<td>1.0-1.4 mmol/L</td>
<td>0.20</td>
</tr>
<tr>
<td>1.5-1.9 mmol/L</td>
<td>0.19</td>
</tr>
<tr>
<td>&gt;2.0 mmol/L</td>
<td>0.15</td>
</tr>
</tbody>
</table>

\(^a\)The first measurement can be the first in a sequence as a whole or the first of a pair of measurements (e.g., from the fourth to the fifth measurement).

\(^b\)The transition probability is the probability a patient will be in one of the LDL-c categories at next measurement given the last measurement, which is the first of the pair.

Table 4. Logistic regression associations with deterioration of low-density lipoprotein cholesterol (LDL-c).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds ratio (95% CI)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (per-year increase)</td>
<td>0.99 (0.99-1.00)</td>
</tr>
<tr>
<td>Women</td>
<td>1.44 (1.30-1.59)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.72 (0.63-0.82)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.93 (0.84-1.03)</td>
</tr>
<tr>
<td>Smoking (current)</td>
<td>1.00 (0.53-1.86)</td>
</tr>
</tbody>
</table>

**Statin change**
- Same dose, same type: Reference
- Same dose, different type: 0.81 (0.58-1.13)
- Higher dose, same type: 1.82 (1.39-2.37)
- Lower dose, same type: 1.31 (0.93-1.85)
- Higher dose, different type: 1.47 (1.28-1.70)
- Lower dose, different type: 0.92 (0.80-1.06)
- Antithrombotic medication: 0.81 (0.73-0.89)
- Number of measurement: 0.98 (0.93-1.03)

**Follow-up**
- Short-term: Reference
- Long-term: 0.97 (0.88-1.08)

\(^a\)Total number of patients was 6871.

**Discussion**

We evaluated the potential of routine clinical care data extracted from EHRs to obtain reliable information on LDL-c management in CVD patients referred to a tertiary care center. This approach may facilitate the implementation of a learning health care system, in which there is a constant cycle of data assembly, data analysis, interpretation, feedback, and change implementation. We showed that 51% of patients were not at their LDL-c target values at the time of referral. From a large proportion of patients, no follow-up LDL-c measurements (55%) were collected in our center. Patients with repeated measurements mostly showed no change in LDL-c level over time. The timing of drug prescription was difficult to determine from our data, limiting the interpretation of results regarding medication management.

Cardiovascular risk management, including LDL-c management, could substantially benefit from longitudinal evaluation of individual treatment trajectories. Cross-sectional studies, such as the EUROASPIRE IV, reported lower LDL-c target attainment compared to our findings [1], which may be explained by a difference in study population: the EUROASPIRE IV enrolled patients with coronary heart disease and patients at risk for CVD, which are defined as patients using blood pressure-, lipid-, or blood glucose-lowering medication. We also included patients with other CVD phenotypes in our main analyses, possibly increasing the prevalence of target attainment and thus explaining some of the differences with the
EUROASPIRE IV. Also, we used the target in our national guideline (2.5 mmol/L), which is by definition less difficult to attain than 1.8 mmol/L. We found that patients with diabetes were less likely to be off target at baseline. In our center, we have a dedicated care program for diabetes run by diabetes nurses with structured, at least yearly, follow-up and clear protocol that includes LDL-c management.

Despite the compelling scientific evidence for the efficacy of LDL-c lowering in secondary prevention [7], LDL-c target attainment our secondary prevention cohort was poor. A review on CVRM guidelines found 21 guidelines with discrepancies in screening strategy and treatment target (1.8-2.5 mmol/L) [12]. Additional dedicated national guidelines exist—CVRM, chronic renal failure, and CVRM for the elderly—that all give different advice [10,13,14]. In some cases, multiple guidelines can apply, making it difficult for the clinician to decide which target value to strive for. Yet, despite the varying guidelines, our percentage attained targets remain low as compared to what guidelines dictate. The underlying mechanism remains to be solved, whether they be related to the physician, patient, process of clinical care and responsibilities, or insurance.

In our data, most patients remained in the same LDL-c category during every follow-up measurement. Possibly, attention for LDL-c management is limited in our tertiary care center, primarily focused on the complexity of disease and its comorbidity and, thus, LDL-c management might be more often delegated to the general practitioner. The large proportion of unique measurements (55%) and the finding that lower LDL-c target attainment was seen at baseline in patients with repeated measurements support this. Furthermore, treatment adherence due to polypharmacy—common in a tertiary population—might be challenging in our population [15]. In the Netherlands, health insurance is similar for all inhabitants, with clear equality, so differences between patient groups is unlikely to be attributed to differences in health care insurance. Based on our findings, the next step is in the implementation in clinical practice through, for example, a live dashboard, so that both patients and caregivers can view the findings and the comparisons between physicians. This may help to improve registration and patient care.

Our study has several strengths. We used routine clinical care data, including time and individual trajectories, for the evaluation of LDL-c management. We selected patients with manifest CVD without restrictions to phenotype—with a 100% accuracy of defining manifest CVD—treated in all departments within our center, making our results generalizable to a large population. We expected some confounding by indication, with patients with a higher LDL-c being more likely to be followed up in our center, which was confirmed by the difference at the first measurements. Yet, for our evaluation, this does not influence the validity but merely shows good clinical practice: complex patients with high LDL-c values are followed up in our specialist tertiary care center.

We also encountered some challenges. Our study population was based on LDL-c measurements and was selected based on diagnosis and intervention codes, which are incomplete due to registration issues as well as registration in different centers. This likely did not influence our results in terms of directions and magnitude of the outcome measures, yet decreased the sample size of the study population. Future analysis could possibly take the patient as a starting point, first selecting all patients with CVD and then extracting LDL-c data from these patients. This would enable the reporting, also, of the number of patients in whom LDL-c was not measured. Furthermore, 55% of our patients were only measured once; from our data, we cannot determine whether this was due to insufficient management or a change in clinician that was responsible for the CVRM. Information on discontinuation of care within our center is unavailable; this calls for combining different data sources, including general practitioner and pharmacy data [16].

This multidisciplinary care approach across health care providers is essential for the case of LDL-c and would potentially benefit from an LHS cycle that includes all caretakers involved in the care process. Lastly, medication registration was troublesome: no medication was registered among a large proportion of our patients and our data did not provide information on the timing of a prescription, only whether the prescription was registered at a certain date. Therefore, we could not determine whether medication at follow-up was newly prescribed as a response to the LDL-c measurement or whether it was merely registered. We cannot rule out that we might have classified patients as staying with the same statin and same dosage who, in fact, received the medication just after the first consult. This would explain why increase in statin dose was associated with a less favorable change in LDL-c; it might have actually been the right clinical response to an insufficient LDL-c level. Thus, the effect of statin change may have been underestimated.

The EHR is a system primarily designed for registration of care. In clinical notes, clinicians register the clinical pathway of patients, including symptoms, measurements, and considerations of treatments. These considerations, in particular (ie, interpretation of data that leads to decisions), are difficult to capture within data extractions from the EHR. Harmonized clinical pathways with special attention to structured data collection are key for the availability and extractability of reliable data. Therefore, The Center for Circulatory Health of the UMC Utrecht initiated the Utrecht Cardiovascular Cohort (UCC) [17]. Traditional cardiovascular risk factors, according to the Dutch CVRM guidelines, are collected for all patients at all departments treating CVD patients and are registered in a structured form within the EHR [10,17]. To further develop the LHS, we need to design and implement feedback routes to feed back the evidence we generate. Computerized decision support systems (CDSSs) that help guide CVRM are increasingly developed to facilitate live data analysis, interpretation, and guideline-adherent therapy advice [18-20]. These CDSSs seem promising in improving cardiovascular risk factors, especially when embedded in the EHR [21,22]. Also, structured registration of CVRM and outcomes would enable the estimation of cost-effectiveness, which, up to now, is mostly based on simulation studies; eventually, this will provide better, value-based health care [23].

In conclusion, routine clinical care data can be used to obtain insights into clinical questions such as LDL-c target attainment and can be tailored into feedback from individual patients and
clinicians. Our routine clinical care data, with high off-target prevalence, insufficient uptake of the guideline change, and little change in LDL-c over time, showed that improvement in guideline adherence is needed. Registrations of diagnosis, follow-up trajectory, and medication use need to be improved in order to enhance the usability of the EHR system for these types of questions.
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Critical Predictors for the Early Detection of Conversion From Unipolar Major Depressive Disorder to Bipolar Disorder: Nationwide Population-Based Retrospective Cohort Study
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Abstract

Background: Unipolar major depressive disorder (MDD) and bipolar disorder are two major mood disorders. The two disorders have different treatment strategies and prognoses. However, bipolar disorder may begin with depression and could be diagnosed as MDD in the initial stage, which may later contribute to treatment failure. Previous studies indicated that a high proportion of patients diagnosed with MDD will develop bipolar disorder over time. This kind of hidden bipolar disorder may contribute to the treatment resistance observed in patients with MDD.

Objective: In this population-based study, our aim was to investigate the rate and risk factors of a diagnostic change from unipolar MDD to bipolar disorder during a 10-year follow-up. Furthermore, a risk stratification model was developed for MDD-to-bipolar disorder conversion.

Methods: We conducted a retrospective cohort study involving patients who were newly diagnosed with MDD between January 1, 2000, and December 31, 2004, by using the Taiwan National Health Insurance Research Database. All patients with depression were observed until (1) diagnosis of bipolar disorder by a psychiatrist, (2) death, or (3) December 31, 2013. All patients with depression were divided into the following two groups, according to whether bipolar disorder was diagnosed during the follow-up period: converted group and nonconverted group. Six groups of variables within the first 6 months of enrollment, including personal characteristics, physical comorbidities, psychiatric comorbidities, health care usage behaviors, disorder severity, and psychotropic use, were extracted and were included in a classification and regression tree (CART) analysis to generate a risk stratification model for MDD-to-bipolar disorder conversion.

Results: Our study enrolled 2820 patients with MDD. During the follow-up period, 536 patients were diagnosed with bipolar disorder (conversion rate=19.0%). The CART method identified five variables (kinds of antipsychotics used within the first 6 months of enrollment, kinds of antidepressants used within the first 6 months of enrollment, total psychiatric outpatient visits, kinds of benzodiazepines used within one visit, and use of mood stabilizers) as significant predictors of the risk of bipolar disorder conversion. This risk CART was able to stratify patients into high-, medium-, and low-risk groups with regard to bipolar disorder conversion. In the high-risk group, 61.5%-100% of patients with depression eventually developed bipolar disorder. On the other hand, in the low-risk group, only 6.4%-14.3% of patients with depression developed bipolar disorder.
**Conclusions:** The CART method identified five variables as significant predictors of bipolar disorder conversion. In a simple two-to-four-step process, these variables permit the identification of patients with low, intermediate, or high risk of bipolar disorder conversion. The developed model can be applied to routine clinical practice for the early diagnosis of bipolar disorder.
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**Introduction**

Unipolar major depressive disorder (MDD) and bipolar disorder are two common mood disorders in psychiatry. Both disorders are associated with severe functional impairment and disability [1-6], but they have different clinical courses, treatment strategies, and prognoses. However, the course of bipolar disorder may begin with depression, and it could be incorrectly diagnosed as MDD in the initial stage [7,8]. As previous studies have shown [9-28], a high proportion of patients diagnosed with MDD will develop bipolar disorder (0%-37.5%) over time. Furthermore, this kind of hidden bipolar disorder may contribute to the treatment resistance observed in unipolar depression [15,29]. Previous results showed that more than 50% of people with treatment-resistant unipolar depression were subsequently diagnosed with occult bipolar disorder when reappraised during the follow-up period [29,30]. Furthermore, the use of antidepressants for the acute and maintenance treatment of bipolar depression is controversial because of concerns that these drugs are not effective and may harm patients by causing a switch from depression to mania [31-33]. With this knowledge, most doctors may want to avoid using antidepressants as monotherapy for bipolar depression. However, according to the study by Goldberg et al, less than one-half of patients with depression who showed eventual bipolar disorder conversion had received prescriptions for mood stabilizers in any of the follow-up years [21]. Given the therapeutic and prognostic significances of the unipolar-bipolar dichotomy, predicting which patients will show bipolar disorder subsequent to an index diagnosis of MDD is of considerable clinical importance. With small-sample or single-hospital case studies popular in the existing literature, it is difficult to develop such an index with high acceptance across the health care industry. In this population-based study, our aims were three-fold. First, we aimed to investigate the rate of diagnostic change from unipolar MDD to bipolar disorder during a 10-year follow-up using the Taiwan National Health Insurance Research Database (NHI RD). Second, we aimed to develop a risk stratification model using the classification and regression tree (CART) technique for MDD-to-bipolar disorder conversion. Third, we aimed to evaluate the performance of prediction models developed with machine learning techniques by using the train-validation-test set split approach.

**Methods**

**Data Source**

Taiwan has instituted the National Health Insurance (NHI) program, a mandatory single-payer program that offers comprehensive medical care coverage [35]. Moreover, as of 2014, 99.9% of Taiwan’s population was enrolled in this program.

Since 1996, the NHI reimbursement data in Taiwan have been transferred to the National Health Research Institute (NHRI) for further management and organization. In addition, as part of these efforts, the work of the NHRI has resulted in the establishment of a national health care database called the NHIRD, which includes comprehensive information on clinical practice, including patient demographic characteristics, medical expenditure, prescription claims data, surgery codes, treatment codes, and diagnostic codes according to the International Classification of Diseases (ICD) codes, and diagnostic codes according to the International Classification of Diseases (ICD) codes.
Classification of Disease, Ninth Revision, Clinical Modification (ICD-9-CM).

In this study, the Longitudinal Health Insurance Database (LHID) 2000 from 1996 to 2013, which is a dataset released by the NHRI, was used as the data source. The LHID 2000 contains all the original claims data of 1,000,000 beneficiaries enrolled in the year 2000, who were randomly sampled from the year 2000 Registry for Beneficiaries of the NHIRD.

Ethics Statement
This study was approved by the Institutional Review Board of Taichung Veterans General Hospital (approval number: 2018-07-016AC). As the NHI data set includes deidentified secondary data for research purposes, written consent from the patients for this study was not necessary. Formal written waiver for the requirement of consent was issued by the Institutional Review Board of Taichung Veterans General Hospital.

Study Population
Using the LHID 2000, we conducted a retrospective cohort study involving patients who were newly diagnosed with MDD between January 1, 2000, and December 31, 2004. MDD was defined according to ICD-9-CM codes 296.2X and 296.3X in ambulatory care expenditure by visit (CD) and inpatient expenditure by admission (DD) files. To ensure diagnostic validity and patient homogeneity, we included patients who were diagnosed only by psychiatrists. We excluded patients who were diagnosed with depressive disorder (ICD-9-CM codes 296.2X, 296.3X, 300.4, and 311.X) from 1996 to 1999 and those who were diagnosed with bipolar disorder (ICD-9-CM codes 296.0, 296.1, 296.4, 296.5, 296.6, 296.7, 296.8, 296.80, and 296.89) before enrollment. In addition, patients who were diagnosed with schizophrenia (ICD-9-CM code 295) were excluded. The index date was defined as the date when an eligible patient with depression was included in our cohort. All patients with depression were observed until (1) diagnosis of bipolar disorder (ICD-9-CM codes 296.0, 296.1, 296.4, 296.5, 296.6, 296.7, 296.8, 296.80, and 296.89) by a psychiatrist, (2) death, or (3) December 31, 2013. All patients with depression were divided into the following two groups, according to whether bipolar disorder was diagnosed during the follow-up period: converted group and nonconverted group.

Definitions of Research Variables
Factors, including adolescent or early adult age at onset [12,17,19,22], bipolar family history [11,12,19,21,22], loaded pedigrees [11,12], psychosis [11,19,21,22], hypersonnic-retarded phenomenology [11,12], more marked self-reproach and guilt [13], large number of cluster B personality disorder symptoms [18], pharmacologically induced hypomania [11,12], precipitation by childbirth [12], rapid symptom onset [11], higher number of previous episodes [13,23], recurrent admission [13,23], higher rate of functional disruption [17], chronicity of the index episode [19], shorter well intervals [17], severity of MDD [18], history of poor response to antidepressants [15], obsessive-compulsive disorder comorbidity [18], social phobia comorbidity [18], and higher rate of substance abuse [17], have been reported to distinguish converters from nonconverters. Therefore, six groups of variables within the first 6 months of enrollment, including personal characteristics, physical comorbidities, psychiatric comorbidities, health care usage behaviors, disorder severity, and use of psychotropics, were extracted.

Personal characteristics were extracted from registry for beneficiaries (ID) files. We estimated the monthly income according to the patients’ insurance premiums, which are calculated according to the total income of beneficiaries. Monthly income was grouped into low income (monthly income <20,000 New Taiwan Dollar [NTD]), median income (monthly income ≥20,000 NTD but <40,000 NTD), and high income (monthly income ≥40,000 NTD). Urbanization was divided into the following three groups: urban, suburban, and rural. Urbanization and monthly income were used to represent the socioeconomic status. Psychiatric and physical comorbidities were defined according to ICD-9-CM codes in CD and DD files. Disorder severity was defined according to the following two variables: refractory depression and MDD catastrophic illness. Refractory depression was considered when at least two trials of different antidepressants (adequate in terms of dosage and duration) failed to produce a relevant clinical improvement. In our study, we considered participants to have refractory depression if their antidepressant treatment regimen was altered two or more times. An adequate trial was defined as using an antidepressant within its therapeutic dosage range for more than 60 consecutive days [15]. MDD catastrophic illness was defined according to ICD-9-CM codes 296.2X and 296.3X in registry for catastrophic illness patient files. Health care usage behaviors defined in this study included number of total outpatient visits, number of total psychiatric outpatient visits, number of total emergency visits, number of total hospitalizations, number of total psychiatric hospitalizations, number of outpatient visits by month and season, number of psychiatric outpatient visits by month and season, number of emergency visits by month and season, and number of hospitalizations by month and season. The psychotropics surveyed in this study included benzodiazepines, antidepressants, mood stabilizers, and antipsychotics, and information was extracted from details of ambulatory care order and details of inpatient order files. We recorded the kinds of benzodiazepines, antidepressants, mood stabilizers, and antipsychotics that had been used within the first 6 months of enrollment and the maximum kinds of benzodiazepines, antidepressants, mood stabilizers, and antipsychotics that had been administered in one visit.

Descriptive Statistical Analysis
The chi-square and independent t-tests were performed to examine differences in variables between the converted and nonconverted groups.

Risk Stratification Using the Classification and Regression Tree Method
For analyzing variables of interest in converted and nonconverted patients, this study performed CART analysis to generate a risk stratification CART using a complete set of cohort data and variables. The CART method, proposed by Breiman et al, is a well-known machine learning technique [36]. In the field of epidemiology, the CART method has been successfully applied to develop risk stratification models [37,38].
Compared with conventional multivariate statistical methods, such as logistic regression, CART analysis does not require parametric assumptions and can handle highly skewed data. The information extracted by the CART analysis is in the form of if-then rules, which can be easier to apply for bedside assessment and other clinical applications. To simplify the generated risk stratification CART, the minimum number of samples in a leaf node was set to 60. After the CART was built, the bipolar disorder percentage was calculated for each of the leaf nodes in the CART and used to generate the risk stratification model.

**Evaluation of the Prediction Models**

Because there were numerous potential independent variables, a number of feature selection and engineering techniques could be performed. First, a correlation-based feature selection (CFS) method could be used to evaluate the correlations among feature subsets to uncover potential collinearity and to assess their predictive power on the response variable [39]. Second, principal component analysis (PCA) is an unsupervised feature engineering technique for dimension reduction, that is, PCA performs linear combination of original independent variables to generate a new set of features in a lower dimensional space. Third, the wrapper method is a feature selection process that measures the usefulness of features according to a user-specific machine learning algorithm.

Four well-known supervised learning techniques, including C4.5 [40], logistic regression (LGR) [41], random forest (RF) [42], and support vector machine (SVM) [43], were used to evaluate the performance of the prediction models.

We partitioned the collected data into fully independent training/validation and testing (ie, holdout) sets. Specifically, two-thirds of patients were randomly included in the training/validation set (1788 patients) to build the prediction models and the remaining one-third of patients were included in the testing set (894 patients) to validate the prediction models. For each of the two classes labels to avoid the class imbalance problem, the resample module of Waikato Environment for Knowledge Analysis (Weka) software was employed to under-sample the majority class. As a result, bipolar disorder conversion and nonbipolar disorder conversion cases were adjusted in a 1:1 ratio in the training/validation set. For each training/validation set, the 10-fold cross-validation process was performed, and the mean accuracy, sensitivity, specificity, and area under the curve (AUC) of 10 partitions were calculated.

The model performance metrics, including accuracy, sensitivity, and specificity, were used in this study because of their widespread adoption and robustness in the field of health care [46,47]. In addition, a receiver operating characteristic curve was used to measure the AUC. General rules defined by Hosmer et al [48] were followed to classify the evaluation performance by defining the AUC as follows: excellent, AUC ≥ 0.9; good, 0.9 > AUC ≥ 0.8; fair, 0.8 > AUC ≥ 0.7; poor, 0.7 > AUC ≥ 0.6; and very poor, AUC < 0.6.

**Tools for Analysis**

Microsoft SQL Server 2005 (Microsoft Corp, Redmond, Washington, USA) was employed for data extraction, computation, linkage, and processing. SPSS (Version 19.0 for Windows; IBM Corp, Armonk, New York, USA) and SAS (Version 9.2; SAS Institute Inc, Cary, North Carolina, USA) were used to perform all statistical analyses. Relationships were considered statistically significant at a *P* value < .05. The simpleCART module in Weka 3.8.2 open-source machine learning software [49] was used to perform the CART analysis. In addition, the CfsSubsetEval module with the BestFirst search algorithm (CFS), the PrincipalComponents module with the Ranker search algorithm (PCA), and the WrapperSubsetEval module with J48 and the BestFirst search algorithm (WrapperJ48) in Weka 3.8.2 were used to perform the feature engineering procedures. In the evaluation of the prediction models, all the selected supervised learning techniques were conducted using the open-source Orange 3.24.0 tool [50].

**Results**

**Baseline Data**

This study enrolled 2820 patients with MDD, among whom 1619 (60.1%) patients were women. The median age at enrollment was 38 years (IQR 26-52 years). During the follow-up period, 536 patients were diagnosed with bipolar disorder (19.0%). The cumulative incidence of bipolar disorder conversion is shown in Figure 1. A total of 138 patients were diagnosed with bipolar disorder within 6 months of enrollment and were excluded. The characteristics in the converted and nonconverted groups are shown in Multimedia Appendix 1. The median age at enrollment was lower in the converted group than in the nonconverted group. The median follow-up duration in the converted group was 2.1 years (IQR 0.5-4.8 years). Furthermore, 178 variables were defined in this study.
Results of the Classification and Regression Tree Analysis

By using variables within the first 6 months of enrollment, the decision tree generated through CART analysis is shown in Figure 2. For ease of explanation, we only presented the first four levels of the tree. Among the studied characteristics, the CART method identified the kinds of antipsychotics used as the optimal discriminator between bipolar converters and nonconverters. Other identified characteristics included the kinds of antidepressants used, total psychiatric outpatient visits, kinds of benzodiazepines used within one visit, and use of mood stabilizers. The risk CART was able to stratify patients into high-, medium-, and low-risk groups. In the high-risk group, 61.5%-100% of patients with depression eventually developed bipolar disorder. On the other hand, in the low-risk group, only 6.4%-14.3% of patients with depression developed bipolar disorder. The bipolar disorder conversion OR between the high- and low-risk groups was 188.27 ($P<.001$).
Performance of the Prediction Models

The results of the evaluation of the performance of the prediction models using the training/validation set are shown in Table 1. According to the average AUC, CFS+RF, CFS+LGR, and PCA+RF were ranked as the top three classifiers. When the average classification accuracy was used as the performance metric instead, CFS+RF, CFS+LGR, and WrapperJ48+RF were ranked as the top three classifiers. Although SVM-based approaches had the highest sensitivity, they exhibited the worst performance regarding specificity. If all performance metrics are taken together, CFS+RF consistently performed very well as compared with the other techniques. The results showed that in the testing set, the accuracy, sensitivity, specificity, and AUC for CFS+RF were 0.673, 0.695, 0.670, and 0.743, respectively.

Overall, CFS performed the best among the three investigated feature engineering techniques. In CFS, a total of 11 variables were selected, including age, social phobia, obsessive-compulsive disorder, bulimia, total psychiatric outpatient visits within the first 6 months of enrollment, emergency visits (June), outpatient visits (October), kinds of antidepressants used within the first 6 months of enrollment, kinds of antipsychotics used within the first 6 months of enrollment, kinds of benzodiazepines used within the first 6 months of enrollment, and kinds of mood stabilizers used within the first 6 months of enrollment.
Table 1. Performance evaluation of prediction models using 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Feature selection, method</th>
<th>Metric</th>
<th>ACC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SEN&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SPE&lt;sup&gt;c&lt;/sup&gt;</th>
<th>AUC&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFS&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td></td>
<td>0.605</td>
<td>0.577</td>
<td>0.633</td>
<td>0.666</td>
</tr>
<tr>
<td>SVM&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>0.487</td>
<td>0.914</td>
<td>0.060</td>
<td>0.550</td>
</tr>
<tr>
<td>RF&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>0.650</td>
<td>0.629</td>
<td>0.670</td>
<td>0.715</td>
</tr>
<tr>
<td>LGR&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td>0.642</td>
<td>0.554</td>
<td>0.730</td>
<td>0.710</td>
</tr>
<tr>
<td>PCA&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td></td>
<td>0.582</td>
<td>0.603</td>
<td>0.562</td>
<td>0.644</td>
</tr>
<tr>
<td>SVM</td>
<td></td>
<td>0.493</td>
<td>0.850</td>
<td>0.135</td>
<td>0.543</td>
</tr>
<tr>
<td>RF</td>
<td></td>
<td>0.640</td>
<td>0.652</td>
<td>0.629</td>
<td>0.683</td>
</tr>
<tr>
<td>LGR</td>
<td></td>
<td>0.590</td>
<td>0.521</td>
<td>0.659</td>
<td>0.597</td>
</tr>
<tr>
<td>WrapperJ48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td></td>
<td>0.629</td>
<td>0.479</td>
<td>0.779</td>
<td>0.651</td>
</tr>
<tr>
<td>SVM</td>
<td></td>
<td>0.489</td>
<td>0.835</td>
<td>0.142</td>
<td>0.526</td>
</tr>
<tr>
<td>RF</td>
<td></td>
<td>0.648</td>
<td>0.472</td>
<td>0.824</td>
<td>0.679</td>
</tr>
<tr>
<td>LGR</td>
<td></td>
<td>0.637</td>
<td>0.517</td>
<td>0.757</td>
<td>0.663</td>
</tr>
</tbody>
</table>

<sup>a</sup>ACC: accuracy.  
<sup>b</sup>SEN: sensitivity.  
<sup>c</sup>SPE: specificity.  
<sup>d</sup>AUC: area under the curve.  
<sup>e</sup>CFS: correlation-based feature selection.  
<sup>f</sup>SVM: support vector machine.  
<sup>g</sup>RF: random forest.  
<sup>h</sup>LGR: logistic regression.  
<sup>i</sup>PCA: principal component analysis.

**Discussion**

**Principal Findings**

There are several strengths of our study. First, our study design included an unbiased patient selection process. Because participation in the NHI is mandatory and all residents of Taiwan can access health care with low copayment, referral bias is low and follow-up compliance is high. Second, our study was a population-based study and included a large sample from all hospitals in the country. With small-sample or single-hospital studies, which are popular in the existing literature, it is difficult to develop an index with high acceptance across the health care industry. Third, the data used in this study were derived from the NHI system in Taiwan. As an observational database, these data reflect current real-world diagnostic patterns.

The key findings in our study are as follows: (1) the rate of bipolar disorder conversion in patients with MDD was 19%; (2) the median duration of bipolar disorder conversion was 2.1 years (IQR 0.5–4.8 years); (3) the risk of bipolar disorder conversion in patients with MDD can be estimated using the kinds of antipsychotics used, kinds of antidepressants used, total psychiatric outpatient visits, kinds of benzodiazepines used within one visit, and use of mood stabilizers.

Although some studies have investigated the rate of MDD-to-bipolar disorder conversion and the risk factors for diagnostic change [9–28], their results were inconsistent. The reported rates of bipolar disorder conversion vary from 0% to 37.5%. These divergent results may be due to differences in inclusion criteria and the follow-up duration. Previous studies demonstrated that the rate of unipolar-to-bipolar disorder conversion varies across depressive subpopulations [11,12,25,34]. For example, follow-up studies have noted somewhat higher conversion rates in depressed adolescents [11,25,34] than in depressed adults [12,16,23,28]. Furthermore, some studies included inpatient subjects with depression [11,13,16,17,19–21,23,28,34], whereas some studies included outpatient subjects with depression [12,22,26]. The severity of depression in both groups (inpatient and outpatient groups) may differ, which could cause variation in the rates of bipolar disorder conversion. With regard to the duration from the index depressive episode to conversion, a longer follow-up period has been suggested to contribute to more diagnostic switching. The follow-up duration of previous studies ranged from 1 month to
40 years [9-28], which may be one of the major reasons for the different rates of bipolar disorder conversion. In our study, we included all patients with MDD, regardless of age, inpatient status, or outpatient status, and followed up these patients for more than 10 years. The rate of bipolar disorder conversion in patients with MDD was 19%.

With regard to the duration from the first depressive episode to bipolar disorder conversion, in the follow-up study by Winokur and Morrison involving 225 patients with depression from the “Iowa 500” series, nine of the patients showed signs of mania during the course of follow-up from 1 month to 20 years and eight of them had a manic episode within 3 years of their index admission [16]. In the study by Rao and Nammalvar [10], it was reported that 75% of conversions occurred within the first 3 years after the first attack of depression. Dunner et al reported that most switches occur within 18 months from the first depressive episode [9]. In the study by Li et al, a mean time of 1.89-2.98 years for conversion was noted [15]. Similar to previous studies, the results of our work showed that the median duration of MDD-to-bipolar disorder conversion was 2.1 years (IQR 0.5-4.8 years).

Antipsychotics could be augmented with antidepressants in patients with treatment-resistant depression or patients with depression having psychotic features [51]. Our study identified the kinds of antipsychotics used as the optimal discriminator between bipolar converters and nonbipolar converters, and this finding may indicate that bipolar converters have more severe depressive symptoms or psychotic symptoms. This finding is consistent with the results of previous studies showing that psychosis and MDD severity are related to bipolar disorder conversion [11,18,19,21,22]. Furthermore, in the study by Li et al, a history of a poor response to antidepressants was found to be related to bipolar disorder conversion [15]. The authors considered a poor response to antidepressants when the antidepressant treatment regime was altered two or more times. Consistent with these results, our results showed that the kinds of antidepressants used were significant predictors of the risk of bipolar disorder conversion.

Benzodiazepines are safe and effective for relieving common symptoms, such as insomnia, anxiety, and muscle tension [52]. Benzodiazepines are generally not a “core” treatment for mania, but they can rapidly help control certain manic symptoms, such as restlessness, agitation, and insomnia. According to the study by Rizvi et al, with regard to benzodiazepine use, patients with MDD were more likely to be unemployed and have comorbid panic disorder [53]. Their results suggested a more severe functional impairment in benzodiazepine users than in nonusers. On the other hand, Holma et al found that the severity of MDD was related to bipolar disorder conversion [18]. Our study found an association between more kinds of benzodiazepines used within one visit and a higher rate of bipolar disorder conversion. This finding may reflect the association between MDD severity and bipolar disorder conversion.

Models with the abilities to facilitate the early detection of bipolar disorder without sacrificing prediction or classification accuracy have better clinical implications than those without such abilities. Although the performance of our final model using variables within the first 6 months of enrollment was satisfactory, we further conducted a comparative analysis using variables within the first 12 months of enrollment to examine the performance of the prediction model with the same analytical procedures. The results (Multimedia Appendix 2) showed no significant improvement in the AUC between the two datasets (P=.09; ie, variables within the first 6 months and the first 12 months of enrollment). This shows two key clinical benefits. First, early detection can be made with data from the first 6 months, which further reduces unnecessary costs and misdiagnosis associated with the traditional approach. Second, it reduces the data volume for clinical analysis without hampering diagnostic accuracy. This empirical evidence adds to clinical practice, as we can now promptly identify high-risk patients for bipolar disorder conversion after collecting data from the first 6 months.

In our study, the results indicated that RF has the highest average AUC in the process of 10-fold cross-validation, and RF use in the testing set showed performance consistent with that in the training/validation set. Many previous studies also found that RF performs better than many standard supervised learning techniques [54-57]. The main advantages of RF are as follows: (1) RF does not involve an assumption that the model has a linear relationship; (2) RF adopts ensemble learning, which forms a strong learner by joining a group of weak learners; and (3) RF iteratively samples data and conducts embedded feature selection to form multiple decision trees. Therefore, RF is recommended as the best classifier owing to its good fault-tolerance ability and low generalization error.

**Contribution to the Literature**

Our work adds to the literature in several ways. First, compared with most previous studies based on small or single-hospital samples, our work involved a population-based assessment that offers broader generalizability. The resulting risk classification has wider implications as well. For example, clinical assessments based on the results of small samples are subject to variability owing to possible sampling error, sampling bias, and other common issues that plague small-sample studies. Second, our work is the first study conducted to develop a risk stratification model for MDD-to-bipolar disorder conversion. This model concurrently takes into account demographics, psychiatric comorbidities (ICD-9-CM by the World Health Organization), and usage behavior, providing a holistic view of international health care standards, industry practice, patients, and patient behavior. Finally, our results from studying the longitudinal trend demonstrated that health care usage behaviors and use of psychotropics could be adopted to categorize the risk of bipolar disorder conversion in patients with MDD.

**Contribution to the Industry**

The results of our study also have important practical implications. The risk stratification model developed in our study can be easily applied in clinical practice where prediction efficiency is highly valued. For example, a simple questionnaire may be developed according to our findings to check if a patient has the characteristics shown in our risk stratification model. Clinicians could identify patients with bipolar disorder early and arrange appropriate treatment for these patients.
Limitations and Future Research

Our study is not without limitations. First, information regarding the family history of psychiatric disorders, loaded pedigrees, lifestyle factors, and environmental factors is not included in the NHIRD, all of which might be associated with the risk of bipolar disorder. Second, in studies entailing the use of the NHIRD, it is unclear how diagnostic classification has been conducted, particularly for psychiatric diagnoses. Therefore, the diagnostic accuracy of our study could not be ascertained. Additional studies with patients diagnosed through structured interviews or standard diagnostic criteria should be conducted. Third, the actual severity of depression was not known in our study, and whether this factor influences the risk of conversion warrants further study. Fourth, the duration of the observational period in our study might have been insufficient to detect conversion in certain patients with depression. In addition, different durations of the observational period might be a confounding variable in our study. Future studies with longer and different observational periods are thus required. Fifth, a number of novel feature engineering algorithms have been proposed. Future researchers could consider adopting these techniques to improve the prediction performance. Finally, the accuracy of the prediction model using variables before enrollment and variables that are not directly collected in the NHIRD, such as lifestyle and severity variables mentioned in the preceding paragraph. Although not the focus of this study, patterns of changes in variables could be further studied to identify changes that have effects on the accuracy of diagnostic results.

Conclusion

MDD and bipolar disorder are two common mood disorders in psychiatry. Both disorders are associated with severe functional impairment and disability [1-6], but they have different clinical courses, treatment strategies, and prognoses. However, the course of bipolar disorder may begin with depression, and it could be diagnosed as MDD in the initial stage [7,8]. This kind of hidden bipolar disorder may contribute to the treatment resistance observed in unipolar depression [15,29]. Given the therapeutic and prognostic significances of the unipolar-bipolar dichotomy, predicting which patients will show bipolar disorder subsequent to an index diagnosis of MDD is of considerable clinical importance. In our study, the CART method identified five important variables of bipolar disorder conversion. In a simple two- to four-step process, these variables permit the identification of patients with low, intermediate, or high risk for bipolar disorder conversion. The developed model can be applied to routine clinical practice and to facilitate the early diagnosis of bipolar disorder.
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Abstract

Background: The usual diagnosis of sarcopenia requires a dual-energy x-ray absorptiometry (DXA) exam, which has low accessibility in primary care for Latin American countries.

Objective: The aim of this study is to design and validate software for mobile devices (Android, IOS) and computers, based on an adapted version of the diagnostic algorithm of sarcopenia proposed by the European Working Group on Sarcopenia in Older People (EWGSOP).

Methods: Follow-up exams were conducted on 430 community-dwelling Chileans 60 years and older (mean 68.2 years, SD 4.9) participating in the IsaMayor and Alexandros cohorts designed to study sarcopenia and disability associated with obesity, respectively. All the participants from the cohorts were randomly selected from the registries of primary health care centers and, for this study, must have a DXA scan at baseline. The software (HTSMayor) was designed according to an adapted version of the algorithm proposed by the EWGSOP and was divided into four phases: longitudinal validation of diagnostic algorithm of sarcopenia, alpha version, beta version, and release version. The software estimates appendicular skeletal muscle mass (ASM) using an anthropometric equation or DXA measurements with Chilean cut-off points. The predictive validation of the algorithm was estimated, comparing functional limitations (at least one activity of daily living, two instrumental activities of daily living, or three mobility limitations), falls, and osteoporosis at follow-ups in patients with and without sarcopenia at baseline, using adjusted logistic models.

Results: After a median follow-up of 4.8 years (2078.4 person-years), 37 (9.9%) new cases of sarcopenia, out of the 374 patients without sarcopenia at baseline, were identified (incidence density rate=1.78 per 100 person-years). ASM estimated with the anthropometric equation showed both a high sensitivity and specificity as compared with those estimated by DXA measurements, yielding a concordance of 0.96. The diagnostic algorithm of sarcopenia considered in the software with the equation showed both a high sensitivity (82.1%) and specificity (94.9%) when compared with DXA (reference standard). Adults without sarcopenia (at baseline) showed better physical performance (after approximately 5 years) than adults with sarcopenia. Loss of functionality was greater in adults with sarcopenia (OR 5.0, 95% CI 2.2-11.4) than in adults without sarcopenia. In addition, the risks of falls (OR 2.2, 95% CI 1.1-4.3) and osteoporosis (OR 2.8, 95% CI 1.2-6.6) were higher in older persons with sarcopenia than those without sarcopenia. The measurements and results were completed for the beta and release tests with a mean time of 10 minutes and 11 minutes, respectively.

Conclusions: We developed and validated a software for the diagnosis of sarcopenia in older Chilean adults that can be used on a mobile device or a computer with good sensitivity and specificity, thus allowing for the development of programs for the prevention, delay, or reversal of this disease. To our knowledge, HTSMayor is the first software to diagnose sarcopenia.
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Introduction

The accelerated process of demographic and epidemiological transition occurring globally in recent decades accompanies a progressive aging of the population and an increase in the frequency of chronic diseases [1], which subsequently increases the burden of disease, evidenced by an increase in disability-adjusted life years lost [2].

Sarcopenia, a disease characterized by the progressive loss of muscle mass and skeletal muscle strength, is one of the pathologies that most affects older people and has serious consequences on health, such as increases in falls, fractures, disabilities, institutionalization, poor quality of life, and mortality [3-11]. Since October 1, 2016, the International Classification of Disease, tenth revision, clinical modification defines sarcopenia as a disease (M62.84) [12,13].

In 2010, the European Working Group on Sarcopenia in Older People (EWGSOP) [3] developed a consensus diagnostic criterion by means of a diagnostic algorithm, which was revised in 2018. It is based on measurements of gait speed, handgrip strength, and appendicular skeletal muscle mass (ASM) measured by dual-energy x-ray absorptiometry (DXA), as well as chair-stands, which was added in 2018 [14]. Sarcopenia is highly prevalent [9] with ranges between 4% and 32.8% [15], and reaching 50% in people 80 years and older [3]. The increase in life expectancy and the rapid increase in the 80 years and older population predicts an increase in the prevalence and adverse consequences of sarcopenia [16]; therefore, it is important to include its diagnosis in routine preventive medical exams.

Even though the identification of sarcopenia is a key issue in preventing its negative effects on health and there is agreement on the need for widespread screening and treatment for sarcopenia in older people [14,17], the usual diagnosis of sarcopenia requires a DXA exam, which is scarcely accessible and expensive not only in Latin America [17] but also in developed countries [18-24]. Furthermore, access to the test has been associated with education and income level [23,24].

The low accessibility and high cost of current diagnostic tools evidences the need for screening tools with diagnostic methods that are easily accessible and inexpensive at the primary health care level. Considering the high prevalence of sarcopenia in Chile, 19.1% in individuals 60 years and older and 38.5% in individuals 80 years and older [25], and the importance of its early diagnosis for preventing adverse consequences, we developed and validated an anthropometric prediction equation for muscle mass estimation for the screening of sarcopenia (as an alternative to DXA measurements). In addition, we also validated the EWGSOP algorithm for the identification of sarcopenia in older Chileans [26,27].

The aim of this study was to design and validate a computer-based software, which can also be used on mobile devices, that allows the use of either a DXA exam or the anthropometric prediction equation for the diagnosis of sarcopenia in older Chileans at primary health care centers [25], according to the validated algorithm of the EWGSOP [3].

Methods

Design and Participants

Follow-ups were conducted with 430 community-dwelling people 60 years and older (mean years of age 68.2, SD 4.9; 299 females, 69.7%) living in Santiago de Chile, with baseline measurement of body composition by DXA scan from the IsaMayor and Alexandros cohorts designed to study sarcopenia and functionality, respectively [27,28]. Baseline data were collected between 2012 and 2013, and the second measurement was done in 2017, with a median follow-up time of 4.8 years (range 3-5 years).

The study and the informed consent form were approved by the Ethics Committee of the Institute of Nutrition and Food Technology at the University of Chile. Before any procedures were performed, all subjects signed the consent form.

Data Collection

After signing an informed consent, all subjects underwent face-to-face interviews, which included questions on self-reported chronic diseases and self-reported functional limitations. Functional status was determined by a self-report of the ability to perform six activities of daily living (ADL), six instrumental activities of daily living (IADL), and seven mobility limitations. Multimorbidity was defined as having two or more chronic diseases [29].

Anthropometric measurements including weight (kg), height (cm), knee height (cm), calf circumference (cm), hip circumference (cm), and handgrip strength (kg) were performed according to the methods described previously [30]. Handgrip strength was measured by means of a handgrip dynamometry (JAMAR dynamometer), registering the best of two measurements with the dominant hand, according to a previously described technique [31].

A DXA scan to assess body composition was performed for the whole sample at the beginning and at the end of the study. The skeletal muscle mass index (SMI) was calculated as the ratio of ASM to the height squared (kg/m²). ASM was estimated by the anthropometric prediction equation [27] and by DXA scan (reference standard) [32].

Low muscle mass was defined with the cut-off points obtained for the Chilean population using DXA measurements or the anthropometric prediction equation with Chilean cut-off points (DXA: ≤7.19 kg/m² for men and ≤5.77 kg/m² for women; equation: ≤7.45 kg/m² for men and ≤5.88 kg/m² for women). Low muscle strength was defined with cut-off points previously determined in a large sample of the older adult Chilean population (≤25th percentile: 27 kg for men; 15 kg for women) [31,33]. Low physical performance was defined with the 3-meter
gait speed test using the same cut-off points defined by the EWGSOP (0.8 m/sec) or for the five chair-stand test (>10 sec) [34] when the gait speed test could not be performed. The prediction equation for men and women is shown in Textbox 1.

Textbox 1. Prediction equation for men and women.

<table>
<thead>
<tr>
<th>Men</th>
<th>ASM (kg) = 0.107 * weight + 0.251 * knee height + 0.047 * handgrip strength – 0.02 * age – 0.034 * hip circumference – 4.228</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>ASM (kg) = 0.107 * weight + 0.251 * knee height + 0.047 * handgrip strength – 0.02 * age – 0.034 * hip circumference – 7.646</td>
</tr>
</tbody>
</table>

Goodness of fit of the model

\[ R^2 = 0.89; \text{ standard error of estimate} = 1.346 \]

Design of the Software HTSMayor

The software uses an adapted version of the diagnostic algorithm of sarcopenia proposed by the EWGSOP [25]. ASM can be estimated by DXA scan (when available) or with the anthropometric prediction equation previously described. When the gait speed test could not be performed, the algorithm used the five chair-stand test. The cut-off points for the SMI and handgrip strength were specific to the Chilean population.

Figure 1. HTSMayor diagnostic algorithm for sarcopenia.

The final outcomes of the software were presarcopenia (low muscle mass), sarcopenia (low muscle mass and low muscle strength or low physical performance) and severe sarcopenia (low muscle mass, low muscle strength, and low physical performance), according to the suggested classification of the EWGSOP [3].

Main Outcome Measures

Functionality was defined according to the criteria that Albala et al [36] (2004) proposed for the older Chilean adult population, namely, limitation in at least one ADL, two IADL, or three mobility limitation questions, as well as self-reported falls in the last year.

Sarcopenia was defined according to an adapted version of the algorithm of the EWGSOP [25]. World Health Organization (WHO) standards for bone mineral density were used for the identification of osteoporosis.
Development and Validation of the Software

The development and validation of the software can be divided into four phases (Figure 2).

**Figure 2. Phases of the software.**

**Phase 1: Longitudinal Validation**

In this phase, the calculation of the diagnostic accuracy of the diagnostic algorithm of sarcopenia, with the ASM estimated by the anthropometric equation using DXA as a reference standard, and the predictive validation of the adapted version of the diagnostic algorithm of sarcopenia were performed. The predictive validation of the diagnostic algorithm was performed for the outcomes of functional limitations, ADL, IADL, mobility limitations, falls, and osteoporosis at follow-up in patients with sarcopenia and without sarcopenia at baseline.

**Phase 2: Alpha Version**

Considering the validated diagnostic algorithm, a programmer completed an initial design of a prototype of the software for the web and mobile apps. The software was developed to run on all platforms, including Android, IOS, and the Web, and used Java, Swift, and PHP, respectively, as the programming languages.

Based on the diagnostic algorithm, the software (HTSMayor) Multimedia Appendix 1 estimated if a person had sarcopenia or not, and, if sarcopenic, the stage of sarcopenia—presarcopenia, sarcopenia, and severe sarcopenia—was shown. The icons for the app and the web version as well as the stages of sarcopenia calculated by the software are shown in Multimedia Appendix 2. The software generated a Microsoft Excel file with the variables measured and calculated.

**Phase 3: Beta Version**

A version of the software using the initial design and the same platform was developed. In this phase, the beta test of the software was completed and applied to 128 older adults (29 men and 99 women) living in the communities registered at seven centers of primary health care in three regions of Chile (Metropolitan Region, V Region, and XV Region) as a pilot study. Then, some changes were made to the beta version to transform it in the release version. Anthropometric measurements, physical performance tests, and the use of HTSMayor were carried out by paramedical specialized personnel trained for this study.

**Phase 4: Release Version**

In this phase, a validation of HTSMayor was performed by the medical team in 48 public health care centers in five regions of Chile (Metropolitan region, V region, VIII region, IX region, and XV region) and in the National Institute of Geriatrics of Santiago de Chile in a sample of 4242 community-dwelling people 60 years and older (979 men and 3263 women) served by public health care centers. Finally, this phase led to the creation of a final version 2.0 of HTSMayor, which will be delivered to the Ministry of Health of Chile (MINSAL); this entity will be responsible for promoting the use of the software in primary health care centers.

**Statistical Analysis**

Continuous variables were expressed as mean (SD) or the medians and interquartile ranges with a 95% CI. Categorical variables were expressed as percentages and 95% CI. The difference between sexes was calculated by a two-sample mean comparison test or Pearson’s chi-square test, depending on the type of variable. Differences between DXA measurements and equation estimations were estimated by two-sample tests for paired data. The prevalence of sarcopenia was compared by Cohen kappa coefficient and McNemar’s test. Differences in physical functionality at follow-up among patients with and without sarcopenia, diagnosed at baseline with DXA and the anthropometric equation, were compared by two-sample tests for unpaired and paired data. Relative risk was also calculated. Sensitivity, specificity, positive and negative likelihood ratios, and positive and negative predictive values of sarcopenia diagnosed by DXA and the equation were calculated. In addition, the incidence density rate was calculated. Lin's concordance correlation coefficient was calculated to measure the agreement between the diagnostic algorithm of sarcopenia with the ASM estimated by the anthropometric equation and by DXA as a reference standard. Logistic regression models were performed to predict functional limitations, falls, and osteoporosis with sarcopenia diagnosed at baseline with HTSMayor (prediction validation), adjusted by age, sex, nutritional state, and lean mass/fat mass ratio. The
Hosmer-Lemeshow test was used to assess the goodness of fit for the estimated models.

**Results**

**Phase 1**

Table 1 shows the sociodemographic and health characteristics of the study sample at baseline by sex. The mean age of the sample was 68.2 years of age (SD 4.9; range 60-88). The years of education, ADL and IADL limitations, fractures, and BMI were similar in both sexes. The proportion of women living alone was higher than in men. Falls and multimorbidity were higher in women than in men. Gait speed, anthropometric variables, and body composition were higher in men than in women, with a lean mass/fat mass ratio almost double in the former.

Table 1. Participants characteristics by sex.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Men (N=131)</th>
<th>Women (N=299)</th>
<th>Total (N=430)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.7 (5.3)</td>
<td>67.9 (4.7)</td>
<td>68.2 (4.9)</td>
<td>.14</td>
</tr>
<tr>
<td>Education (years; n=291, 94 men and 197 women), mean (SD)</td>
<td>9.0 (4.3)</td>
<td>9.5 (4.5)</td>
<td>9.3 (4.5)</td>
<td>.34</td>
</tr>
<tr>
<td>Living alone, n (%)</td>
<td>6 (4.6)</td>
<td>33 (11.0)</td>
<td>39 (9.1)</td>
<td>.03</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>15 (11.4)</td>
<td>18 (6.1)</td>
<td>33 (7.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Functional limitation in one ADL&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>21 (16.0)</td>
<td>56 (18.7)</td>
<td>77 (17.9)</td>
<td>.49</td>
</tr>
<tr>
<td>Functional limitation in two IADL&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>5 (3.8)</td>
<td>8 (2.7)</td>
<td>13 (3.0)</td>
<td>.52</td>
</tr>
<tr>
<td>Multimorbidity, n (%)</td>
<td>62 (47.3)</td>
<td>204 (68.2)</td>
<td>266 (61.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Falls, n (%)</td>
<td>24 (18.3)</td>
<td>91 (30.4)</td>
<td>115 (26.7)</td>
<td>.01</td>
</tr>
<tr>
<td>Fractures, n (%)</td>
<td>16 (12.2)</td>
<td>58 (19.4)</td>
<td>74 (17.2)</td>
<td>.07</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>29.0 (4.8)</td>
<td>29.7 (5.6)</td>
<td>29.5 (5.4)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Nutritional state, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Underweight (BMI&lt;20)</td>
<td>2 (1.5)</td>
<td>3 (1.0)</td>
<td>5 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Normal (BMI 20-24.9)</td>
<td>24 (18.3)</td>
<td>62 (20.7)</td>
<td>86 (20.0)</td>
<td></td>
</tr>
<tr>
<td>overweight (BMI 25-29.9)</td>
<td>57 (43.5)</td>
<td>108 (36.1)</td>
<td>165 (38.4)</td>
<td></td>
</tr>
<tr>
<td>Obese (BMI≥30)</td>
<td>48 (36.6)</td>
<td>126 (42.1)</td>
<td>174 (40.5)</td>
<td></td>
</tr>
<tr>
<td>Calf circumference (cm), mean (SD)</td>
<td>37.0 (3.2)</td>
<td>35.5 (3.4)</td>
<td>36.0 (3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Knee height (cm), mean (SD)</td>
<td>51.8 (2.7)</td>
<td>47.4 (2.2)</td>
<td>48.8 (3.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>101.4 (11.8)</td>
<td>94.7 (12.9)</td>
<td>96.7 (12.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hip circumference (cm), mean (SD)</td>
<td>102.1 (9.4)</td>
<td>105.8 (11.4)</td>
<td>104.7 (10.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Handgrip strength (kg), mean (SD)</td>
<td>34.8 (8.5)</td>
<td>20.2 (5.6)</td>
<td>24.6 (9.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lean mass (kg), mean (SD)</td>
<td>51.1 (6.6)</td>
<td>36.6 (5.2)</td>
<td>41.0 (8.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lean mass/fat mass, mean (SD)</td>
<td>2.4 (1.4)</td>
<td>1.3 (0.4)</td>
<td>1.7 (1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gait speed (m/sec), mean (SD)</td>
<td>0.9 (0.2)</td>
<td>0.8 (0.2)</td>
<td>0.8 (0.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Based on t test, except categorical variables, which were based on Pearson chi-square test.

<sup>b</sup>ADL: activities of daily living.

<sup>c</sup>IADL: instrumental activities of daily living.

Table 2 shows the sensitivity, specificity, positive predictive value, negative predictive value, positive likelihood ratio, and negative likelihood ratio for the diagnostic algorithm of sarcopenia with the values estimated by the prediction equation using DXA as the reference standard. The mean ASM measured with DXA or estimated with the prediction equation was similar for men, women, and the whole sample. The frequency of sarcopenia estimated with DXA or with the equation was similar (McNemar’s test: P=.27; agreement=93.3% and kappa statistic=0.74; P<.001). The prediction equation used by the software for the diagnosis of sarcopenia had a high sensitivity (82.1%; higher in men than in women, 95% vs 75%, respectively) and better specificity (94.9%), which was similar in both men and women when compared with DXA, yielding a concordance of 0.955. Positive and negative predictive values were higher in men than in women. In men, the positive and negative likelihood ratios indicated that it was almost 35 times more likely to obtain a positive diagnosis in sick patients than in healthy ones and that the probability of obtaining a negative diagnosis is 19.5 times more likely in healthy patients than in...
sick patients. In women, it was 12 times more likely to obtain a positive diagnosis in sick patients than in healthy ones, and the probability of obtaining a negative diagnosis in healthy patients was almost four times (3.8 times) more likely than in sick patients.

Table 2. Diagnostic accuracy of the diagnostic algorithm for sarcopenia with ASM estimated by the anthropometric equation and using DXA as the reference standard.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Men (N=131)</th>
<th>Women (N=299)</th>
<th>Total (N=430)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ASM (kg), Lin’s concordance</strong>, mean (SD, 95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DXA</td>
<td>21.4 (3.3, 20.8-21.9)</td>
<td>14.8 (2.4, 14.5-15.1)</td>
<td>16.8 (4.1, 16.4-17.2)</td>
</tr>
<tr>
<td>Equation</td>
<td>21.5 (2.6, 21.0-21.9)</td>
<td>14.7 (2.2, 14.5-15.0)</td>
<td>16.8 (3.9, 16.4-17.1)</td>
</tr>
<tr>
<td><strong>SMI (kg/m²), Lin’s concordance, mean (SD, 95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DXA</td>
<td>7.92 (1.1, 7.7-8.1)</td>
<td>6.50 (0.9, 6.4-6.6)</td>
<td>6.9 (1.2, 6.8-7.0)</td>
</tr>
<tr>
<td>Equation</td>
<td>7.97 (0.8, 7.8-8.1)</td>
<td>6.47 (0.8, 6.4-6.6)</td>
<td>6.9 (1.1, 6.8-7.0)</td>
</tr>
<tr>
<td><strong>Sarcopenia, % (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DXA</td>
<td>17.6 (11.5-25.2)</td>
<td>13.7 (10.0-18.1)</td>
<td>14.9 (11.7-18.6)</td>
</tr>
<tr>
<td>Equation</td>
<td>18.3 (12.1-26.0)</td>
<td>15.4 (11.5-20.0)</td>
<td>16.3 (12.9-20.1)</td>
</tr>
<tr>
<td><strong>Summary statistics for diagnostic tests (equation) compared to true disease status (DXA)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity, % (95% CI)</td>
<td>95 (75.1-99.9)</td>
<td>75 (57.8-87.9)</td>
<td>82.1 (69.6-91.1)</td>
</tr>
<tr>
<td>Specificity, % (95% CI)</td>
<td>97.3 (92.3-99.4)</td>
<td>93.9 (90.3-96.5)</td>
<td>94.9 (92.2-96.9)</td>
</tr>
<tr>
<td>PPV, % (95% CI)</td>
<td>86.4 (65.1-97.1)</td>
<td>62.8 (46.7-77)</td>
<td>70.8 (58.2-81.4)</td>
</tr>
<tr>
<td>NPV, % (95% CI)</td>
<td>99.1 (95-100)</td>
<td>96.5 (93.4-98.4)</td>
<td>97.3 (95.0-98.7)</td>
</tr>
<tr>
<td>Positive likelihood ratio, % (95% CI)</td>
<td>35.1 (11.5-98)</td>
<td>12.3 (7.4-20.5)</td>
<td>16.2 (10.3-25.5)</td>
</tr>
<tr>
<td>Negative likelihood ratio, % (95% CI)</td>
<td>0.05 (0.01-0.35)</td>
<td>0.27 (0.15-0.47)</td>
<td>0.19 (0.11-0.33)</td>
</tr>
</tbody>
</table>

After a median follow-up of 4.8 years (2078.4 person-years), there were 37 (9.9%) new cases of sarcopenia out of the 374 people without sarcopenia at baseline, who were identified by means of a DXA scan (incidence density rate=1.8 per 100 person-years).

Table 3 presents the longitudinal predictive validation of the diagnostic algorithm. Six logistic regression models for the association of ADL, IADL, mobility limitations, functional limitations, falls, and osteoporosis at the end of the follow-up according to the presence of sarcopenia at baseline (diagnosed by HTS-Mayor) were performed. After adjusting for sex, age, nutritional status, lean mass/fat mass ratio, and morbidity in all models, adults with sarcopenia had a higher risk of presenting adverse conditions than robust adults. The loss of functionality, mobility, and ADL were greater in adults with sarcopenia. In addition, the risk of falls and osteoporosis were higher in older persons with sarcopenia as compared to older persons without sarcopenia. A total of 5 people with BMI<20 were removed from the regressions.
Table 3. Logistic regression models with functionality, falls, and osteoporosis adjusted by age, sex, nutritional state, lean mass/fat mass ratio, and sarcopenia diagnosis at baseline.

<table>
<thead>
<tr>
<th>Baseline variables</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADL &lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sarcopenia, OR &lt;sup&gt;d&lt;/sup&gt; (95% CI)</td>
<td>4.4 (1.6-12.1)</td>
</tr>
<tr>
<td>Women, OR (95% CI)</td>
<td>1.4 (0.5-3.8)</td>
</tr>
<tr>
<td>Age (years), OR (95% CI)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>2.5 (1.2-5)</td>
</tr>
<tr>
<td>≥80</td>
<td>5 (1.2-21.8)</td>
</tr>
<tr>
<td>Nutritional state (kg/m&lt;sup&gt;2&lt;/sup&gt;), OR (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Overweight (BMI 25-29.9)</td>
<td>1.5 (0.5-4.8)</td>
</tr>
<tr>
<td>Obese (BMI≥30)</td>
<td>3.0 (0.8-11.7)</td>
</tr>
<tr>
<td>Lean mass/fat mass ratio, OR (95% CI)</td>
<td>1.0 (0.5-2.2)</td>
</tr>
<tr>
<td>Multimorbidity (≥2 diseases), OR (95% CI)</td>
<td>1.0 (0.5-2.1)</td>
</tr>
<tr>
<td>Hosmer-Lemeshow test &lt;sup&gt;e&lt;/sup&gt;, P value</td>
<td>.94</td>
</tr>
</tbody>
</table>

<sup>a</sup>Men, normal nutritional state, and having 0-1 chronic diseases were used as reference categories.

<sup>b</sup>ADL: activities of daily living.

<sup>c</sup>IADL: instrumental activities of daily living.

<sup>d</sup>OR: odds ratio.

<sup>e</sup>Hosmer-Lemeshow test indicated the goodness of fit of the models are satisfactory.

Phase 3

In the beta test, the total time per patient was approximately 10 minutes, including the time needed to make the measurements and type them into the app to get the diagnosis. The beta test demonstrated the viability of the software. We found that 17.2% (22/128) of adults in this sample had sarcopenia, and 4.7% (6) of them had severe sarcopenia.

Two changes were made to the beta version to transform it in the release version—the inclusion of cut-off points for the chair-stand test and the identification of the patient.

Phase 4

The mean time required for the software application per patient at the health services was 11 minutes, which was similar to the beta test.

Table 4 shows the sociodemographic and health characteristics of the release study sample at this phase by sex. The average age was higher in men than in women (74.75 years vs 72.58 years, respectively) and ranged from 60 to 92 years, with 76.92% of the sample being women. Body composition variables and anthropometric variables were significantly higher in men than in women (P<.001); although there was no difference between average gait speed (3-meter walking speed) in both sexes.

Out of 4242 participants, 18.36% (779) had presarcopenia and 24.21% (1027) had sarcopenia (755, 17.80% with sarcopenia and 272, 6.41% with severe sarcopenia).

The release test also demonstrated the viability of the software.
Sarcopenia is highly prevalent [9], and its prevalence varies by the definition used. Cruz et al [15] reported a variation from 1% to 29% in elderly community-dwelling populations and from 14% to 33% in long-term care populations using the EWGSOP definition. In Chile, the prevalence of sarcopenia is high (19.1%) and dramatically increases with age, from 12.3% in those 60 to 64 years of age to 38.5% in subjects ≥80 years of age (estimated in a sample of 1006 older adults with DXA scan measures) [25].

Ethgen et al [37] estimated the prevalence of sarcopenia in the next 30 years with a projection model based on the current prevalence of sarcopenia and the demographics available for the populations of 28 countries of the European community, using the lowest and highest estimates. They found that the number of patients with sarcopenia and the prevalence of sarcopenia were projected to increase for the lowest and highest estimates from 2016 to 2045 (11.1%-12.9% and 20.2%-22.3%, respectively), so these results can be relevant in guiding the implementation of public policies.

### Table 4. Release version: participant characteristics by sex.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Men, (N=979) (23.08%)</th>
<th>Women, (N=3263) (76.92%)</th>
<th>Total (N=4242)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD, 95% CI)</td>
<td>74.75 (6.13, 74.36-75.13)</td>
<td>72.58 (6.61, 72.35-72.81)</td>
<td>73.08 (6.56, 72.88-73.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD, 95% CI)</td>
<td>28.24 (4.39, 27.96-28.51)</td>
<td>29.46 (5.73, 29.26-29.66)</td>
<td>29.18 (5.48, 29.01-29.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nutritional state, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;20 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>5 (0.57)</td>
<td>14 (0.47)</td>
<td>19 (0.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Normal (BMI 20-24.9 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>185 (21.05)</td>
<td>540 (18.31)</td>
<td>725 (18.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overweight (BMI 25-29.9 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>418 (47.55)</td>
<td>1194 (40.49)</td>
<td>1612 (42.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obese (BMI≥30 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>271 (30.83)</td>
<td>1201 (40.73)</td>
<td>1472 (38.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Calf circumference (cm), mean (SD, 95% CI)</td>
<td>36.90 (3.64, 35.91-36.16)</td>
<td>36.04 (3.64, 35.91-36.16)</td>
<td>36.24 (3.64, 36.13-36.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Knee height (cm), mean (SD, 95% CI)</td>
<td>49.17 (4.70, 48.87-49.46)</td>
<td>45.33 (4.31, 45.18-45.48)</td>
<td>46.22 (4.69, 46.07-46.36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hip circumference (cm), mean (SD, 95% CI)</td>
<td>101.86 (9.98, 101.24-102.49)</td>
<td>103.95 (11.66, 103.55-104.35)</td>
<td>103.46 (11.33, 103.12-103.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Handgrip strength (kg), mean (SD, 95% CI)</td>
<td>33.94 (9.55, 33.34-34.54)</td>
<td>20.82 (7.17, 20.58-21.07)</td>
<td>23.85 (9.55, 23.56-24.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gait speed (m/sec), mean (SD, 95% CI)</td>
<td>0.93 (0.32, 0.91-0.96)</td>
<td>0.86 (0.27, 0.85-0.87)</td>
<td>0.88 (0.28, 0.87-0.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Five chair-stands time (seconds), mean (SD, 95% CI)</td>
<td>11.80 (3.63, 11.39-12.22)</td>
<td>12.40 (4.18, 12.14-12.65)</td>
<td>12.26 (4.07, 12.04-12.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sarcopenia diagnosis, % (95% CI)</td>
<td>26.66 (23.91-29.55)</td>
<td>23.48 (22.03-24.97)</td>
<td>24.21 (22.93-25.53)</td>
<td>.041</td>
</tr>
</tbody>
</table>

<sup>a</sup>Based on t test except nutritional state and sarcopenia diagnosis, which was based on Pearson Chi-square test.

### Discussion

#### Principal Findings

In this study, we developed and validated a software for the diagnosis of sarcopenia using an adapted version of the consensus diagnostic criteria [3] and cut-off points for the Chilean population, which can be used with an anthropometric equation or with DXA scan measures [25]. Recently, Brunix et al [32] reviewed several methods to estimate dual muscle mass and concluded that the DXA scan can be considered the reference standard for measuring muscle mass.

Sarcopenia is highly prevalent [9], and its prevalence varies by the definition used. Cruz et al [15] reported a variation from 1% to 29% in elderly community-dwelling populations and from 14% to 33% in long-term care populations using the EWGSOP definition. In Chile, the prevalence of sarcopenia is high (19.1%) and dramatically increases with age, from 12.3% in those 60 to 64 years of age to 38.5% in subjects ≥80 years of age (estimated in a sample of 1006 older adults with DXA scan measures) [25].

Ethgen et al [37] estimated the prevalence of sarcopenia in the next 30 years with a projection model based on the current prevalence of sarcopenia and the demographics available for the populations of 28 countries of the European community, using the lowest and highest estimates. They found that the number of patients with sarcopenia and the prevalence of sarcopenia were projected to increase for the lowest and highest estimates from 2016 to 2045 (11.1%-12.9% and 20.2%-22.3%, respectively), so these results can be relevant in guiding the implementation of public policies.

With respect to the beta and release tests, the viability of the software was demonstrated. The time required to use the software is short, about 11 minutes. In the release test, a large sample was diagnosed in the primary health care centers (4242 community-dwelling people 60 years and older).

As expected in our research, we found that individuals with sarcopenia were in worse physical condition than those without sarcopenia. Patients with sarcopenia have a higher risk of functional limitations, falls, and a decrease in strength and physical performance than robust persons. Several studies have shown the adverse effects of this syndrome on the health and quality of life of older adults [11,12,38-42]. The study conducted by Roth et al [42] showed that the rate of both physical and functional disability is two to three times higher in the population with sarcopenia. Morley, Anker, and von Haehling [16] concluded that sarcopenia was one of the main causes of falls and functional limitations in older people, so it is necessary to screen sarcopenia and treat it.

The low accessibility of the DXA test in primary health care requires the use of low-cost tools and easy management similar to HTSMayor.

In line with the WHO statement of integrated care [43,44] in Chile, the preventive medical examination (EMPAM for its acronym in Spanish) is guaranteed for older people and is ascribed to in the public and private health care systems [45,46]. The EMPAM is a test performed once a year for any adult over 65 years of age, the purpose of which is to investigate (in a timely manner) their functionality and autonomy (eg, the ability of older adults to control their lives, to make their own decisions, and to develop their daily activities). This examination then allows for the identification of risk factors that may endanger
the autonomy and independence of an older adult. In this way, anticipatory actions can be planned and carried out by the health care team. Considering the importance of the early diagnosis of sarcopenia, the MINSAL will incorporate the screening of sarcopenia by using HTSMayor at the primary care level. There are few software packages that are used in primary health care, which are mainly used for mental health [47-49].

Our results are a contribution to public health for the older adult population, because it is greatly beneficial to have a valid and safe indicator for the diagnosis of sarcopenia based on anthropometric measurements and strength tests, such as dynamometry and physical performance tests (eg, walking speed for 3 meters or five chair-stands), that are easy to obtain, low in cost, can be replicated in several countries, and can be used for older people in primary health care centers, which represents a growing vulnerable population. For this population, an opportune diagnosis will improve quality of life and avoid the risk factors that are associated with this geriatric syndrome.

Limitations
A limitation of this study is the low number of incident cases of sarcopenia (37 of 374 people, 9.9% of the patients without sarcopenia at baseline) in the studied period, but the figures are similar to those found by Mijnarends et al [50]. The difference in the frequency of sarcopenia in men and women found in the release version is higher than the one found in the validation study sample, but this situation can be explained considering that the release version was tested in people attending primary care health centers. Another limitation could be the lower sensitivity in women as compared to men. This probably can be explained by the lower accuracy of anthropometric measurements, considering the different fat mass proportion and distribution, specifically hip circumference, in women as compared to men. However, the sensibility in the forms is good enough for the screening of sarcopenia. We do not rule out future upgrades to improve test accuracy.

Strengths
Among the strengths of our study is the replacement of a DXA scan test by HTSMayor, allowing the diagnosis of sarcopenia in primary health care centers with valid, reliable, low-cost, and easy-to-use software that can be used by the health care team from a mobile device or a computer, which will facilitate the work of clinicians. The availability of this diagnostic tool allowed the development of a Clinical Practice Guide of Sarcopenia for its use at the MINSAL network. This study can be reproduced by other researchers, using prediction equations and cut-off points for their population, which will allow the development of diagnostic instruments for sarcopenia for use in clinical practice.

Conclusion
We developed and validated a software for the diagnosis of sarcopenia in older Chilean adults that can be used on a mobile device or a computer with good sensitivity and specificity, thus allowing for the development of programs for the prevention, delay, or reversal of this syndrome. The HTSMayor is low in cost and user-friendly. The HTSMayor can be used by health staff to diagnose sarcopenia as part of the preventive medical exam for older adults in public health care centers. To our knowledge, HTSMayor is the first software designed and validated to diagnose sarcopenia.
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Abstract

Background: The Observational Health Data Sciences and Informatics (OHDSI) network is an international collaboration established to apply open-source data analytics to a large network of health databases, including the Korean common data model (K-CDM) network.

Objective: The aim of this study is to analyze the effect that age at diagnosis has on the prognosis of inflammatory bowel disease (IBD) in Korea using a CDM network database.

Methods: We retrospectively analyzed the K-CDM network database from 2005 to 2015. We transformed the electronic medical record into the CDM version 5.0 used in OHDSI. A worsened IBD prognosis was defined as the initiation of therapy with biologic agents, including infliximab and adalimumab. To evaluate the effect that age at diagnosis had on the prognosis of IBD, we divided the patients into an early-onset (EO) IBD group (age at diagnosis <40 years) and a late-onset (LO) IBD group (age at diagnosis ≥40 years) with the cutoff value of age at diagnosis as 40 years, which was calculated using the Youden index method. We then used the logrank test and Cox proportional hazards model to analyze the effect that age at diagnosis (EO group vs LO group) had on the prognosis in patients with IBD.

Results: A total of 3480 patients were enrolled. There was 2017 patients with ulcerative colitis (UC) and 1463 with Crohn’s disease (CD). The median follow up period was 109.5 weeks. The EO UC group was statistically significant and showed less event-free survival (ie, experiences of biologic agents) than the LO UC group (P<.001). In CD, the EO CD group showed less event-free survival (ie, experiences of biologic agents) than the LO CD group. In the Cox proportional hazard analysis, the odds ratio (OR) of the EO UC group on experiences of biologic agents compared with the LO UC group was 2.3 (95% CI 1.3-3.8, P=.002). The OR of the EO CD group on experiences of biologic agents compared with the LO CD group was 5.4 (95% CI 1.9-14.9, P=.001).

Conclusions: The EO IBD group showed a worse prognosis than the LO IBD group in Korean patients with IBD. In addition, this study successfully verified the CDM model in gastrointestinal research.

(JMIR Med Inform 2020;8(4):e15124) doi:10.2196/15124
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Introduction

The incidence of inflammatory bowel disease (IBD) is increasing in newly industrialized and westernized countries [1-5]. Although the incidence of IBD in western countries is stabilizing, its prevalence remains less than 0.3%. A major issue among IBD patients is the deterioration in disease-related events [1,6,7].

Effective management of IBD requires the ability to predict and prevent acute exacerbation events [1], and several studies have focused on prognostic factors for IBD [5,8-11]. Dulai et al [12] in the United States demonstrated that a history of biologic agent use, bowel surgery, fistulizing events, baseline albumin levels, and C-reactive protein levels are associated with the prognosis of Crohn’s disease (CD). Khan et al [13] reported that early corticosteroid use is an independent risk factor for the prognosis of ulcerative colitis (UC). Baars et al [14] showed that late-onset (LO) IBD is associated with the development of colorectal cancer, and Israeli et al [15] reported that early-onset (EO) IBD is associated with worse outcomes, more complex diseases, and the need for surgery.

However, data regarding the factors associated with a poor prognosis of IBD are inconclusive, particularly for the second exacerbation event after diagnosis of IBD. Moreover, there is little data available related to the prediction of IBD prognosis, especially in Asian patients.

To identify factors at the time of diagnosis that are associated with the prognosis of IBD, we used the verified Korean common data model (K-CDM) network [16,17]. The K-CDM, which follows the policy of the Observational Health Data Sciences and Informatics (OHDSI) network [18,19], is an electronic medical record (EMR) standard. The CDM has evolved since its launch in the latter half of 2016. The network facilitates the performance of efficient and transparent multicenter studies [16,17]. However, the K-CDM has not been applied to gastrointestinal research.

This study was performed to evaluate the effect of age at diagnosis on the prognosis of IBD by using the CDM format of OHDSI resources, and to assess the effectiveness of a new methodology that codes algorithms via K-CDM of OHDSI network.

Methods

Institutional Ethic Review Board Approval of the Study Design

The Institutional Review Board of Gil Medical Center (GMC) reviewed the study protocol (certification number: GAIRB2018-127). Since the data were analyzed anonymously, consent was not obtained.
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This research was supported by the Basic Science Research Program through the National Research Foundation of Korea, funded by the Ministry of Education (2017R1D1A1B03034546), and supported by a grant from the Korea Health Technology R&D Project through the Korea Health Industry Development Institute (KHIDI), funded by the Ministry of Health & Welfare, Republic of Korea (grant number: HI14C3201).

The OHDSI Network and Korean Common Data Model Resources

The OHDSI network is an international collaboration that aims to develop data-sharing systems [18,19] by applying open-source data analytics to a large number of health databases. Each member of the OHDSI network transfers their EMR databases to the CDM.

The K-CDM is based on the OHDSI database framework (CDM version 5.0). The OHDSI network launched in 2015, and the K-CDM launched in the latter half of 2016. The uploading of the EMRs from Korean hospitals into the K-CDM continued until the second half of 2019. More detailed information regarding the extract, transform, load system of longitudinal health care databases into the CDM has been described in previous studies [20-22].

Study Design and Data Sources

We conducted a multicenter, retrospective, cross-sectional study of the clinical history, medical treatment history, and laboratory parameters of patients with IBD according to their age at diagnosis of IBD using the K-CDM network resources.

To assess the effectiveness of our methodology, we used the CDM coding algorithms. The tertiary centers in the K-CDM use the same EMRs; therefore, we queried their CDM databases to extract the data of interest [20-22].

Identification of Patients With Inflammatory Bowel Disease

The K-CDM database was used to identify all patients diagnosed for the first time with UC or CD (according to the International Classification of Disease codes) from January 1, 2006, to December 31, 2016.

We included patients who were followed up with for at least 2 months and excluded those misdiagnosed with other chronic IBDs including intestinal tuberculosis [23,24]. Tuberculosis is endemic in Korea, and thus intestinal tuberculosis is not rare [25]. To prevent misdiagnosis of intestinal tuberculosis as IBD or vice versa, a 2-month course of anti-tuberculosis agents and a follow-up colonoscopy are recommended [23] (Figure 1).
Definitions of Early-Onset and Late-Onset Inflammatory Bowel Disease

EO and LO IBD were defined as patients being diagnosed younger than 40 years and 40 years of age or older, respectively. To avoid the misclassification of LO IBD caused by loss of medical records, we designed a washout period of 1 year. Since IBD disease is a chronic and life-long disorder, using a 1 year washout period prevents misconduct in this study.

Outcome Measures

A worsened prognosis of IBD was defined as initiation of biologic-agent therapy. Unlike other nations, in Korea, physicians are not allowed to prescribe biologic agents to patients with IBD who are diagnosed as IBD for the first time, even with severe disease activity. Biologic agents are only prescribed for patients with IBD who are unresponsive to, dependent on, or contraindicated for steroids or immunosuppressants [26-32]. Therefore, biologic-agent therapy is typically delayed until the second exacerbation event or until the patient is unresponsive to or dependent on steroids or immunosuppressants for at least 3 months after the diagnosis of IBD. In Korea, use of biologic agents is indicative of a poor prognosis [28,32-34].

Variables

We assessed the following variables: date of the initial diagnosis of IBD, age at initial diagnosis of IBD, current age, sex, laboratory parameters, and history of IBD treatment (including systemic steroids and immunosuppressants). Treatment history was extracted from the CDM databases of the participating institutions. We regarded use of systemic steroids or immunosuppressants at diagnosis as indicators of disease activity at diagnosis. The Korean IBD treatment guidelines state that systemic steroids or immunosuppressive agents should be used only in patients with moderate or severe diseases [33,35].

Statistical Analysis

Since there have been debates on whether age at diagnosis is independent of risk factors for worsening prognosis in IBD patients, we investigated the effect of age at diagnosis on the prognosis of IBD patients using the OHDSI K-CDM network database.

We calculated the cutoff value of age at diagnosis to predict a worsened prognosis (use of biologic agents) in IBD patients from the GMC registry using the Youden index method. Using this process, we determined the cutoff values of age at diagnosis (<40 years of age and ≥40 years of age), which showed the best performance of prognosis prediction for patients with IBD.

We then externally validated whether the cutoff values of age at diagnosis (<40 years vs ≥40 years) showed a reasonable prediction of a worsened prognosis in patients with IBD using the K-CDM network database.

The cumulative incidence (Kaplan–Meier method) of using biologic agents throughout the follow-up period according to age group was evaluated by the logrank test. The hazard ratio for the initiation of biologic agents was compared between patients with EO vs LO UC and patients with EO vs LO CD. All statistical tests were two-sided, and a value of $P<.05$ was considered indicative of statistical significance. The data was analyzed using SPSS Statistics version 22 (IBM, Armonk, NY) and MedCalc version 12.2.1 (MedCalc Software, Ostend, Belgium).

Results

Clinical Characteristics and Outcomes

From 2005 to 2015, 3480 patients were diagnosed with incident IBD, of whom 2017 (57.96%) had UC and 1463 (42.04%) had CD (Table 1). The median follow-up duration from the date of initial diagnosis of IBD was 109.5 weeks. The mean ages at diagnosis of EO UC (1015, 50.32%) and LO UC (1002, 49.68%) were 25.7 and 55.4 years, respectively. The mean ages at diagnosis of EO CD (1059, 72.39%) and LO CD (404, 27.61%) were 21.9 and 55.0 years, respectively.
Table 1. Baseline characteristics of all patients with inflammatory bowel disease (N=3480).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Ulcerative colitis (N=2017)</th>
<th>Crohn’s disease (N=1463)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow-up period (weeks), mean (range)</td>
<td>132.73 (26.43-318.92)</td>
<td>87.43 (14.01-248.42)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>1153 (57.16)</td>
<td>939 (64.18)</td>
</tr>
<tr>
<td>Age of participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current age (years), mean (SD)</td>
<td>49.91 (16.92)</td>
<td>48.94 (18.43)</td>
</tr>
<tr>
<td>Age at diagnosis (years), mean (SD)</td>
<td>41.40 (17.61)</td>
<td>29.72 (17.10)</td>
</tr>
<tr>
<td>Age at diagnosis &lt;40, n (%)</td>
<td>1015 (50.32)</td>
<td>1059 (72.39)</td>
</tr>
<tr>
<td>Age at diagnosis ≥40, n (%)</td>
<td>1002 (49.68)</td>
<td>404 (27.61)</td>
</tr>
<tr>
<td>Phenotype of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic steroid use at diagnosis, n (%)</td>
<td>261 (12.94)</td>
<td>183 (12.51)</td>
</tr>
<tr>
<td>IBD related outcome (biologic agent)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at IBD related event, mean (SD)</td>
<td>39.51 (16.39)</td>
<td>31.40 (14.81)</td>
</tr>
<tr>
<td>Experience of biologic agent, n (%)</td>
<td>104 (5.16)</td>
<td>177 (12.10)</td>
</tr>
<tr>
<td>Laboratory data (at diagnosis)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hematocrit (%), mean (SD)</td>
<td>38.89 (5.59)</td>
<td>38.38 (5.63)</td>
</tr>
<tr>
<td>Serum total bilirubin (mg/dL), mean (SD)</td>
<td>0.71 (0.52)</td>
<td>0.59 (0.38)</td>
</tr>
<tr>
<td>Serum albumin (g/dL), mean (SD)</td>
<td>4.12 (0.51)</td>
<td>3.99 (0.61)</td>
</tr>
<tr>
<td>Serum creatinine (mg/dL), mean (SD)</td>
<td>1.12 (4.82)</td>
<td>0.81 (0.72)</td>
</tr>
<tr>
<td>Serum C-reactive protein (g/dL), mean (SD)</td>
<td>1.81 (3.69)</td>
<td>2.39 (3.98)</td>
</tr>
</tbody>
</table>

*IBD: inflammatory bowel disease.

Association Between Age at Diagnosis and Ulcerative Colitis or Crohn’s Disease Phenotype

The rate of previous use of systemic steroid therapy at the time of diagnosis was not significantly different in the EO UC group than in the LO UC group (131/1015, 12.91% vs 130/1002, 12.97%, \( P=.91 \)) (Table 2); however, the rate was significantly higher in the EO CD group than in the LO CD group (144/1059, 13.60% vs 39/404, 9.7%, \( P=.04 \)) (Table 3).

Previous biologic-agent therapy, serum albumin, and blood urea nitrogen differed significantly between the EO UC and LO UC groups (Table 2).

Systemic steroid use at diagnosis, previous biologic-agent therapy, male sex, age, hematocrit levels, serum total bilirubin, and serum creatinine levels differed significantly between the EO CD and LO CD groups (Table 3).
Table 2. Univariate analysis biologic agent experience between early onset and late onset groups in ulcerative colitis (N=2017).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Early onset UC&lt;sup&gt;a&lt;/sup&gt; (age at diagnosis &lt;40 years) (N=1015)</th>
<th>Late onset UC (age at diagnosis ≥40 years) (N=1002)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow-up period (weeks), mean (SD)</td>
<td>156.90 (156.70)</td>
<td>190.70 (175.80)</td>
<td>.005</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>590 (58.13)</td>
<td>563 (56.19)</td>
<td>.40</td>
</tr>
<tr>
<td>Current age (years), mean (SD)</td>
<td>33.60 (10.00)</td>
<td>63.90 (11.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype of IBD&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic steroid use at diagnosis, n (%)</td>
<td>131 (12.91)</td>
<td>130 (12.97)</td>
<td>.91</td>
</tr>
<tr>
<td>IBD related outcome (biologic agent)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at experience of biologic agent (years), mean (SD)</td>
<td>26.13 (8.81)</td>
<td>54.93 (9.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experienced biologic agent, n (%)</td>
<td>64 (6.31)</td>
<td>40 (3.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Laboratory data (at diagnosis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hematocrit (%), mean (SD)</td>
<td>39.21 (5.99)</td>
<td>38.71 (5.22)</td>
<td>.32</td>
</tr>
<tr>
<td>Serum albumin (g/dL), mean (SD)</td>
<td>4.19 (0.59)</td>
<td>4.12 (0.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Serum blood urea nitrogen (mg/dL), mean (SD)</td>
<td>11.09 (3.68)</td>
<td>14.39 (5.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Serum creatinine (mg/dL), mean (SD)</td>
<td>0.83 (0.42)</td>
<td>1.29 (6.49)</td>
<td>.23</td>
</tr>
<tr>
<td>C-reactive protein (g/dL), mean (SD)</td>
<td>2.01 (3.71)</td>
<td>1.69 (3.59)</td>
<td>.32</td>
</tr>
</tbody>
</table>

<sup>a</sup> UC: ulcerative colitis.

<sup>b</sup> IBD: inflammatory bowel disease.

Table 3. Univariate Analysis of biologic agent experience between early onset and late onset group in Crohn's disease (N=1463).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Early onset CD&lt;sup&gt;a&lt;/sup&gt; (age at diagnosis &lt;40 years) (N=1059)</th>
<th>Late onset CD (age at diagnosis ≥40 years) (N=404)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow-up period (weeks), mean (SD)</td>
<td>106.29 (125.91)</td>
<td>163.48 (155.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>728 (68.74)</td>
<td>211 (52.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current age (years), mean (SD)</td>
<td>28.81 (9.69)</td>
<td>63.32 (12.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phenotype of IBD&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic steroid use at diagnosis, n (%)</td>
<td>144 (13.60)</td>
<td>39 (9.65)</td>
<td>.04</td>
</tr>
<tr>
<td>IBD related outcome (biologic agent)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at experience of biologic agent (years), mean (SD)</td>
<td>23.48 (8.53)</td>
<td>54.09 (10.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experience of biologic agent, n (%)</td>
<td>144 (13.60)</td>
<td>33 (8.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Laboratory data (at diagnosis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hematocrit (%), mean (SD)</td>
<td>38.91 (5.18)</td>
<td>36.72 (6.34)</td>
<td>.001</td>
</tr>
<tr>
<td>Serum total bilirubin (mg/dL), mean (SD)</td>
<td>0.62 (0.39)</td>
<td>0.74 (0.42)</td>
<td>.04</td>
</tr>
<tr>
<td>Serum albumin (g/dL), mean (SD)</td>
<td>4.11 (0.57)</td>
<td>4.02 (0.63)</td>
<td>.31</td>
</tr>
<tr>
<td>Serum creatinine (mg/dL), mean (SD)</td>
<td>0.73 (0.42)</td>
<td>1.14 (1.27)</td>
<td>.007</td>
</tr>
<tr>
<td>C-reactive protein (g/dL), mean (SD)</td>
<td>3.69 (4.01)</td>
<td>2.2 (3.99)</td>
<td>.59</td>
</tr>
</tbody>
</table>

<sup>a</sup> CD: Crohn’s disease.

<sup>b</sup> IBD: inflammatory bowel disease.

Association Between Age at Diagnosis and Initiation of Biologic-Agent Therapy

The EO UC group had a significantly lower event-free survival rate than that of the LO UC group (P<.001). The rate of biologic-agent therapy initiation was significantly higher in the EO UC group than in the LO UC group (P<.001) (Figure 2). The rate of biologic-agent initiation therapy was also significantly higher in the EO CD group than in the LO CD group (P<.001) in the total K-CDM population (Figure 3).
Figure 2. Kaplan-Meier analysis for experience of biologic agents in patients with ulcerative colitis.

Factors Related to Previous Biologic-Agent Therapy

The Cox proportional hazards analysis showed that after adjustment for covariates, the odds ratio (OR) for the initiation of biologic-agent therapy in the EO UC group compared with the LO UC group was 2.3 (95% CI 1.3-3.8, \( P=0.002 \)) (Table 4). The OR for initiation of biologic-agent therapy in the EO CD group compared with the LO CD group was 5.4 (95% CI 1.9-14.9, \( P=0.001 \)) (Table 5).
Table 4. Multivariate analysis for the detection of associative valuables with experience of biologic agent in ulcerative colitis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.4 (0.8-2.3)</td>
<td>.19</td>
</tr>
<tr>
<td>Age at diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years</td>
<td>2.3 (1.3-3.8)</td>
<td>.002</td>
</tr>
<tr>
<td>Phenotype of inflammatory bowel disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic steroid uses at the diagnosis</td>
<td>2.1 (1.2-3.6)</td>
<td>.01</td>
</tr>
<tr>
<td>Laboratory findings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin &lt;10 g/dL</td>
<td>1.1 (0.5-2.2)</td>
<td>.79</td>
</tr>
<tr>
<td>C-reactive protein ≥3 g/dL</td>
<td>1.9 (1.1-3.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Albumin &lt;3.5 g/dL</td>
<td>2.2 (1.2-3.9)</td>
<td>.01</td>
</tr>
</tbody>
</table>

Table 5. Multivariate analysis for the detection of associative valuables with experience of biologic agent in Crohn's disease.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.9 (0.5-1.7)</td>
<td>.81</td>
</tr>
<tr>
<td>Age at diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years</td>
<td>5.4 (1.9-14.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Phenotype of inflammatory bowel disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic steroid uses at the diagnosis</td>
<td>2.2 (1.2-4.1)</td>
<td>.009</td>
</tr>
<tr>
<td>Laboratory findings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin &lt;10 g/dL</td>
<td>1.4 (0.7-2.9)</td>
<td>.31</td>
</tr>
<tr>
<td>C-reactive protein ≥3 g/dL</td>
<td>1.7 (0.9-2.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Albumin &lt;3.5 g/dL</td>
<td>1.5 (0.8-2.8)</td>
<td>.19</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol ≤40 g/dL</td>
<td>1.2 (0.7-2.0)</td>
<td>.49</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In this study we found that patients with EO IBD had a worsened prognosis in terms of the first administration of biologic agents than patients with LO IBD. In the Cox proportional hazards analysis, the OR for the initiation of therapy with biologic agents was 2.3 (95% CI 1.3-3.8, P=.002) in the EO UC group compared with the LO UC group. For CD, the OR was 5.4 (95% CI 1.9-14.9, P=.001) in the EO CD group compared with the LO CD group.

We also validated the utility of the K-CDM model for multicenter gastrointestinal studies in terms of its accuracy, efficacy, and transparency. To our knowledge, this is the first study to apply and validate the CDM for gastrointestinal research. We first transformed the EMRs to the K-CDM version 5.0 and subsequently assessed the association of the age at diagnosis with the prognosis of IBD using the K-CDM network data.

Comparison With Prior Work

The K-CDM uses the OHDSI database system, which aims to facilitate global, large-scale observational research that is reproducible, because it is based on CDMs and queries [18,36-39]. CDMs were developed to enable management of large amounts of data in the medical field. The use of standardized CDMs in research has several advantages, including speed and the use of standard analytical tools for different EMR database systems [18,38-44]. In this study, we used MS-SQL (Microsoft, Redman, WA) data-management software to analyze the EMR data from several tertiary medical centers.

There have been several attempts to use CDMs in the medical field [4,45-48]. Yue et al [49] used CDMs in studies on traumatic brain injury and overviewed the pertinent traumatic brain injury modules and CDMs. Amel et al [50] evaluated the clinical outcomes of mitochondrion-related diseases using a CDM specific to neurological diseases. Panaccio et al [51] used a CDM to analyze the hospitalization and mortality rates of patients with atrial fibrillation using a standardized methodology as well as coding algorithms across two types of data sources. However, no gastrointestinal study to date has used a CDM. In
this study, we validated the utility of a CDM for gastrointestinal research.

Unlike other disease-specific CDMs [46,51], the K-CDM transforms almost all of the outpatient and inpatient data in each hospital. Therefore, the K-CDM data can be used for research related to a variety of medical specialties [16-18]. Moreover, the K-CDM is based on the OHDSI database framework, which enables its use in multicenter studies worldwide.

In this study, we found that age at diagnosis was associated with a poor prognosis of IBD (ie, use of biologic agents) [10,11,15,52], and that EO UC and EO CD were associated with more frequent exacerbation events and earlier initiation of therapy with a biologic agent. Balde et al [53] reported that the use of biologic agents was more frequent in French patients with EO CD, which suggests a poor prognosis. Hwang et al [35] reported that among 1382 Korean patients with CD, the EO group had a worse prognosis, as reflected by a lower frequency of biologic agent use during the follow-up period.

In Korea, there have been emerging movements to share EMR data in the form of CDMs. To achieve this data-sharing process, more than 40 tertiary medical centers in Korea have made efforts to transform their EMR data into CDM format using OHDSI open-source resources since 2018. Before the launching of the formal OHDSI platform-based study, we used Atlas or Achilles tools to build codes and extract data from the individual institutes and then analyzed the results in a meta-analysis to protect the distributed data system concepts; we intended to determine if gastroenterology research using CDMs were more accurate and convenient than conventional study processes. We extracted the CDM-based data from the GMC and K-CDM network using MS-SQL and merged the data for further logrank tests and Cox proportional analyses. Even though this was not identical to typical OHDSI network studies, our study process had value by validating the CDM model in gastrointestinal research.

Limitations
Studies using the K-CDM have several limitations. First, many IBD-related factors, including disease activity at the time of diagnosis, initial UC Mayo score, and the CD activity index, were not included. Instead, we regarded use of systemic steroids or other immunosuppressive agents at the time of diagnosis as indicative of disease activity. The Korean IBD treatment guidelines state that systemic steroids or other immunosuppressive agents should be prescribed only to patients with moderate or severe diseases [33]. Moreover, in Korea, biologic-agent therapy is typically delayed until the second exacerbation event or until the patient is unresponsive to, or dependent on steroids or immunosuppressants for at least 3 months after the diagnosis of IBD. Therefore, in Korea, the use of biologic agents is indicative of a poor prognosis [33]. The UC Mayo score and CD activity index reflect the disease severity. Systemic steroid use at the time of diagnosis is indicative of moderate-to-severe and severe IBD activities. Thus, we used the systemic steroid use at the time of diagnosis as the operational definition of the UC Mayo score and the CD activity score. Gastroenterologists should focus on and make efforts to qualify the variables in the K-CDM network in gastrointestinal research. It is promising that the majority of the clinical contents used in gastrointestinal research could be equipped in the K-CDM tables, especially through the standardized clinical data domain, once researchers qualify the variables of the K-CDM. Second, this was a retrospective study and thus may have been influenced by selection or indication bias. Third, inclusion of only tertiary medical centers may have introduced selection bias.

Conclusion
In conclusion, patients with EO IBD have a worse prognosis than patients with LO IBD. Moreover, we successfully validated that the K-CDM network database enables physicians to conduct multicenter gastroenterology studies with more efficient and transparent study processes.
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Abstract

Background: Ectopic pregnancy (EP) is a serious complication of assisted reproductive technology (ART). However, there is no acknowledged mathematical model for predicting EP in the ART population.

Objective: The goal of the research was to establish a model to tailor treatment for women with a higher risk of EP.

Methods: From December 2015 to July 2016, we retrospectively included 1703 women whose serum human chorionic gonadotropin (hCG) levels were positive on day 21 (hCG21) after fresh embryo transfer. Multivariable multinomial logistic regression was used to predict EP, intrauterine pregnancy (IUP), and biochemical pregnancy (BCP).

Results: The variables included in the final predicting model were (hCG21, ratio of hCG21/hCG14, and main cause of infertility). During evaluation of the model, the areas under the receiver operating curve for IUP, EP, and BCP were 0.978, 0.962, and 0.999, respectively, in the training set, and 0.963, 0.942, and 0.996, respectively, in the validation set. The misclassification rates were 0.038 and 0.045, respectively, in the training and validation sets. Our model classified the whole in vitro fertilization/intracytoplasmic sperm injection–embryo transfer population into four groups: first, the low-risk EP group, with incidence of EP of 0.52% (0.23%-1.03%); second, a predicted BCP group, with incidence of EP of 5.79% (1.21%-15.95%); third, a predicted undetermined group, with incidence of EP of 28.32% (21.10%-35.53%); and fourth, a predicted high-risk EP group, with incidence of EP of 64.11% (47.22%-78.81%).

Conclusions: We have established a model to sort the women undergoing ART into four groups according to their incidence of EP in order to reduce the medical resources spent on women with low-risk EP and provide targeted tailor-made treatment for women with a higher risk of EP.

Introduction

Ectopic pregnancy (EP) is the leading cause of maternal morbidity and mortality during the first trimester, accounting for 5% to 10% of all maternal deaths [1]. Moreover, the incidence of EP is 2 to 3 times higher in pregnancies resulting from assisted reproductive technology (ART) than in natural pregnancies [2]. It is well acknowledged that the circulating human chorionic gonadotropin (hCG) level in early pregnancy aids in diagnosis of EP before any gestational sac can be visualized through ultrasonography. However, a meta-analysis
has suggested that the efficacy of a single serum hCG test to predict an EP is low; an hCG ratio strategy—which is the ratio between two successive time points of hCG concentration—has better sensitivity, while regression models have better specificity but need further improvement and validation [3]. To date, there is no acknowledged mathematical model for predicting EP in women undergoing in vitro fertilization (IVF) or intracytoplasmic sperm injection (ICSI) and embryo transfer (ET) treatment. Thus, a significant amount of time and resources are spent in reproductive centers on monitoring women with early pregnancies to identify EP in time to prevent its complications. Early tests for assuring the location of gestational sacs have significant cost burdens on patients and centers.

The aim of this study was to establish such a model to rank the women undergoing IVF/ICSI-ET treatment into a few groups according to the incidence of EP. The goals are to reduce medical resources spent on the low-risk EP group, provide more targeted tailor-made treatment for women at a high risk of EP, and further improve the detection rate for this adverse outcome.

Methods

Subjects

This was a retrospective observational cohort study performed from December 2015 to July 2016. Datasets of all fresh ET cycles were recorded. Data were entered into a database by the clinical support staff. The database was used to collect basic and clinical characteristics of patients including age, body mass index, baseline sex hormone levels, main causes of infertility, endometrial thickness on the day of hCG used for triggering ovulation, details of ovarian stimulation protocols, insemination method, date of insemination, date of ET, numbers of ETs, date of hCG examination, serum concentrations of hCG, fertilization results, and pregnancy types, including EP, biochemical pregnancy (BCP), and intrauterine pregnancy (IUP). The inclusion criteria were (1) serum hCG level >5 IU/L on days 14 (hCG14) and 21 post-ET (hCG21); (2) hCG examinations were tested in our own lab (the same platform); and (3) hCG levels were tested exactly on day 14 or 21 post-ET. Of these, 1703 cycles were selected. The cycles were further divided into three outcome groups: EP, IUP, or BCP. A flowchart of this process is shown in Figure 1. During the study period, 7084 fresh IVF/ICSI-ET cycles were enrolled in our study. Of these, 1703 cycles that met the inclusion criteria were selected. There were 1576 (92.54%) women with an IUP, 78 (4.58%) with an EP, and 49 (2.88%) with a BCP. The basic and clinical characteristics in relation to different pregnancy outcomes were shown in Table 1.

Figure 1. Flowchart of the data selection strategy. hCG14 and hCG21: serum hCG levels on days 14 and 21 post–embryo transfer; EP: ectopic pregnancy; ET: embryo transfer; IUP: intrauterine pregnancy; BCP: biochemical pregnancy.
Table 1. Basic and clinical characteristics in relation to different pregnancy outcomes.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intrauterine pregnancy, (n=1576)</th>
<th>Ectopic pregnancy, (n=78)</th>
<th>Biochemical pregnancy, (n=49)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (quartile)</strong></td>
<td>32 (29-35)</td>
<td>32 (29-35)</td>
<td>32 (30-35)</td>
</tr>
<tr>
<td><strong>Body mass index (kg/m²), mean (quartile)</strong></td>
<td>22.1 (20.3-24.5)</td>
<td>22.5 (19.5-24.5)</td>
<td>22.6 (20.1-25.5)</td>
</tr>
<tr>
<td><strong>Cause of infertility, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male infertility</td>
<td>530 (33.6)</td>
<td>16 (20.5)</td>
<td>24 (49.0)</td>
</tr>
<tr>
<td>Endometriosis</td>
<td>46 (2.9)</td>
<td>1 (1.3)</td>
<td>2 (4.1)</td>
</tr>
<tr>
<td>Anovulatory infertility</td>
<td>81 (5.2)</td>
<td>9 (11.5)</td>
<td>5 (10.2)</td>
</tr>
<tr>
<td>Tubal factor</td>
<td>639 (40.5)</td>
<td>35 (44.9)</td>
<td>15 (30.6)</td>
</tr>
<tr>
<td>Unexplained and others</td>
<td>280 (17.8)</td>
<td>17 (21.8)</td>
<td>3 (6.1)</td>
</tr>
<tr>
<td>Retrieved oocytes, mean (quartile)</td>
<td>10 (7-14)</td>
<td>10 (7-13)</td>
<td>10 (6-14)</td>
</tr>
<tr>
<td><strong>ET</strong> on day 3 or day 5 postinsemination, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cleavage</td>
<td>1540 (97.7)</td>
<td>76 (97.4)</td>
<td>46 (93.9)</td>
</tr>
<tr>
<td>Blastocyst</td>
<td>36 (2.3)</td>
<td>2 (2.6)</td>
<td>3 (6.1)</td>
</tr>
<tr>
<td><strong>Embryos transferred, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>105 (6.7)</td>
<td>5 (6.4)</td>
<td>5 (10.2)</td>
</tr>
<tr>
<td>2</td>
<td>1471 (93.3)</td>
<td>73 (93.6)</td>
<td>44 (89.8)</td>
</tr>
<tr>
<td>hCG₁₄ᵇ, mean (quartile)</td>
<td>827 (524-1300)</td>
<td>186 (103-289)</td>
<td>139 (71-300)</td>
</tr>
<tr>
<td>hCG₂¹ᶜ, mean (quartile)</td>
<td>15,570 (9954-22,626)</td>
<td>1870 (815-3107)</td>
<td>95 (27-275)</td>
</tr>
<tr>
<td>Ratio of calculated 48-hour rising, mean (quartile)</td>
<td>2.3 (2.1-2.4)</td>
<td>1.9 (1.5-2.4)</td>
<td>0.9 (0.6-1.1)</td>
</tr>
<tr>
<td>hCG₂¹/hCG₁₄, mean (quartile)</td>
<td>17.5 (13.8-22.0)</td>
<td>10.3 (4.1-20.4)</td>
<td>0.7 (0.2-1.4)</td>
</tr>
</tbody>
</table>

ᵃET: embryo transfer.  
ᵇhCG₁₄: serum level of human chorionic gonadotropin on 14th day post–embryo transfer.  
ᶜhCG₂¹: serum level of human chorionic gonadotropin on 21st day post–embryo transfer.

In Vitro Fertilization/Intracytoplasmic Sperm Injection–Embryo Transfer Protocols

The ovarian stimulation protocols used in our center include a gonadotrophin releasing hormone (GnRH) antagonist protocol, a GnRH agonist long protocol, a GnRH agonist short protocol, and mild stimulation protocols, as described previously [4,5]. Briefly, when two or more leading follicles reached a diameter of 18 mm as measured by ultrasonography, 5000 to 10000 IU recombinant hCG was administered. Transvaginal ovum collection was performed 36 to 38 hours later. The collected oocytes were fertilized by IVF or ICSI. After 3 or 5 days of culture, the embryos were either transferred freshly to the mother or cryopreserved. Luteal support was carried out from the day of oocyte retrieval. It is generally recommended to use vaginal administration. In the case of patients with vaginal bleeding, oral plus muscle injection are recommended. At 8 to 10 gestational weeks, if there is no bleeding or signs of threatened early miscarriage, luteal support could be terminated.

Pregnancy Outcomes

An IUP was defined as one or more intrauterine gestational sacs detected by transvaginal sonography (TVS) at 30 or 37 days after embryo transfer. As the heartbeat is not necessarily present on the 30th or 37th day post-ET, as long as the gestational sac is seen within the uterus on the 30th or 37th day post-ET it is an IUP, which includes a certain proportion of first-trimester miscarriage. An EP was diagnosed by visualization of one or more gestation sacs outside the uterus detected by TVS. A BCP was indicated by a temporary rise of serum hCG without gestational sacs inside or outside the uterus detected by TVS.

Beta–Human Chorionic Gonadotropin Assays

The serum β-hCG level of each patient was assessed from December 2015 to July 2016 using an Access UniCel Dxi 800 chemiluminescence system and an Access total β-hCG assay kit (both Beckman Coulter Inc), standardized to the highly purified World Health Organization 5th International Standard for hCG. Quality controls used were the Lyphochek trilevel Immunoassay Plus Controls (catalogue 370; lot number 40320; Bio-Rad Laboratories). The interassay variation was 7.9% in low-level Bio-Rad immunoassays and controls, 7.4% in mid-level controls, and 4.1% in high-level controls.

Statistical Analysis

Normally distributed variables were presented as mean and standard deviation. Nonnormally distributed variables were presented as median and quartile. Before further analysis, a generalized additive model was used to explore the suitable
function between explanatory variables and outcome. The outcome variables were classified into three subgroups: EP, IUP, and BCP. Multinomial logistic regression was used because there were more than two outcome variables. Before analysis, the dataset was partitioned into a training set and a validation set at the proportion of 0.75:0.25, and multinomial logistic regression was performed on the training set to establish the prediction model. Specifically, the hCG$_{21}$ and hCG$_{21}$/hCG$_{14}$ ratio were entered as quadratic forms, and the cause of infertility was treated as a dummy variable with reference to male-factor infertility. Akaike’s information criterion (AIC) and Schwarz-Bayesian information criterion (SBIC) were used to compare various models to determine the best-fitting model; the model having the smallest AIC and SBIC values was preferred. The model was then applied to the validation set, and the areas under the receiver operating curve (AUC) and misclassification rates were calculated for model evaluation.

To build a more targeted predictive model, according to the incidence of EP, we partitioned cases into 12 groups based on the prediction probability of EP and BCP in each group, using the actual outcome proportions of the three categories. An exact (Clopper-Pearson) confidence limits or Wald confidence limits method was used to calculate the 95% confidence intervals of EP incidence. The data were analyzed with JMP Pro version 14.0 software (SAS Institute Inc), and a 2-sided P-value of <.05 was considered statistically significant.

Results

Univariate Multinomial Logistic Regression to Determine Relationships Between Independent Variables and Different Pregnancy Outcomes

As the early pregnancy outcome was an EP, IUP, or BCP, we used univariate multinomial logistic regression to test the relationships between each independent variable and the outcome variable. Considering the strong correlation between hCG$_{14}$ and hCG$_{21}$ ($R^2 = .74$)—which is an indication of collinearity—the serum levels of hCG$_{14}$ and hCG$_{21}$ could not be included in the prediction model simultaneously, so we only included the hCG$_{21}$ level in further analysis. First, a generalized additive model was used to explore the relationship between continuous independent variables and the dependent variable. The hCG$_{21}$ and hCG$_{21}$/hCG$_{14}$ ratio were quadratically related to the dependent variable. Therefore, the hCG$_{21}$ and the hCG$_{21}$/hCG$_{14}$ ratio was included as a quadratic term in the analysis. Univariate analysis showed that the cause of infertility, hCG$_{21}$, hCG$_{21}^2$, hCG$_{21}$/hCG$_{14}$, (hCG$_{21}$/$hCG_{14}$)$^2$, and cleavage or blastocyst embryo transfer were statistically significant, as shown in Multimedia Appendix 1.

Multivariate Multinomial Logistic Regression to Establish the Predictive Model

The independent variables identified in the univariate analysis were further examined by multivariate multinomial logistic regression. Cleavage or blastocyst embryo transfer was not of significance in predicting pregnancy outcomes because after removing this independent variate, the SBIC and AIC were reduced from 385.44 to 371.83 and 283.06 to 279.64, respectively. To distinguish EP and non-EP, we explored the cutoff value of the predictive model. The default cutoff value of the software is 0.5, which can be adjusted with reference to the prevalence of EP. Based on the incidence of EP in our data and referring to Van Calster’s [6] cutoff for predicting EP, we found that a cutoff value of 5% might be the best distinction for our model. The final independent variates included in the multivariate multinomial logistic regression model for predicting the different pregnancy outcomes were the cause of infertility, hCG$_{21}$, hCG$_{21}^2$, hCG$_{21}$/hCG$_{14}$, and (hCG$_{21}$/hCG$_{14}$)$^2$, as indicated in Multimedia Appendix 2. To illustrate this, if the value of estimation is positive, the probability of EP or BCP increases with an increase in the predictive factor, and if the value of estimation is negative, the probability of EP or BCP increases with a decrease in the predictive factor. Furthermore, concerning odds ratios referring to the main causes of infertility, a woman with anovulatory-induced infertility had higher odds of an EP, with an odds ratio of 7.24 (1.66-31.63); while a woman in a couple with male-factor infertility had higher odds of having a BCP, with an odds ratio of 20 compared with tubal infertility Multimedia Appendix 2.

Evaluation of the Model

The ability of the model to predict one outcome versus the other two outcomes in the training and validation sets was evaluated by the AUC analysis and misclassification rate, as shown in Table 2. The AUC values for IUP, EP, and BCP were 0.978, 0.962, and 0.999 in the training set, respectively, and 0.963, 0.942, and 0.996 in the validation set, respectively. The misclassification rates were 0.038 and 0.045 in the training and validation sets, respectively. The sensitivity and the specificity of the models in the two sets are shown in Figure 2. Table 3 displays the performance of our data in detail. For example, in the training set, a total of 1172 predicted cases of IUP turned out to be actual cases, accounting for 99.15% of the total. However, only 21 predicted EPs turned out to be actual EPs, accounting for only 36.21% of the total. Therefore, we tried to explore why so many EPs could not be predicted.
Table 2. The performance of the predicting model.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Area under the receiver operating curve</th>
<th>MRd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IUP(^a), (n=1576)</td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td>0.978</td>
<td></td>
</tr>
<tr>
<td>Validation set</td>
<td>0.963</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EP(^b), (n=78)</td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td>0.962</td>
<td></td>
</tr>
<tr>
<td>Validation set</td>
<td>0.942</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BCP(^c), (n=49)</td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>Validation set</td>
<td>0.996</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)IUP: intrauterine pregnancy  
\(^b\)EP: ectopic pregnancy  
\(^c\)BCP: biochemical pregnancy  
\(^d\)MR: misclassification rate

Table 3. The predicted and actual occurrence of different pregnancy outcomes in our data.

<table>
<thead>
<tr>
<th>Actual pregnancy outcomes</th>
<th>Predicted pregnancy outcomes, n (%)</th>
<th>Validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td></td>
</tr>
<tr>
<td>IUP(^a), (n=1208)</td>
<td>EP(^b), (n=31)</td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td>1172 (97.0)</td>
<td>387 (97.2)</td>
</tr>
<tr>
<td>Validation set</td>
<td>9 (29.0)</td>
<td>5 (38.5)</td>
</tr>
<tr>
<td>EP(^b), (n=38)</td>
<td>1 (2.6)</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>BCP(^c), (n=13)</td>
<td>35 (2.9)</td>
<td>11 (2.8)</td>
</tr>
<tr>
<td>Validation set</td>
<td>21 (67.7)</td>
<td>8 (61.5)</td>
</tr>
<tr>
<td>IUP(^a), (n=398)</td>
<td>2 (5.3)</td>
<td>1 (6.7)</td>
</tr>
<tr>
<td>BCP(^c), (n=15)</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>35 (92.1)</td>
<td>12 (80.0)</td>
</tr>
</tbody>
</table>

\(^a\)IUP: intrauterine pregnancy  
\(^b\)EP: ectopic pregnancy  
\(^c\)BCP: biochemical pregnancy

For this, we further explored the grouping method according to the predicted probabilities of pregnancy outcomes. Because the sum of the predicted probabilities of IUP+EP+BCP=1, if two predicted probabilities of EP and BCP are known, the other one is known. So, we divided the whole population into more groups based on the predicted probabilities of EP and BCP. As shown in Figure 3, the probability of EP was divided into 6 groups of <0.1, 0.1 to <0.2, 0.2 to <0.3, 0.3 to <0.4, 0.4 to <0.5, and ≥0.5. BCP was divided into two groups, with probabilities of <0.5 and ≥0.5. Thus, 12 (6x2) groups were formed, as indicated in Figure 3. The whole population was further divided into 4 groups, as shown in Table 4. The first group was the low-risk EP group with a predicted EP probability of <0.1 and a predicted BCP probability of <0.5. The low-risk EP population accounted for 85.7% of the whole population, and the actual incidence of EP in this group was 0.52% (95% CI 0.23%-1.03%). The second group was the predicted BCP group, with an incidence of EP of 5.79% (95% CI 1.22%-15.95%), which was significantly higher than that of the low-risk EP group. Women in this group also had higher chances of undergoing spontaneous abortion. The third group was the indeterminate group with a predicted EP probability of 0.1 to <0.5 and BCP of <0.5 and an incidence of EP of 28.32% (95% CI 21.10%-35.53%), significantly higher than the incidences in the first and second groups. The fourth group was the high-risk EP group (predicted EP group with predicted EP probability of ≥0.5), with a predicted incidence of EP of 64.11% (95% CI 47.22%-78.81%).
Figure 3. Classifying the population into subgroups according to the predicted probabilities of IUP, EP, and BCP using a training set and a validation set of data. IUP: intrauterine pregnancy; EP: ectopic pregnancy; BCP: biochemical pregnancy.

Table 4. Classification according to the incidence of ectopic pregnancy (n=1703).

<table>
<thead>
<tr>
<th>Group</th>
<th>Predicted probability</th>
<th>n (%)</th>
<th>Incidence of EP(^a) (%)</th>
<th>Number of actual cases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IUP(^b)</td>
<td>EP</td>
</tr>
<tr>
<td>1: EP low risk</td>
<td>Prob(<em>{EP}&lt;0.1 &amp; Prob</em>{BCP}&lt;0.5)</td>
<td>1460 (85.73)</td>
<td>0.52 (0.23-1.03)</td>
<td>1453</td>
</tr>
<tr>
<td>2: predicted BCP</td>
<td>Prob_{BCP}≥0.5</td>
<td>52 (3.05)</td>
<td>5.79 (1.21-15.95)</td>
<td>2</td>
</tr>
<tr>
<td>3: gray zone</td>
<td>0.1≤Prob_{EP}&lt;0.5 &amp; Prob_{BCP}&lt;0.5</td>
<td>152 (8.93)</td>
<td>28.32 (21.10-35.53)</td>
<td>108</td>
</tr>
<tr>
<td>4: EP high risk</td>
<td>Prob_{EP}≥0.5</td>
<td>39 (2.29)</td>
<td>64.11 (47.22-78.81)</td>
<td>13</td>
</tr>
</tbody>
</table>

\(^a\)EP: ectopic pregnancy.
\(^b\)IUP: intrauterine pregnancy
\(^c\)BCP: biochemical pregnancy.

Discussion

Principal Findings

Here, through the multivariate multinomial logistic regression method, we have established a mathematical model to predict the probability of having an IUP, EP, or BCP in pregnant women subjected to ART using predictors of hCG\(_{21}\), ratio of hCG\(_{21}/hCG_{14}\), and main cause of infertility. We further classified the whole population into four subgroups according to the incidence of EP in each group in order to rearrange our clinical routine to reduce medical resources spent on women with a low risk of EP and provide more targeted tailor-made treatments for women with a higher risk of EP.

Considering that current routine clinical examinations cannot diagnose EP in early pregnancy, the routine in our reproductive center for a woman undergoing IVF/ICSI-ET treatment is to measure serum hCG levels around day 14 and 21 post-ET and then take two TVS tests to confirm the location of the gestational sac on day 30 and 37 post-ET, with sometimes even another test on day 44 post-ET. Based on the good predictive effect of our model, we are currently developing this regression model into computer software to better manage women in early pregnancy according to their risk of EP. To be specific, for the low-risk EP group (accounting for 85.73% of the whole population), we are considering reducing the frequency of TVS tests to one on day 30 post-ET. For the predicted high-risk EP group, with incidence of EP of 64.11% (95% CI 47.22%-78.81%), an immediate TVS examination is
recommended after the hCG$_{21}$ test. For the grey zone group, with incidence of EP of 28.32% (95% CI 21.10%-35.53%), the original frequency of two TVS visits is recommended. For the predicted BCP group, although the incidence of EP is significantly higher than that in the low-risk EP group, the likelihood of having a spontaneous abortion is also high and these women can be treated as belonging to the low-risk EP group.

The acknowledged M4 model for predicting EP in pregnancies of the unknown location (PUL) population [7] has been used in several hospitals and has successfully reduced the number of visits, blood tests, and scans in women of early gestational age with a PUL [6]. We hope that the clinical application of our model could first reduce the TVS visit in the general ART population, second, identify the women with a high risk of EP and give them immediate treatment, and third, leave similar or reduced proportion of undiagnosed cases of EP after the time point of day 37 post-ET compared with the clinical routine of 2 TVS visits.

An hCG ratio strategy was reported to have a better sensitivity in predicting EP compared with a single serum hCG level [3,8]. Dart et al [9] reported that using an hCG increase <66% to predict EP had a sensitivity of 74%, while an hCG decrease <50% had a better sensitivity of 80%. Bignardi et al [10], using an hCG ratio of <1.66 to predict EP, reported a sensitivity of 85%, but when they increased the cutoff value to an hCG ratio of <2, the sensitivity increased to 92% but the specificity was not satisfactory. The use of multivariate models to predict EP gave better specificity [8]. According to a study by Condous et al [7], specificity using a logistic regression multivariate model of hCG ratio (hCG at 48 hours/hCG at 0 hours) to predict EP was 87%. More complicated models achieved better specificity in women with a PUL [6,8,11]. However, they were not applied to women undergoing IVF/ICSI-ET, and the criteria for the included populations were highly heterogeneous [3].

The idea of predicting EP using multinomial logistic regression was actually derived from the work of Condous et al [7] on predicting EPs in women with a PUL [6,11]. There were two different features in our study. First, the enrolled populations in those studies only included women with a PUL [6,11]; however, we included all the IVF/ICSI-ET cycles during the study period. Second, we further classified the population into four groups instead of two (EP high- and low-risk groups) [6] according to the incidence of EP in each group. Grouping the whole population into four groups instead of two is very useful. For example, according to the multinomial logistical model, a woman is predicted to have an IUP, with a predicted IUP probability of 51%, predicted EP probability of 39%, and predicted BCP probability of 10%. Meanwhile, another woman is also predicted to have an IUP, with a predicted IUP probability of 98%, predicted EP probability of 1%, and predicted BCP probability of 1%. However, their risk of having an EP is significantly different. Our grouping method of classifying the whole population into four groups according to the incidence of EP in each group effectively avoids this problem.

Tubal factor infertility was reported to be the most prominent risk factor for EP after IVF/ICSI-ET treatment [12-14]. However, this was not significantly linked to EP in the study of Condous et al [11] and our study. This might have been because of differences in the enrolled populations and different pretreatment protocols in different ART centers. In our data, couples with male-factor infertility had a high probability of BCP, and those with anovulatory infertility had a high probability of having an EP (Multimedia Appendix 2).

The prevalence of EP per clinical pregnancy in fresh IVF/ICSI-ET cycles was reported to be 4.6% [15], while in our data, the incidence of EP is 4.6% in hCG$_{21}$ positive pregnancies. In our data, clinical pregnancies accounted for more than 90% of all hCG$_{21}$ positive pregnancies between 2016-2018, which means that while the differences of EP incidence between ours and Huang et al [15] is similar, our EP incidence is a little bit more than theirs, which may be induced by random error when including the subjects. Another reason for the slight differences may be that the high-risk EP group is relatively easier to identify by clinicians, and these patients are more prone to stick to our clinical practice of taking the blood test for hCG exactly on day 14 and 21 post-ET; thus, the included proportion of EP in our study is a little bit more than the whole fresh IVF/ICSI-ET population. In addition, in our reproductive center, the incidences of EP per fresh embryo transferred cycles in 2016, 2017, and 2018 were 1.0%, 1.0%, and 1.1%, respectively, which lies in the range of reported 1.0% to 2.0% per fresh embryo transferred cycles in the United States in 2001-2011 [16].

Limitations
A major limitation in our study is the lack of confirmed efficacy of our model compared with the traditional method; we aim to design a randomized controlled study for this. The outcome measurement is the incidence of EP after the 37th day post-ET. We sought to determine if the incidence of EP detected after that time point in the group using our model is comparable or better than in the group using the traditional clinical routine. Second, although our groups 2 to 4 (Table 4) included 91% of actual cases of EP (71/78), there were still several left undiscovered in the low-risk EP group (group 1), which needs the TVS examination for an accurate diagnosis. Third, whether our software can be used in natural conception pregnancies is still unknown. However, for those women with known date of last menstrual period and regular menstrual cycles of known length, the calculated date equivalent to 14th and 21st day post-ET can be deduced, and such women might be potential users of our model.

Conclusion
A significant amount of time and resources are spent in ART centers on monitoring women with early pregnancies to identify EP in time to prevent its complications. Early tests for assuring the location of gestational sacs have significant cost burdens on patients and centers. In our study, we established a mathematical model for predicting EP according to the incidence of EP. According to our model, we have sought to rearrange our clinical routine to reduce the medical resources spent on women with low EP risk and provide targeted tailor-made treatment for women with a higher risk of EP. We hope that
this method can enable the reasonable use of limited medical resources and improve the efficiency in the management of pregnancies in woman undergoing IVF/ICSI-ET treatments.
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Abstract

Background: University of California at Los Angeles Health implemented a Best Practice Advisory (BPA) alert for the initiation of an angiotensin-converting enzyme inhibitor (ACEI) or angiotensin-receptor blocker (ARB) for individuals with diabetes. The BPA alert was configured with a “chart closure” hard stop, which demanded a response before closing the chart.

Objective: The aim of the study was to evaluate whether the implementation of the BPA was associated with changes in ACEI and ARB prescribing during primary care encounters for patients with diabetes.

Methods: We defined ACEI and ARB prescribing opportunities as primary care encounters in which the patient had a diabetes diagnosis, elevated blood pressure in recent encounters, no active ACEI or ARB prescription, and no contraindications. We used a multivariate logistic regression model to compare the change in the probability of an ACEI or ARB prescription during opportunity encounters before and after BPA implementation in primary care sites that did (n=30) and did not (n=31) implement the BPA. In an additional subgroup analysis, we compared ACEI and ARB prescribing in BPA implementation sites that had also implemented the pharmacist-led program.

Results: We identified a total of 2438 opportunity encounters across 61 primary care sites. The predicted probability of an ACEI or ARB prescription increased significantly from 11.46% to 22.17% during opportunity encounters in BPA implementation sites after BPA implementation. However, in the subgroup analysis, we only observed a significant improvement in ACEI and ARB prescribing in BPA implementation sites that had also implemented the pharmacist-led program. Overall, the change in the predicted probability of an ACEI or ARB prescription from before to after BPA implementation was significantly greater in BPA implementation sites compared with nonimplementation sites (difference-in-differences of 11.82; \( P < 0.001 \)).

Conclusions: A BPA with a “chart closure” hard stop is a promising tool for the treatment of patients with comorbid diabetes and hypertension with an ACEI or ARB, especially when implemented within the context of team-based care, wherein clinical pharmacists support the work of primary care providers.

(JMIR Med Inform 2020;8(4):e16421) doi:10.2196/16421
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Introduction

Background

Given the increasing interest in using health information technology to enhance diabetes care, it is critically important to examine the impact of these interventions on quality of care [1,2]. Clinical decision support (CDS) systems interfaced with electronic health record (EHR) systems can notify a primary care provider (PCP) when there are deviations from the accepted standards of diabetes care. However, there is limited research examining the impact of EHR-based CDS systems on the initiation of antihypertensive therapies for patients with comorbid diabetes and hypertension [3]. It is estimated that 20% to 60% of the patients with diabetes have hypertension [4], yet only 10% to 13% of these patients receive adequate treatment [5-7]. The standards of diabetes care developed by the American Diabetes Association urge the timely treatment of hypertension using an angiotensin-converting enzyme inhibitor (ACEI) or angiotensin-receptor blocker (ARB), as these medications decrease the risk for microvascular and macrovascular complications [8]. The presence and severity of diabetes-related complications are associated with increased health care utilization and costs [9]. Well-trained PCPs are familiar with the recommendation to treat hypertension in patients with diabetes, but sometimes, because of patient complexity or nonadherence, there may be overlooked opportunities when patients could take an ACEI or ARB. Therefore, at University of California at Los Angeles (UCLA) Health, we implemented a CDS system that alerted PCPs of any patient with diabetes who was missing one of these medications and had no contraindications.

EHR-based CDS systems promise to accelerate the adoption of evidence-based care [10,11], but there remains a gap in our knowledge about effective CDS system designs to prompt the initiation of effective therapies in patients with diabetes. In particular, there is an opportunity to study the impact of readily available CDS tools within EHR systems, such as the Best Practice Advisory (BPA) within the Epic EHR system (Epic Systems Corporation, Verona, WI), to prompt PCPs when there is an indication to start a patient with diabetes on an ACEI or ARB. Previous studies have evaluated the impact of BPAs using pre-post study designs, but with no comparison group [12-14]. Some have observed increased compliance with clinical practice guidelines after the implementation of a BPA [12,13], whereas others have observed no significant changes [14]. We are not aware of previous research having comprehensively examined the impact of a BPA using a more rigorous quasi-experimental difference-in-differences design or the impact of a BPA on diabetes care. Rigorous evaluations of electronic CDS tools are needed to understand their impact on quality of care and patient outcomes [15,16].

Between 2014 and 2015, UCLA Health implemented a narrowly targeted BPA within CareConnect—its implementation of the Epic EHR system—which fires alerts to PCPs during primary care encounters when a patient with diabetes has elevated blood pressure readings, is not on an ACEI or ARB, and has no contraindications. Our previous work examining the first eight of the 30 sites that implemented the BPA suggested that the BPA, when coupled with a “chart closure” hard stop, might improve PCP prescribing of ACEIs and ARBs. In a sample of alert firings in which we adjudicated through a chart review that the alert was clinically appropriate and that there was no reason for a PCP to withhold treatment, 75% (42/56) of the alert firings with a “chart closure” hard stop resulted in an ACEI or ARB order [17]. However, this result applied only to a very specific subset of encounters that represented clear opportunities for treatment. This study investigates the broader effects of the BPA with a “chart closure” hard stop by examining all primary care encounters in which an ACEI or ARB appears to be indicated for a patient with diabetes.

Objectives

The study objective was to evaluate whether the implementation of this BPA alert was associated with changes in ACEI and ARB prescriptions for patients with comorbid diabetes and hypertension across the entire UCLA Health primary care network. We used a quasi-experimental difference-in-differences design with data between 2014 and 2017 to compare the changes in ACEI and ARB prescribing among sites that implemented the BPA during this time frame with the control sites that chose not to implement the BPA during the designated time frame.

Methods

Best Practice Advisory With a “Chart Closure” Hard Stop for Comorbid Diabetes and Hypertension Control

UCLA Health implemented the BPA for comorbid diabetes and hypertension control within the context of a pharmacist-led medication management program (MMP) [18] designed to improve medication adherence and cardiovascular risk factor control in primary care. The MMP was rolled out in select primary care sites between 2012 and 2016. MMP pharmacists collaborated with primary care physicians to conduct medication therapy management, provide education to patients, help patients address cost-related issues, conduct medication reconciliation, and correct potential medication problems. In terms of the BPA, the pharmacists provided education to primary care physicians on the alerts and occasionally followed up with those who received alerts. Operational leaders of all primary care sites made two independent decisions: (1) whether to participate in the MMP and (2) whether to implement the BPA.

During a primary care encounter at a BPA implementation site, the BPA fires an alert if the patient meets the following criteria: (1) diabetes diagnosis on the problem list, (2) blood pressure value in the current primary care encounter exceeds 140/90, (3) average blood pressure value from the last three primary care encounters when a patient with diabetes has elevated blood pressure readings, is not on an ACEI or ARB, and has no contraindications. The study objective was to evaluate whether the implementation of this BPA alert was associated with changes in ACEI and ARB prescriptions for patients with comorbid diabetes and hypertension across the entire UCLA Health primary care network. We used a quasi-experimental difference-in-differences design with data between 2014 and 2017 to compare the changes in ACEI and ARB prescribing among sites that implemented the BPA during this time frame with the control sites that chose not to implement the BPA during the designated time frame.
and 75 years, (7) not pregnant, and (8) no creatinine test before the current primary encounter with a value greater than or equal to 3. In our previous study, we found that the BPA fired alerts in approximately 3% of the encounters for patients with diabetes [17].

When the BPA fires an alert, the “chart closure” hard stop prevents PCPs from closing a patient’s chart without responding to the alert (Figure 1) [17]. A PCP can respond by either ordering an ACEI or ARB within the BPA or by dismissing the alert by clicking an acknowledge reason (Figure 2). If a PCP chooses to order an ACEI or ARB outside the BPA, the alert is automatically dismissed and therefore does not require a response, as the data point that caused the alert to fire (ie, no active ACEI or ARB prescription) was modified. As we described in our previous work [17], PCPs can still escape from responding to an alert by modifying the data that caused the alert to fire or if CareConnect automatically logs out of a patient’s chart because of time-out.

If a PCP dismisses an alert by clicking an acknowledge reason, the BPA locks out for the next 30 to 90 days. During a lockout period, the BPA suppresses the alerts to all PCPs even if it determines that the patient has met the criteria to fire an alert. The lockout feature was intended to minimize alert fatigue. The length of the lockout period depends on the acknowledged reason. For example, clicking on “Pursuing non-Rx treatment” locks out the alert for 90 days, whereas “Currently Inappropriate” locks out the alert for 30 days. CareConnect automatically logging out of a patient’s chart because of time-out does not lock out the BPA.

Figure 1. A “chart closure” hard stop prevents primary care providers from closing a patient’s chart without acting on the Best Practice Advisory alert.
Best Practice Advisory Implementation at UCLA Health Primary Care Sites

A total of 30 primary care sites implemented the BPA over a 15-month rollout period between 2014 and 2015. Figure 3 depicts BPA implementation in relation to the period of interest for this study. In the pilot phase (March 5, 2014, to October 6, 2014), eight sites implemented a passive BPA that did not require a response (ie, ordering an ACEI or ARB within the BPA or dismissing the alert by clicking an acknowledge reason) from PCPs when the BPA fired alerts, but it was found that PCPs rarely responded to these alerts [17]. On October 7, 2014, we added a “chart closure” hard stop to the BPA with the expectation that it would improve PCPs’ visibility of alerts and, therefore, their responses to alerts. Our previous work found that PCP responses to alerts in the eight pilot sites increased significantly from 5.7% (6/105) to 68.2% (122/179) after the addition of the “chart closure” hard stop [17]. Therefore, as of October 7, 2014, all current and future implementation sites used the BPA with the “chart closure” hard stop.
Figure 3. Best Practice Advisory implementation at 30 University of California at Los Angeles Health primary care sites over a 15-month rollout period. The period of interest for this study is from January 2014 to December 2016. BPA: Best Practice Advisory.

Study Design
Using a difference-in-differences analysis, we compared changes in ACEI and ARB prescriptions in primary care sites that implemented the BPA (n=30) and sites that did not implement the BPA (n=31) before and after the implementation of the BPA with a “chart closure” hard stop. Our study period was from January 2014 to December 2016. We defined primary care sites at UCLA Health that did not implement the BPA to be nonimplementation (control) sites. As BPA implementation happened over a 15-month rollout period rather than on a single date, we randomly assigned before and after study periods to the 31 nonimplementation sites, which paralleled those of the BPA implementation sites. Figure 4 depicts the before and after study periods in the difference-in-differences analysis for the 30 sites that implemented the BPA and the 31 sites that did not.

Figure 4. Before and after study periods in the difference-in-differences analysis for the 30 primary care sites that implemented the Best Practice Advisory and the 31 primary care sites that did not implement the Best Practice Advisory. BPA: Best Practice Advisory.

Data Source and Study Sample
We extracted primary care encounter data from CareConnect. The unit of analysis was primary care encounters that represented the opportunities for a PCP to address hypertension among patients with diabetes. To identify these opportunity encounters, we developed an algorithm based on the criteria the BPA uses to fire an alert. The algorithm would enable us to identify opportunity encounters during times in which sites had not implemented the BPA (ie, in BPA implementation sites before BPA implementation and in nonimplementation sites throughout the study period). Similar to the BPA, the algorithm classified a primary care encounter as an opportunity if the patient met the following criteria: (1) diabetes diagnosis on the problem list, (2) blood pressure value in the current primary care encounter exceeded 140/90, (3) average blood pressure value from the last three primary care encounters (including the current one) exceeded 140/90, (4) no active ACEI or ARB prescription, (5) no documented allergy or intolerance to both ACEI and ARB medications, (6) age between 18 and 75 years, (7) not pregnant, and (8) no creatinine test before the current primary encounter with a value greater than or equal to 3. For patients with an opportunity encounter, we extracted data on allergies, diagnoses, laboratory results, medications, problem list, and demographic characteristics. We excluded approximately 5% of the identified opportunity encounters from the analyses because of unknown or missing data on the race or ethnicity of the patients at those encounters.

We also extracted data from CareConnect on BPA alert firings. CareConnect captures in a structured form the date and time of alert firings and PCP response to alerts (ie, ordering an ACEI or ARB within the BPA or dismissing an alert by clicking an acknowledge reason). A limitation of CareConnect is that it does not capture in a structured form whether PCPs escaped from responding to alerts by modifying the data that caused the alert to fire (eg, entering a new blood pressure value that lowers the average or removing diabetes from the problem list), ordering an ACEI or ARB outside the BPA, or being automatically logged out because of time-out.

Outcome Variable
The outcome was a binary variable indicating whether a PCP ordered an ACEI or ARB on the day of the opportunity encounter or the next day. We used patients’ medication history
to construct the variable. For opportunity encounters in which the BPA fired an alert, if a PCP ordered an ACEI or ARB, the variable was considered “ordered” even if the ordering PCP was not the PCP who received the alert. Moreover, the variable was considered “ordered” even if the PCP did not use the BPA to order the prescription.

**Independent Variables**

The independent variable of interest was an interaction term for study site (BPA implementation or nonimplementation site) and time (before or after the implementation of BPA with a “chart closure” hard stop). We included as covariates in the adjusted analysis the sex, race, ethnicity, age, blood pressure value at the current encounter, and Charlson Comorbidity Index of patients at the opportunity encounters. We also included in the adjusted analysis a binary variable to indicate whether the site in which the opportunity encounter took place had implemented the MMP at the time of the encounter.

**Main Analysis**

We estimated a mixed effects logistic regression model to compare changes in ACEI and ARB prescriptions in opportunity encounters for BPA implementation and nonimplementation sites before and after the implementation of the BPA with a “chart closure” hard stop. We included patient and PCP random effects to account for the clustering of encounters at patient and PCP levels. The estimated coefficient of the interaction term for study site and time provided the difference-in-differences. To describe the difference-in-differences in terms of probability (ie, the change in the probability of an ACEI and ARB prescription from before to after BPA implementation in BPA implementation sites compared with nonimplementation sites), we used predicted probabilities estimated from the regression model.

**Subgroup Analysis**

The presence of MMP pharmacists at primary care sites could have increased PCPs’ awareness of the importance of hypertension control in patients with diabetes. Therefore, the MMP may have influenced PCPs’ decisions to prescribe ACEIs and ARBs. For that reason, we conducted a subgroup analysis of opportunity encounters in sites that had implemented the MMP at the time of the encounter vs sites that had not. This enabled us to assess differential changes in ACEI and ARB prescriptions by MMP implementation status. The subgroup analysis used a separate mixed effects logistic regression model than the main analysis. The model for the subgroup analysis excluded observations (ie, patient encounters) in sites that had not implemented the MMP at the time of the encounter.

**Results**

**Description of Opportunity Encounters**

We identified a total of 2438 opportunity encounters in BPA implementation and nonimplementation sites between January 2014 and December 2016 (Table 1). These opportunity encounters were associated with 1163 unique patients. No patients had opportunity encounters in both BPA implementation and nonimplementation sites.

<table>
<thead>
<tr>
<th>Study group</th>
<th>Before BPA</th>
<th>After BPA</th>
<th>Total opportunity encounters, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Opportunity encounters, n</td>
<td>Unique patients, n</td>
<td>ACEI or ARB ordered, n (%)</td>
</tr>
<tr>
<td>BPA implementation sites</td>
<td>490</td>
<td>249</td>
<td>52 (10.6)</td>
</tr>
<tr>
<td>Nonimplementation sites</td>
<td>304</td>
<td>180</td>
<td>38 (12.5)</td>
</tr>
</tbody>
</table>

*aBPA: Best Practice Advisory.
*bACEI: angiotensin-converting enzyme inhibitor.
*cARB: angiotensin-receptor blocker.
*dN=490.
*eN=884.
*fN=304.
*gN=760.

In BPA implementation sites, 72.34% (994/1374) of the opportunity encounters happened in sites that had implemented the MMP at the time of the encounter. In nonimplementation sites, 34.40% (366/1064) of the opportunity encounters happened in sites that had implemented the MMP at the time of the encounter. The difference was statistically significant (P<.001).

After the implementation of the BPA with a “chart closure” hard stop, the BPA fired an alert in 72.1% (637/884) of the opportunity encounters in implementation sites. We would not expect an alert firing in 146 of the remaining 247 opportunity encounters with no alert firings as the BPA locked out because of a previous dismissal.

Each patient in our sample had approximately two (2438/1163) opportunity encounters during the study period. Table 2 compares the characteristics of the 1163 unique patients at their first opportunity encounter in BPA implementation and nonimplementation sites. Patients in BPA implementation sites...
were significantly younger than patients in nonimplementation sites (59.4 years vs 61.4 years;  \( P < .001 \)).

### Table 2. Characteristics of unique patients at their first opportunity encounter, by Best Practice Advisory implementation status.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Best Practice Advisory implementation sites (n=641)</th>
<th>Nonimplementation sites (n=522)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>353 (55.1)</td>
<td>274 (52.5)</td>
<td>.38</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>White</td>
<td>359 (56.0)</td>
<td>294 (56.3)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>96 (15.0)</td>
<td>75 (14.4)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>74 (11.5)</td>
<td>61 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Other(^a)</td>
<td>112 (17.5)</td>
<td>92 (17.6)</td>
<td></td>
</tr>
<tr>
<td>Latino, n (%)</td>
<td>128 (20.0)</td>
<td>86 (16.5)</td>
<td>.13</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.4 (0.4)</td>
<td>61.4 (0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Systolic blood pressure at the current encounter, mean (SD)</td>
<td>153.8 (0.5)</td>
<td>153.8 (0.5)</td>
<td>.99</td>
</tr>
<tr>
<td>Diastolic blood pressure at the current encounter, mean (SD)</td>
<td>86.4 (0.4)</td>
<td>85.3 (0.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, n (%)</td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>1</td>
<td>255 (39.8)</td>
<td>200 (38.3)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>152 (23.7)</td>
<td>103 (19.7)</td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>234 (36.5)</td>
<td>219 (42.0)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)American Indian or Alaska Native, Native Hawaiian or other Pacific Islander, multiple races, and other race.

**Figure 5** plots the proportion of opportunity encounters with an ACEI or ARB prescription in BPA implementation and nonimplementation sites during the study period. Before the first wave of BPA implementation, the trend in the proportion of opportunity encounters with an ACEI or ARB prescription was similar in BPA implementation and nonimplementation sites. At the time of the first wave of BPA implementation (October 2014), the proportion of opportunity encounters with an ACEI or ARB prescription in both study groups increased, although the increase was greater in BPA implementation sites. Over time, as more sites began implementing the BPA, the proportion of opportunity encounters with an ACEI or ARB prescription was generally higher in BPA implementation sites compared with nonimplementation sites.
Figure 5. Proportion of opportunity encounters with an angiotensin-converting enzyme inhibitor or angiotensin-receptor blocker prescription in Best Practice Advisory implementation and nonimplementation sites throughout the study period. ACEI: angiotensin-converting enzyme inhibitor; ARB: angiotensin-receptor blocker; BPA: Best Practice Advisory.

Changes in Angiotensin-Converting Enzyme Inhibitor and Angiotensin-Receptor Blocker Prescriptions After Best Practice Advisory Implementation

Table 3 presents the results of the mixed effects logistic regression analysis on ACEI and ARB prescriptions during opportunity encounters. The interaction term for study site (BPA implementation or nonimplementation site) and time (before or after the implementation of BPA with a “chart closure” hard stop) was statistically significant. This indicates that the change in prescriptions before implementation vs after implementation was significantly greater in BPA implementation sites than in nonimplementation sites.

Table 4 presents the difference-in-differences estimate for the predicted probability of an ACEI or ARB prescription during an opportunity encounter. The predicted probability of a prescription increased from 11.46% to 22.17% during opportunity encounters in BPA implementation sites after BPA implementation \((P<.001)\). The predicted probability of a prescription decreased from 16.16% to 15.04% during opportunity encounters in non-BPA implementation sites, although the change was not statistically significant. Overall, the change in the predicted probability of an ACEI or ARB prescription from before to after BPA implementation was significantly greater in BPA implementation sites compared with nonimplementation sites (difference-in-differences of 11.82; \(P=.001\)).
Table 3. A mixed effects logistic regression analysis on angiotensin-converting enzyme inhibitor or angiotensin-receptor blocker prescribing in response to opportunity encounters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Exponential (coefficient)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BPA implementation characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPA implementation site(^b)</td>
<td>0.58</td>
<td>.13</td>
<td>0.29 to 1.17</td>
</tr>
<tr>
<td>Post BPA implementation</td>
<td>0.89</td>
<td>.68</td>
<td>0.51 to 1.56</td>
</tr>
<tr>
<td>BPA implementation site × post BPA implementation</td>
<td>3.34</td>
<td>.001</td>
<td>1.59 to 7.02</td>
</tr>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.62</td>
<td>.01</td>
<td>0.44 to 0.88</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>1.14</td>
<td>.61</td>
<td>0.69 to 1.87</td>
</tr>
<tr>
<td>Asian</td>
<td>2.18</td>
<td>.01</td>
<td>1.27 to 3.73</td>
</tr>
<tr>
<td>Other(^c)</td>
<td>1.30</td>
<td>.25</td>
<td>0.83 to 2.04</td>
</tr>
<tr>
<td>Latino</td>
<td>1.03</td>
<td>.91</td>
<td>0.66 to 1.59</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.99</td>
<td>.54</td>
<td>0.98 to 1.01</td>
</tr>
<tr>
<td>Current systolic blood pressure</td>
<td>1.02</td>
<td>&lt;.001</td>
<td>1.01 to 1.03</td>
</tr>
<tr>
<td>Current diastolic blood pressure</td>
<td>1.02</td>
<td>.01</td>
<td>1.01 to 1.04</td>
</tr>
<tr>
<td><strong>Charlson Comorbidity Index</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>.03</td>
<td>0.40 to 0.96</td>
</tr>
<tr>
<td>≥3</td>
<td>0.51</td>
<td>.001</td>
<td>0.35 to 0.76</td>
</tr>
<tr>
<td>Post medication management program implementation</td>
<td>1.85</td>
<td>.01</td>
<td>1.20 to 2.85</td>
</tr>
</tbody>
</table>

\(^a\)BPA: Best Practice Advisory.

\(^b\)No patients had opportunity encounters in both Best Practice Advisory implementation and nonimplementation sites.

\(^c\)American Indian or Alaska Native, Native Hawaiian or other Pacific Islander, multiple races, and other race.

Table 4. Changes in angiotensin-converting enzyme inhibitor and angiotensin-receptor blocker prescriptions before vs after the implementation of Best Practice Advisory with a “chart closure” hard stop.

<table>
<thead>
<tr>
<th>Predicted probability of an angiotensin-converting enzyme inhibitor or angiotensin-receptor blocker prescription during an opportunity encounter(^a)</th>
<th>Before Best Practice Advisory</th>
<th>After Best Practice Advisory</th>
<th>Difference</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Practice Advisory implementation sites, %</td>
<td>11.46</td>
<td>22.17</td>
<td>10.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonimplementation sites, %</td>
<td>16.16</td>
<td>15.04</td>
<td>−1.12</td>
<td>.69</td>
</tr>
<tr>
<td>Difference-in-differences (95% CI)</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>11.82 (0.05 to 18.7)</td>
<td>.001</td>
</tr>
</tbody>
</table>

\(^a\)We adjusted the mixed effects logistic regression model for sex, race, ethnicity, age, current blood pressure, Charlson Comorbidity Index, and whether the primary care site in which the opportunity encounter took place had medication management program at the time of the encounter, as well as patient and primary care provider random effects to account for clustering of encounters at the patient and provider levels.

\(^b\)N/A: not applicable.

**Subgroup Analysis**

Table 5 presents the difference-in-differences estimate for the predicted probability of an ACEI or ARB prescription during an opportunity encounter, by MMP implementation status. When the MMP had been implemented at the time of the encounter, the change in the predicted probability of an ACEI or ARB prescription from before to after BPA implementation was significantly greater in BPA implementation sites compared with nonimplementation sites (difference-in-differences of 25.41; P < .001). The large difference-in-differences was driven by a significant increase in the probability of a prescription in BPA implementation sites coupled with a significant decrease in the probability of a prescription in nonimplementation sites. Conversely, when the MMP had not been implemented at the time of the encounter, the change in the predicted probability of an ACEI or ARB prescription from before to after BPA implementation was not significantly different in the two study groups (difference-in-differences of 1.58; P = .74).
We found that patient encounters at UCLA Health primary care sites that implemented the BPA with a “chart closure” hard stop were significantly more likely to result in an ACEI or ARB prescription for patients with diabetes compared with encounters in nonimplementation sites. However, in a subgroup analysis, we found that only BPA implementation sites that had also implemented the MMP experienced significant improvements in ACEI and ARB prescribing. These conclusions are based on the following evidence. First, our findings reveal that, overall, BPA implementation nearly doubled the probability of a PCP ordering the indicated ACEI or ARB prescription after BPA implementation, compared with no significant change in this probability in nonimplementation sites over the same study period (Table 4). Second, BPA implementation coupled with the MMP more than doubled the probability of a PCP ordering an ACEI or ARB (Table 5). In contrast, there was no significant improvement in this probability in BPA implementation sites without the MMP. Collectively, this evidence supports the concept that a BPA with a “chart closure” hard stop, a feature intended to reduce disruption to PCP workflow, is a promising CDS tool for the treatment of patients, especially when implemented within the context of multidisciplinary, team-based care, in which clinical pharmacists support the work of PCPs [18].

### Comparison With Previous Work

Our previous study examined patient encounters with an alert firing between March 2014 and October 2014 in the initial eight sites that implemented the BPA [17]. We found that PCPs rarely responded (ie, ordered an ACEI or ARB within the BPA or dismissed the alert by clicking an acknowledge reason; 94% of the alert firings had no response) when the BPA fired passive alerts. Although it is common for PCPs to ignore or override CDS alerts [19,20], the PCPs in our study indicated that they simply did not notice the passive alerts. Others have also observed that passive, noninterruptive alerts to providers have low visibility [21]. After the addition of the “chart closure” hard stop to remedy the issue, PCPs responded to alert firings more often (only 20%-27% of the alert firings had no response). However, PCPs’ main response was to dismiss the alerts rather than to order an ACEI or ARB. Thus, even when PCPs noticed the alert, they chose to ignore the alert’s recommendations, which suggests that PCPs may not have trusted the BPA in the early stages of implementation. On the basis of the results of this study, which examines the impact of the alert over a longer post period, we posit that, over time, PCPs began trusting the BPA. PCPs’ trust in the BPA may have developed with help from the MMP that was implemented in some of the clinics, where it would be likely for pharmacists to explain to PCPs all the considerations that went into the alert’s recommendation. This, coupled with the “chart closure” hard stop, which PCPs learned would stop them from closing a patient’s chart without acting on the alert, may be an indication that PCPs changed their attitude toward the BPA and thus began prescribing ACEIs and ARBs rather than simply dismissing the alerts. Future qualitative research is needed to explore these assertions.

This study found that when the MMP had been implemented in primary care sites at the time of the opportunity encounter but the BPA had not been implemented because of the operational leaders’ decision not to participate, the predicted probability of an ACEI or ARB prescription was significantly lower in the period after the BPA had been implemented at other sites. This suggests that PCPs practicing at sites with MMP.
pharmacists but without the BPA were less likely to prescribe an ACEI or ARB when there was an opportunity. A possible explanation for this observation is that PCPs may have been increasingly relying on MMP pharmacists to take responsibility for patients. Thus, over time, the PCPs may have attended less to opportunities to prescribe an ACEI or ARB to the patient.

Complementary to the findings of this study, previous research has found that the implementation of EHR-based CDS tools can improve process outcomes for diabetes care. O’Connor et al [22] studied a CDS tool (the “Diabetes Wizard”) that, among other features, could suggest to PCPs specific medications for patients with elevated blood pressures at the current encounter. In a randomized trial, they observed a small improvement in the proportion of patient encounters with blood pressure measurements in the CDS intervention group before vs after the intervention compared with a control group. PCPs reported intensifying blood pressure treatment in 43.6% of the encounters with patients with diabetes and elevated blood pressure, although treatment intensification could include the use of antihypertensive medications or of lifestyle interventions. Other randomized trials of EHR-based CDS tools have reported improvements in additional process-related outcomes for diabetes care, including increased hemoglobin A1c and cholesterol testing [22-26].

In contrast to our findings that the BPA with a “chart closure” hard stop was associated with improvements in PCPs ordering an ACEI or ARB, Schnipper et al [26] found that a smart form documentation tool with CDS capability was not associated with improvements in ACEI and ARB prescribing for patients with diabetes. However, in the CDS tool that Schnipper et al [26] studied, PCPs had to initiate the use of the smart form during patient encounters. Schnipper et al [26] found that PCPs chose to use the tool in fewer than 4% of the eligible patient encounters. Conversely, the use of the BPA in this study did not depend on PCPs changing their usual EHR workflow, as the alerts were fully integrated within the existing workflow. Similarly, O’Connor et al [22] did not find significant improvements in new prescriptions of antihypertensive medications for patients with diabetes and elevated blood pressure. Unlike our BPA, which fired if patients had elevated blood pressures over multiple encounters, O’Connor et al’s [22] “Diabetes Wizard” would suggest an antihypertensive treatment based only on the blood pressure value at the current encounter. In the latter case, PCPs might be less willing to prescribe antihypertensive medications based on a single blood pressure elevation, especially if patients’ previous documented blood pressure values were in the recommended range.

BPAs are commonly used for electronic CDS in primary care [12-14]. However, the impact of BPAs on ACEI and ARB prescribing for patients with diabetes and elevated blood pressures has not been reported [3]. BPAs with “chart closure” hard stops, which fire passive alerts and wait until the end of an encounter to force an action, are intended to get PCPs’ attention without excessively disrupting their workflow. This study showed that a BPA alert with a “chart closure” hard stop had a modest but statistically significant effect (from 11% to 22%) on improving prescribers’ responses to overlooked opportunities for improved diabetes care. Our previous work showed that the “chart closure” hard stop succeeded in getting the BPA noticed [17], but an obvious disadvantage is that the BPA may be noticed after the patient has left the office, when it is less convenient to discuss starting a new medication. Prescribers tended to be more vigilant and to act more immediately on the BPA both over time (in the latter months, as they learned that they could not escape responding to the alert) and if they were in the subgroup with the pharmacist-led program in their practice.

Limitations
This study has several limitations. First, the study was not randomized; instead, operational leaders at the various sites made the decision of whether to implement the BPA. We found some systematic differences in the characteristics between the BPA implementation and nonimplementation sites that are related to the outcome, but using the statistical methods of quasi-experimental study design, we controlled for these characteristics, and our differences-in-differences estimate should be unbiased. Second, we cannot exclude the possibility that a contemporaneous but unrelated event in either group of primary care sites confounded the results. Third, the BPA did not fire an alert in about 28% of the opportunity encounters that we identified in BPA implementation sites after BPA implementation, largely because of “lockouts” after previous dismissals. To the extent that these dismissals were truly appropriate, we identified some opportunities erroneously, which would bias our results toward the null. However, to the extent that the alert failed to fire for true opportunities, our results reflect the true shortcomings of the alert as implemented. In our previous study, after reviewing patient charts associated with the 284 alerts that fired during the pilot phase implementation, we judged 37.7% (107/284) of the alert firings to be unnecessary or inappropriate [17]. We deemed the remaining 62.3% (177/284) of the alert firings to be clinically appropriate. Thus, based on the findings from our previous study, we would expect that about 62% of the opportunity encounters identified in this study actually represent true opportunities to prescribe an ACEI or ARB.

Conclusions
Overall, we found that primary care encounters in sites that implemented a BPA with a “chart closure” hard stop to notify PCPs of the opportunities to treat hypertension in patients with diabetes were more likely than control sites to result in an ACEI or ARB prescription. However, we only observed a significant improvement in ACEI and ARB prescribing in the subset of BPA implementation sites that had also implemented the MMP at the time of the encounter. This study’s findings contribute new knowledge on the impact of BPAs on ACEI and ARB prescribing for patients with diabetes. They also shed light on the potential benefits of using “chart closure” hard stops, which are intended to minimize PCPs’ workflow disruption, although future research is needed to gain a better understanding of the user experience.
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Abstract

Background: Several pain management guidelines recommend regular urine drug testing (UDT) in patients who are being treated with chronic opioid analgesic therapy (COAT) to monitor compliance and improve safety. Guidelines also recommend more frequent testing in patients who are at high risk of adverse events related to COAT; however, there is no consensus on how to identify high-risk patients or on the testing frequency that should be used. Using previously described clinical risk factors for UDT results that are inconsistent with the prescribed COAT, we developed a web-based tool to adjust drug testing frequency in patients treated with COAT.

Objective: The objective of this study was to evaluate a risk stratification tool, the UDT Randomizer, to adjust UDT frequency in patients treated with COAT.

Methods: Patients were stratified using an algorithm based on readily available clinical risk factors into categories of presumed low, moderate, high, and high+ risk of presenting with UDT results inconsistent with the prescribed COAT. The algorithm was integrated in a website to facilitate adoption across practice sites. To test the performance of this algorithm, we performed a retrospective analysis of patients treated with COAT between June 2016 and June 2017. The primary outcome was compliance with the prescribed COAT as defined by UDT results consistent with the prescribed COAT.

Results: 979 drug tests (867 UDT, 88.6%; 112 oral fluid testing, 11.4%) were performed in 320 patients. An inconsistent drug test result was registered in 76/979 tests (7.8%). The incidences of inconsistent test results across the risk tool categories were 7/160 (4.4%) in the low risk category, 32/349 (9.2%) in the moderate risk category, 28/338 (8.3%) in the high risk category, and 9/132 (6.8%) in the high+ risk category. Generalized estimating equation analysis demonstrated that the moderate risk (odds ratio (OR) 2.1, 95% CI 0.9-5.0; P=.10), high risk (OR 2.0, 95% CI 0.8-5.0; P=.14), and high risk+ (OR 2.0, 95% CI 0.7-5.6; P=.20) categories were associated with a nonsignificantly increased risk of inconsistency vs the low risk category.

Conclusions: The developed tool stratified patients during individual visits into risk categories of presenting with drug testing results inconsistent with the prescribed COAT; the higher risk categories showed nonsignificantly higher risk compared to the low risk category. Further development of the tool with additional risk factors in a larger cohort may further clarify and enhance its performance.

(KEYWORDS: Urine drug testing; Opioid therapy; Chronic noncancer pain)
Introduction

Despite a decline in opioid prescriptions since the height of the opioid crisis in the United States, the use of opioids for the treatment of chronic pain continues to be common, particularly among primary care physicians [1]. Chronic opioid analgesic treatment (COAT) may be associated with the development of opioid use disorders in a subset of patients [2]. To improve the safety of COAT, guidelines recommend a reduction in opioid dosage for patients prescribed high-dose COAT and monitoring of compliance with the prescribed COAT regimen [3-8].

Urine drug testing (UDT) has been suggested by several guidelines as a method to observe compliance with the prescribed therapy in patients treated with COAT [3-8]. Guidelines state that UDT should be performed at the initiation of opioid treatment [7], at least once a year for patients prescribed COAT [7], and more often for patients at higher risk of adverse consequences from COAT [6]. However, identification of high-risk patients with currently available tools may not be reliable [7]. In the absence of effective tools to identify high-risk patients, some pain physicians have advocated requiring UDT of patients every visit to increase safety through early detection of inconsistent results [9]. As a result, insurance companies have noticed a sharp increase in UDT expenditures [10] and have demanded that physicians justify performing UDT in individual patients to reduce costs [11].

Several readily available treatment-related factors are known to be associated with an increased risk of UDT results that are inconsistent with the prescribed COAT. These factors include younger age [12,13], concomitant use of a benzodiazepine [14], a history of UDT results that are inconsistent with the prescribed COAT [15], and a higher prescribed daily morphine equivalent dose [13]. We created a web-based clinical tool that uses these factors to adjust the frequency of UDT administered in a chronic noncancer pain population. The aim of this retrospective study was to validate our stratification algorithm by comparing the risk allocation of the tool and the results of drug testing over the course of 12 months.

Methods

Inclusion Criteria

This study was conducted in a private interventional pain management institute with 7 specialists across 4 different locations in the New York City area. We retrospectively identified patients without cancer who had chronic pain that was treated with COAT by reviewing charts between June 1, 2016 and July 1, 2016. Visits from the 12 months following the initial visit in June 2016 were reviewed for UDT results and for their consistency with the prescribed opioid therapy. The UDT Randomizer risk categories associated with each UDT result were also obtained. The UDT Randomizer risk stratification tool was implemented as part of the standard of clinical care at the institute in March 2016 and had thus been part of normal practice for some time prior to the inclusion date. Inclusion criteria for the study were age ≥18 years and treatment with opioids (extended release or immediate release) for more than 12 consecutive weeks at the start of the retrospective inclusion period. We allowed for a gap period of up to 4 weeks in opioid treatment. The underlying cause of chronic pain was retrieved from each patient’s medical record, and patients with pain due to cancer were excluded. The Staten Island University Institutional Review Board approved this study (study number: 18-0906-SIUHN) and waived the requirement to obtain informed consent for this retrospective study.

UDT Risk Stratification and Testing Frequency With the UDT Randomizer Tool

The developed stratification tool is depicted in Figure 1. Patients were assigned to a presumed risk group (low, moderate, high, or high+) based on established risk factors for UDT results inconsistent with the prescribed COAT. Patients with a history of drug testing inconsistent with the prescribed COAT are flagged in our electronic medical records, and this flag remains for the duration of treatment in our practice. Drug testing results inconsistent with the prescribed COAT may serve as an early warning of adverse outcomes of COAT [9]; therefore, we focused on developing a tool to effectively detect results inconsistent with the prescribed COAT. The risk allocation was initially based on the daily morphine equivalent dose prescribed (<40, 40-100, or >100 milligrams). The web tool incorporates a morphine equivalent dose calculator to facilitate this step. This calculator is based on a previously developed calculator [16] that was based on American Pain Society guidelines [17] and on several reviews regarding equianalgesic dosing [18-20]. When 1 or more of the additional risk factors are present (age <45 years, concomitant benzodiazepine dosing, or a history of drug testing results inconsistent with the prescribed COAT), the patient is escalated by 1 risk category (Figure 2).
Patients allocated to the low, moderate, high, and high+ risk categories are randomly requested to undergo UDT at frequencies of 25%, 33%, 50%, and 60%, respectively. It is important to stress that the chance of being requested to participate in UDT is thus not random but is rather random with a certain pre-set probability. We arrived at the testing frequencies through evaluation of the Washington State Agency Medical Directors’ Group Intergroup Guideline and American Academy of Pain Medicine recommendations on frequency of testing [6,21]. We estimated that we would be able to achieve the recommended testing frequencies by choosing these set frequencies for the UDT Randomizer.
Primary Outcome

The primary outcome was compliance with the prescribed opioid therapy. This was assessed by the drug test results and their consistency with the prescribed opioids over the study period. A drug test result was considered to be consistent if it was positive for the prescribed opioid or its metabolites and was negative for other opioids, their metabolites, or illicit substances. A drug test result was considered to be inconsistent if it was negative for the prescribed opioid or its metabolites or if it was positive for nonprescribed opioids, their metabolites, or illicit substances. Consistent with recent Centers for Disease Control and Prevention (CDC) guidance [7], we did not take into account the results of testing for tetrahydrocannabinol (THC) when determining if a UDT was consistent or inconsistent with the prescribed therapy.

Drug Testing

Urine toxicology testing was performed by an independent laboratory using liquid chromatography tandem mass spectrometry (Triple Quad 4500 MD, AB Sciex). If a patient was not able to provide a urine sample, oral fluid was collected for analysis. Both urine and oral fluid samples were examined for the presence of prescribed opioids, benzodiazepines, illicit drugs, and their respective metabolites. Chromatographic tests are specific and are not susceptible to cross-reactions; thus, false positive results are rare [22]. The detection window is substantially shorter for oral fluid testing vs urine testing (eg, morphine is detectable 2-5 days after use in urine vs 1-36 hours in oral fluid [23]). When a drug is within the detection windows for both UDT and oral fluid testing, the detection rates are believed to be similar [24].

Data Retrieval

Patient demographics, diagnoses, prescribed medications, and drug testing results were collected retrospectively from the patients’ medical records. Pain diagnoses were grouped into categories of lower back pain; cervical pain; arthritis, joint, and muscle pain; and other pain. We retrieved information from all visits in the 12-month period following the initial included visit in June 2016. Because the data analysis was conducted at the individual visit level (see the Data and Statistical Analysis section), we included data regardless of whether the patients remained in our care for the full 12-month period.

Data and Statistical Analysis

Demographics and clinical data are presented as mean (SD) or as n (%). To assess the uptake of the UDT Randomizer tool, we analyzed how often the tool was used during the first visit for each patient in the study period. We also assessed how often the tool’s recommendation (Yes or No for UDT) was followed at that visit. Additionally, we assessed how often UDT testing was ordered without recommendation by the tool over the course of the entire study period as well as how often the UDT testing recommended by the tool was ignored by providers over the course of the entire study period. We performed generalized estimating equations (GEE) analysis with the factors “risk category” and “visit” to assess if the assigned risk category was related to the consistency of drug testing results with the prescribed COAT using all tests and risk assignments in the 12-month study period. We used GEE to account for repeated testing in the same patient. To assess our assumption that there is no association between marijuana use and drug testing results inconsistent with the prescribed COAT, we performed GEE analysis with THC status on drug testing as a factor for the consistency of drug testing results with the prescribed COAT as the outcome. The results of the analyses are presented as odds ratios (ORs) with 95% confidence intervals and the corresponding P values. Statistical significance was set at P<.05. The software package SPSS version 24 (IBM Corporation) was used for all statistical analyses.

Results

Study Population

The study population consisted of 320 patients, of whom 172 (53.8%) were female and 148 (46.3%) were male (Table 1). Most of the patients’ diagnoses (214/320, 66.9%) were related to spinal pain.

Table 1. Demographic and treatment characteristics of the patients included in the study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients (N=320)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>57 (12)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>148 (46.3)</td>
</tr>
<tr>
<td>Female</td>
<td>172 (53.8)</td>
</tr>
<tr>
<td>Pain diagnosis, n (%)</td>
<td></td>
</tr>
<tr>
<td>Lower back</td>
<td>214 (66.9)</td>
</tr>
<tr>
<td>Cervical</td>
<td>74 (23.1)</td>
</tr>
<tr>
<td>Arthritis, joint, and muscle</td>
<td>22 (7.9)</td>
</tr>
<tr>
<td>Othera</td>
<td>10 (3.1)</td>
</tr>
<tr>
<td>Prescribed opioid dosage in morphine milligram equivalents/day, mean (SD)</td>
<td>70 (66)</td>
</tr>
<tr>
<td>Concomitant use of benzodiazepines, n (%)</td>
<td>91 (28.4)</td>
</tr>
</tbody>
</table>

aPatients in this category were diagnosed with abdominal pain, endometriosis, pelvic pain, fibromyalgia, phantom limb pain, or trigeminal neuralgia.
We found that the uptake of the UDT Randomizer tool was high at the first visit in the study period: it was used in 318/320 patients (99.3%), and its recommendation regarding testing was followed 314 of the 318 times it was used (99.7%). Over the course of the entire 12-month study period, the recommendation of the tool to test (“Yes”) was followed in 945/964 (98.0%) of visits. Over the 12-month period, 34 tests were performed contrary to the tool’s guidance to not perform a test.

**Primary Outcome: Drug Testing Consistency with the Prescribed COAT**

A total of 979 drug tests were performed in the study population over the retrospective 12-month duration of the study. Of the performed tests, 867/979 (88.6%) were urine drug tests, whereas 112 (11.4%) were oral fluid tests. All patients provided at least 1 drug test during the follow-up period. Inconsistent drug test results were registered for 76/979 tests (7.8%) in 52/320 patients (16.3%) during this period. The incidence of inconsistent test results across the UDT Randomizer tool risk categories varied from 4.4% (low risk) to 9.2% (moderate risk), 8.3% (high risk), and 6.8% (high+ risk; Table 2).

Of the 979 drug tests, 119 (12.2%) were positive for THC, and the positive tests were obtained in 25/320 patients (7.8%). GEE analysis with the risk factors “THC” and “visit” did not demonstrate significantly higher risk of drug testing inconsistent with the prescribed COAT when a positive test for THC was also present (OR 1.3, 95% CI 0.6-3.0; $P=.48$).

**Discussion**

**Principal Findings**

The aim of this study was to assess a risk stratification algorithm we developed to adjust the drug testing frequency in patients being treated with COAT. The main findings are that the overall inconsistency of drug testing results with the prescribed COAT was low and that tests in the predefined moderate, high, and high+ risk categories had a nonsignificantly higher risk of being inconsistent with the prescribed COAT.
Based on available evidence, UDT has been suggested by several guidelines as a method to observe compliance with the prescribed therapy in patients treated with COAT [3-8]. However, none of these guidelines provide practical advice on the frequency of testing that should be employed. In the absence of such guidance, some pain physicians have adopted the policy of performing UDT virtually every visit to promote safety and to ensure compliance with regulations, leading to subsequent concerns of overtreatment of UDT [10] and regulatory fines [25]. At the same time, a proportion of physicians undertreat their patients, leading to risk that opioid-related adverse events will not be prevented [26]. Another common approach to testing is a standardized testing interval of every 3-4 months, which allows patients to prepare for upcoming UDT [15]. Appropriate patient selection for UDT would help limit overall expenses while maintaining a safe prescription environment. Prior tools that have been developed to estimate the risk of opioid abuse include the Screen and Opioid Assessment for Patients in Pain-Revised [27,28], the Current Opioid Misuse Measure [29], the Screening Instrument for Substance Abuse Potential [30], the Opioid Risk Tool [31] and the Diagnostic, Intractability, Risk, Efficacy tool. These tools consist of 5-24 questions regarding behavioral factors and family history that impose a greater risk of opioid use disorders. These tools may require a significant time investment from both the patient and the physician and are dependent on the truthful responses of the patient. In the context of opioid use disorders, data generally show that self-reporting is unreliable [33]. The urine toxicology tool we developed avoids self-reporting, and it incorporates only demographic and treatment-related factors that are readily available from the patient’s electronic medical record. Because the randomizer uses an algorithm based on treatment-related factors, the decision whether to perform UDT is not dependent on a direct decision made by a health care provider, which adds subjectivity to the decision process [34], and the algorithm returns randomization based solely on probability. Furthermore, taking the provider factor out of the equation may have a positive effect on the patient-physician relationship, as the physician is removed from the decision of whether UDT should be performed [7]. The tool can be utilized by any health care professional assisting the physician in the care of the patient, since all risk factors are readily available from the medical record. The presented approach avoids a routine schedule for testing (eg, every 3 or 4 months), which may be amenable to manipulation by patients who are prone to opioid misuse [7,15]. The results of this study indicate that at present, the tool cannot identify patients who are at significantly higher risk of presenting with testing results inconsistent with their prescribed COAT. There were nonsignificant differences in inconsistent UDT results between the moderate, high, and high+ categories and the low risk category. It is possible that this study is not sufficiently powered to detect differences between these groups, given the overall low incidence of inconsistent UDT results. The homogeneity of the inconsistency rates in the moderate, high, and high+ categories suggests that development of the tool should focus on combining the current moderate, high, and high+ categories while incorporating other risk factors to effectively distinguish between higher risk and lower risk patients.

The overall level of observed consistency of the UDT results with the prescribed opioid therapy was high in the present study (83.7%). This percentage is similar to the percentage reported in a recent study by Knezevic et al [15], in which 77.2% of the observed study population was found to present with consistent UDT results. In earlier studies, these rates were found to be much lower (25%-56%) [12,35,36]. These differences may be due to increased attention to compliance with COAT and UDT among physicians in more recent studies, differences in the studied populations, or differences in the definition of a “consistent result” of UDT. In our sample, 25 patients were found to test positive for THC; however, we did not consider a positive UDT result for THC to be proof of illicit drug use. In the present study, there was no association between marijuana use and UDT results inconsistent with the prescribed COAT. In the most recent CDC opioid prescription guidelines, experts noted that it may not be useful to test for THC on UDT because it is unclear if a positive test for THC should affect patient management [7]. Earlier studies reported associations between marijuana use in chronic opioid patients and present and future opioid misuse [37]. Research in twins has suggested that early-onset marijuana use is a risk factor for developing more severe and pervasive drug use disorders [38]. Currently, fewer people in the United States perceive marijuana to be harmful compared to a decade ago [39]. Medical marijuana has been introduced in 33 states (including New York and New Jersey), and 11 states allow recreational marijuana use. In states where marijuana is legalized for medical use, chronic pain is one of the approved indications [40], and most persons acquiring medical marijuana do so for pain management [41]. It has been suggested that medical marijuana legalization reduces overall opioid prescribing and high-risk opioid use [42] by providing an alternative treatment for chronic pain. It has been suggested that medical marijuana and recreational marijuana use have opposite effects on overall opioid use and opioid misuse (ie recreational marijuana increases opioid use and opioid misuse [43]), although a recent analysis of states that legalized recreational marijuana found no increases in opioid prescriptions [44].

Strengths and Limitations
This was a retrospective study conducted at a single institution. A strength of the study was the prospective effective implementation of the intervention in the institution prior to the evaluation in this study.

Drug testing results inconsistent with prescribed COAT have been suggested to serve as an early warning of adverse outcomes of COAT [9]; therefore, we focused on developing a tool to effectively detect inconsistent results. However, the ultimate relationship between the implementation of UDT in the management of patients treated with COAT and long-term adverse events of COAT is not well established at present [7], even though its value in improving safety is assumed in several guidelines [3-8].

Conclusion
The developed tool stratified patients during individual visits into risk categories of presenting with drug testing results inconsistent with the prescribed COAT; the higher risk
categories showed nonsignificantly higher risk than the low risk category. Further development of this tool with additional risk factors in a larger cohort may further clarify and enhance its performance.
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Abstract

Background: Falls in hospitals are the most common risk factor that affects the safety of inpatients and can result in severe harm. Therefore, preventing falls is one of the most important areas of risk management for health care organizations. However, existing methods for predicting falls are laborious and costly.

Objective: The objective of this study is to verify whether hospital inpatient falls can be predicted through the analysis of a single input—unstructured nursing records obtained from Japanese electronic medical records (EMRs)—using a natural language processing (NLP) algorithm and machine learning.

Methods: The nursing records of 335 fallers and 408 nonfallers for a 12-month period were extracted from the EMRs of an acute care hospital and randomly divided into a learning data set and test data set. The former data set was subjected to NLP and machine learning to extract morphemes that contributed to separating fallers from nonfallers to construct a model for predicting falls. Then, the latter data set was used to determine the predictive value of the model using receiver operating characteristic (ROC) analysis.

Results: The prediction of falls using the test data set showed high accuracy, with an area under the ROC curve, sensitivity, specificity, and odds ratio of mean 0.834 (SD 0.005), mean 0.769 (SD 0.013), mean 0.785 (SD 0.020), and mean 12.27 (SD 1.11) for five independent experiments, respectively. The morphemes incorporated into the final model included many words closely related to known risk factors for falls, such as the use of psychotropic drugs, state of consciousness, and mobility, thereby demonstrating that an NLP algorithm combined with machine learning can effectively extract risk factors for falls from nursing records.

Conclusions: We successfully established that falls among hospital inpatients can be predicted by analyzing nursing records using an NLP algorithm and machine learning. Therefore, it may be possible to develop a fall risk monitoring system that analyzes nursing records daily and alerts health care professionals when the fall risk of an inpatient is increased.

(JMIR Med Inform 2020;8(4):e16970) doi:10.2196/16970
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Introduction

Background

Falls are the most common risk factor affecting the safety of hospital inpatients. They often result in a severe injury, such as a femoral fracture or head trauma, which can be life-threatening or affect the patient’s quality of life. After analyzing data from 1263 hospitals, Bouldin et al [1] reported that the rate of falls in the United States was 3.56 per 1000 patient-days during a 27-month study period and that 26.1% of these falls (0.93 per 1000 patient-days) resulted in injury. In Japan, a 2016 report from the Japan Federation of Democratic Medical Institutions indicated that the rates of falls and falls causing injury were 4.40 and 0.29 per 1000 patient-days, respectively [2]. Therefore, the prevention of falls is one of the most important areas of risk management for health care organizations. The Joint Commission, which is involved in the accreditation and certification of US health care organizations and programs, has strongly recommended taking strategic action for fall prevention, including the use of a standardized assessment tool to identify risks [3].

Prior Work

A variety of methods have been developed to predict the risk of falls for hospital inpatients, such as the Morse Fall Scale [4], St Thomas’s Risk Assessment Tool in Falling Elderly Inpatients (STRATIFY) [5], Hendrich Fall Risk Model (HFRM) [6], and the revised Hendrich II Fall Risk Model [7]. All these methods have been used and evaluated [8-11]. However, such risk assessment methods invariably involve time-consuming processes, such as interviews, observation, and intervention [4-7], which interrupt the work of health care professionals, and the additional workload contributes to an increase in medical costs.

Moreover, several studies, including systematic reviews, have demonstrated that no single intervention, including patient tags and movement sensors, efficiently reduces fall incidents in any setting, whereas multifactorial assessment linked to appropriate interventions is successful [12-16]. However, no common combination of risk factors was discovered in these studies [17], indicating that health care professionals still need to conduct multiple assessments for each risk factor in daily practice, including motor function, continence, mental state, and medication. Thus, a less laborious assessment tool that can predict the risk of falls with high precision without initial intervention is desirable.

With recent advances in information technology, several groups have attempted to apply natural language processing (NLP) to text analysis of electronic medical records (EMRs) to achieve the early diagnosis of conditions such as peripheral arterial disease [18], asthma [19], and multiple sclerosis [20]. In these studies, NLP was used to find specific words or phrases in a predefined dictionary that described the symptoms or signs of each disease. Following these studies, we apply artificial intelligence to EMRs to analyze the risk of falls.

Goal of This Study

Our primary objective is to determine whether hospital inpatient falls can be predicted through the analysis of the unstructured text of hospital nursing records in Japanese EMRs using an NLP algorithm and machine learning. In nursing records, nurses write daily information about a patient’s nursing care, the patient’s response, and other events or factors that may affect the patient’s well-being based on observation and experience [21]. Thus, nursing records contain valuable information for clinical practice but have not been widely used for any type of risk assessment because they require a technique, such as NLP, to analyze and extract meanings of interest from free text or unstructured documents.

We constructed a predictive model to assess the linguistic differences between the nursing records of fallers and nonfallers using our proprietary algorithm applying NLP in combination with machine learning and evaluated its performance using receiver operating characteristic (ROC) analysis. The advantages of our approach are that it allows us to assess various risk factors from a single input (nursing records), and it is less laborious and costly than previous approaches because it does not require additional observation or interviews.

Methods

Study Design

We used a case-control study because of the easy availability of nursing records in EMRs, limited computational capacity, and low rate of falls among inpatients. Because our main objective is to verify the feasibility of using nursing records to predict falls, we used only one hospital and one year of data to limit the cost and time of data extraction. For this study, we considered NTT Medical Center Tokyo (Tokyo, Japan), which is an acute hospital with 606 beds and an average hospital stay of 11.4 days. The Institutional Review Board of the hospital approved the study (Approval #15-267, June 25, 2015). The study period was from July 2014 to July 2015.

Data

Among 18,045 inpatients during the study period, 335 patients with one or more fall incidents (fallers) were identified from the incident reports of the hospital. As a control group, 408 patients without falls (nonfallers) were randomly selected. More nonfallers than fallers were chosen as a contingency if extracted data had to be discarded for unexpected reasons. Data were not discarded; therefore, all usable data were considered in the analysis. We are aware that the substantial difference between the total number of fallers and nonfallers can affect machine learning; however, we believe this is mitigated by the use of a case-control study, which is often used in rare medical cases such as rare diseases.

Data on the two groups of patients were extracted from the EMR system by the EMR vendor and provided to the researchers after anonymization. The researchers constructed a case data set (fallers) and control data set (nonfallers). The nursing records were written in the EMR once a day or more frequently as necessary by several nurses using the subjective, objective, assessment, and plan style or free description. These contained
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(1) patients’ statements, (2) observations of the nurses, (3) results of vital check and various assessments, (4) descriptions of medical treatment and administration of drugs (or plan for them), (5) messages to and from patients, and (6) any other comments by nurses. Some parts of (3) and (4) were entered as preset form data, and others were unstructured data. Several records for one patient made on the same day were integrated into one nursing record. Thus, 25,145 nursing records were obtained, which consisted of 18,912 nursing records for fallers and 6233 for nonfallers. The prevalence of falls was 2.61 falls per 1000 patient-days during the study period. The characteristics of the patients and nursing records are shown in Table 1.

The entire nursing record data set was divided into a learning data set and test data set by generating random numbers for patient identification numbers assigned after anonymization.

Table 1. Characteristics of the patients and nursing records.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All patients</th>
<th>Fallers</th>
<th>Nonfallers</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n (% of total)</td>
<td>743 (100)</td>
<td>335 (45.1)</td>
<td>408 (54.9)</td>
<td>b</td>
</tr>
<tr>
<td>Gender, n (% of total)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>342 (100)</td>
<td>156 (45.6)</td>
<td>186 (54.4)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>401 (100)</td>
<td>179 (44.6)</td>
<td>222 (55.4)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>67.0 (17.1)</td>
<td>73.3 (13.3)</td>
<td>65.5 (18.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nursing records, n</td>
<td>25,145</td>
<td>18,912</td>
<td>6233</td>
<td></td>
</tr>
<tr>
<td>Nursing records per patient, mean (SD)</td>
<td>45.3 (43.5)</td>
<td>68.1 (49.1)</td>
<td>26.6 (26.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nursing record length, mean (SD)</td>
<td>5392.1 (4138.2)</td>
<td>5628.4 (4202.6)</td>
<td>4675.1 (3848.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Data Exclusion

The nursing records that did not satisfy the criterion of more than 50 Japanese or Chinese characters were excluded during tokenization and vectorization. This was a requirement of the Concept Encoder, which is described subsequently.

Data Processing by Concept Encoder

A model was constructed to sort the nursing records into two groups (“risk” and “no risk”) from the learning data set. The probability of being categorized in the risk group, hereafter referred to as the risk probability, was calculated for each nursing record in the test data set using an in-house algorithm for NLP and machine learning called Concept Encoder (FRONTEO, Inc, Tokyo, Japan; will be published elsewhere), which was constructed on a Python platform.

Document and Word Embedding

Concept Encoder performs text analysis by defining the line vector obtained from the document-word matrix as a document vector. First, each document is decomposed into morphemes (the smallest meaningful units of a language) by morphological analysis using MeCab version 0.996 [22], and rules are applied to label each element at the morpheme level with a word. Morphemes that were not words were discarded before each element was labeled. Then the word labels are embedded in k-dimensional vector space [23-25]. Documents can also be embedded in the k-dimensional vector space by expanding the word-embedding method. Assuming that there are m documents and n words in all the nursing records used in the study, and they are embedded, these documents and words can be expressed as matrices D and W:

\[ D \] and \[ W \] correspond to \( m \) documents and \( n \) words, respectively, from the nursing records in the study.

where each row vector of matrices \( D \) and \( W \) corresponds to \( m \) documents and \( n \) words, respectively, from the nursing records in the study.

It is well known that embedded vectors have interesting features, such as word analogy, and outperformed bag of words approaches in several linguistic tasks. These interesting features are retained after two matrices are multiplied because of the linearity of multiplication. For example, if \( W \) for two row vectors in \( W \), then the inner product with \( \mathbf{d} \), which is a row vector in matrix \( D \), holds \( \mathbf{d} \). Expanding this to the word analogy, if \( \mathbf{d} \), where \( \mathbf{d} \) holds for four row vectors in \( W \), then \( \mathbf{d} \) holds for any row vector \( \mathbf{d} \) in \( D \). Hence, the product of these two matrices generates the \( DW \) matrix, which is a document-word matrix that also has these interesting features:

As seen in previous studies [23-25], neural networks have been used to calculate \( D \) and \( W \), and if the number of documents becomes large, then the calculation of these matrices is computationally intensive. Hence, the words included in the neural embedding are restricted to the top 1000 most popular words that occur in the documents in the learning data set, hereafter referred to as the “top 1000 words.”

In this study, for \( W \), the skip-gram with the negative sampling algorithm was used. The hyperparameter number of negative
sampling was set to 5, and the number of dimensions for $W$ was set to 300. For $D$, the distributed bag of words version of the paragraph vector (PV-DBOW) was used with the same negative sampling and embedding dimensions as $W$. After obtaining $W$ and $D$, the $DW$ matrix was calculated using matrix multiplication.

**Construction of the Fall Prediction Model**

For the construction of the fall prediction model, the $DW$ matrix was derived from all documents and words in the learning data set. By attaching tags of 1 (for fallers) and 0 (for nonfallers) to each document, each line vector of the $DW$ matrix (which corresponds to $m$ documents) was associated with a tag of 0 or 1. Each word was subjected to adaptive weighting for optimum separation between fallers and nonfallers using a logistic regression model, and the weighted parameters were estimated by the Markov chain Monte Carlo (MCMC) method with a normal distribution as the prior distribution of weights. For the MCMC approach, the weighted parameters were estimated using posterior distributions, and uncertainty of the estimate was also considered by observing the distribution. The weighted parameters thus obtained were used as the fall prediction model to evaluate the test data set. Random bisection of the learning data set was conducted three times, and six models were constructed using the six bisected data sets. Because the sample size was not balanced between fallers and nonfallers, we used the synthetic minority oversampling technique in this step [26] by using the function of “imblearn.over_sampling.SMOTE” from the library [27] with the default setting and checked that samples for not majority class (“faller” or “imminent”) were resampled to be equal to those the major one in number.

Morphemes that significantly contributed to the separation of the fallers and nonfallers in at least four of the six primary models (ie, “significant vocabulary”) were extracted and were used to construct the final model by the generation of the trimmed $DW$ matrix followed by MCMC optimization.

**Evaluation of Documents in the Test Data Set**

For evaluation, documents in the test data set were tokenized to generate another matrix (hereafter called “$DW$ for test”) using the top 1000 words followed by trimming it down using the significant vocabulary. The risk probability was calculated as the element-wise product of the corresponding line vector of the $DW$ for test matrix and the final model. To assess the significance of differences, the Student $t$ test was performed using R studio software (version 1.0.143).

**Results**

**Analysis of the Data Set**

Differences were observed between the groups of fallers and nonfallers for age, number of nursing records per patient (strongly correlated with the duration of hospitalization), and the length of nursing records (Table 1; $P<.001$ by Welch $t$ test). The ratios of fallers and nonfallers also varied among some clinical divisions of the hospital, as shown in Table 2. However, matching for such factors was not performed because our primary aim was to determine whether it was possible to predict falls through comprehensive risk assessment using text analysis of nursing records regardless of risk factors already known or presumed from other information.
Table 2. Number of inpatients per clinical division.

<table>
<thead>
<tr>
<th>Clinical division</th>
<th>Total (N=743), n</th>
<th>Fallers (n=335), n</th>
<th>Nonfallers (n=408), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gastroenterology</td>
<td>107</td>
<td>51</td>
<td>56</td>
</tr>
<tr>
<td>Surgery</td>
<td>104</td>
<td>42</td>
<td>62</td>
</tr>
<tr>
<td>Cardiology</td>
<td>53</td>
<td>22</td>
<td>31</td>
</tr>
<tr>
<td>Gynecology and obstetrics</td>
<td>49</td>
<td>4</td>
<td>45</td>
</tr>
<tr>
<td>Stroke unit</td>
<td>44</td>
<td>27</td>
<td>17</td>
</tr>
<tr>
<td>Orthopedic surgery</td>
<td>41</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>Respirology</td>
<td>37</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>Urology</td>
<td>36</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>Hematology</td>
<td>32</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>31</td>
<td>19</td>
<td>12</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>30</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>Pain clinic</td>
<td>27</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>Otorhinolaryngology</td>
<td>21</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>Medical cooperation</td>
<td>17</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Nephrology</td>
<td>16</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Dermatology</td>
<td>16</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>15</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>Palliative care</td>
<td>14</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Gamma knife center</td>
<td>13</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Dentistry and oral surgery</td>
<td>9</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>General thoracic surgery</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Neurology</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Cardiovascular surgery</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Endocrinology and metabolism</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>General medicine</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Psychosomatic medicine</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Model to Predict Falls

The entire data set was divided into a learning data set and test data set as shown in Table 3. To construct a model to predict falls, tokenization and vectorization were performed on the learning data set. During this step, 12 nursing records (five for fallers and seven for nonfallers) that did not contain more than 50 Japanese or Chinese characters were excluded, leaving 9094 nursing records for fallers and 3513 nursing records for nonfallers. Using NLP and machine learning for the unstructured text of the learning data set, 378 morphemes that corresponded to significant vocabulary (ie, they contributed to separating fallers from nonfallers in at least four of the six primary models) were selected (a partial list is shown in Textbox 1). To construct the final model, 378 columns that corresponded to the selected morphemes were extracted from the 1000 columns of the DW matrix generated using the learning data set and were again subjected to optimization to separate fallers from nonfallers using the MCMC method. Using the final model, the probability of each nursing record in the test data set being in the risk category was evaluated next.
### Table 3. Characteristics of patients and nursing records in the learning data set and test data set for prediction of falls.

<table>
<thead>
<tr>
<th></th>
<th>Entire data set</th>
<th>Learning data set</th>
<th>Test data set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Fallers</td>
<td>Nonfallers</td>
</tr>
<tr>
<td><strong>Patients, n (%) of total</strong></td>
<td>371 (100)</td>
<td>167 (45.0)</td>
<td>204 (55.0)</td>
</tr>
<tr>
<td><strong>Gender, n (%) of total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>159 (100)</td>
<td>78 (49.1)</td>
<td>81 (50.1)</td>
</tr>
<tr>
<td>Male</td>
<td>212 (100)</td>
<td>89 (42.0)</td>
<td>123 (58.0)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>67.0 (17.0)</td>
<td>73.4 (12.9)</td>
<td>61.7 (18.1)</td>
</tr>
<tr>
<td><strong>Nursing records, n</strong></td>
<td>12,619</td>
<td>9099</td>
<td>3520</td>
</tr>
<tr>
<td><strong>Nursing records per patient, mean (SD)</strong></td>
<td>45.4 (41.9)</td>
<td>66.4 (45.3)</td>
<td>28.2 (29.3)</td>
</tr>
<tr>
<td><strong>Nursing record length</strong>, mean (SD)</td>
<td>4879.1 (2212.3)</td>
<td>5559.4 (1961.9)</td>
<td>4323.8 (2090.9)</td>
</tr>
</tbody>
</table>

*Welsh t test between fallers and nonfallers used.*

*Not applicable.*

*Number of Japanese or Chinese characters.*

### Textbox 1. Morphemes used in the model for predicting falls. Morphemes related to known or potential risk factors (indicated in brackets) were extracted from 378 morphemes used in the final model of the first experiment.

- **Psychotropics**
  - Seroquel, Lendormin, Serenace

- **Mental status**
  - recognition, dementia, arousal, mental status, somnolence willingness, cognitive function, orientation, esthesia, sleeplessness, anxiousness, Myslee

- **Motor function**
  - postural change, aid, assistance, support, lower limb, rehabilitation, slippers, wheelchair, sitting square, torpor, self-standing, parallel bars, limb, daily life behavior, lumbar region, ride, body posture, dorsal region, gait, extension (of limbs), walking stick

- **Excretion**
  - excretion, defecation, constipation, incontinence, Lasix, Pursennid, Biofermine

- **Oropharyngeal**
  - mouth, sputum, hospital food, oral, water drinking, nausea, swallowing, vomiting, dentures, fluid, mouth rinse, eat

- **Circulation**
  - WBC (white blood cells), blood pressure, transfusion, anemia, mmHg, oxygen, neutrophil, blood, pulse, vein, bleeding, blood vessel, heartbeat, platelet

Similar to the process used for the learning data set, nursing records with fewer than 50 characters (13 and 4 nursing records for fallers and nonfallers, respectively) were deleted from the test data set, leaving 9800 nursing records for fallers and 2709
nursing records for nonfallers. For each patient in the test data set, the mean value of the risk probabilities for all their nursing records was calculated as a patient risk score that was used to evaluate the performance for predicting falls by ROC analysis. To draw the ROC curve, we calculated the true positive rate and false positive rate using the patient risk score (continuous variables that range from 0 to 1) and category (faller or nonfaller) for each patient. Scanning the cutoff values from 0 to 1, the true and false positive rates were calculated from the confusion matrix for each cutoff value.

As shown in Figure 1A, the area under the ROC curve (AUC) was 0.835, which indicates excellent separation between fallers and nonfallers. Applying a threshold score of 0.5602, corresponding to the point on the ROC curve closest to the coordinate (0, 1), each patient was sorted into risk and no risk categories, as shown in the confusion matrix (Table 4). Then the sensitivity, specificity, and odds ratios were calculated (Table 5). Sensitivity and specificity are the most commonly used measures for diagnostic performance from the viewpoint of actual medical practice, in which the former is the rate of correct diagnosis among all disease patients and the latter is the rate of correct diagnosis among all normal patients. The odds ratio is the most commonly used measure in case-control studies.

Next, the reproducibility of the analysis was examined by conducting similar experiments four more times (experiments 2 to 5). The model was constructed with a new learning data set, and the test data set was evaluated by generating random numbers for patient identification numbers, after which scatterplots were drawn to check correlations of patient risk scores between all combinations of two experiments (an example for experiments 1 and 4 is shown in Figure 1B). The analytical indexes for the five independent experiments demonstrated the high precision (Table 5) and reproducibility (Figure 1B and Table 6) of the model for the prediction of falls. These results demonstrated that text analysis of nursing records was an efficient method for predicting falls with high reproducibility.

Figure 1. Precision and reproducibility of the model for predicting falls using the test data set. Five independent experiments were conducted for the learning and testing steps. A: receiver operator characteristic (ROC) curve for experiment 1; B: scatterplot of patient risk scores for two of the five experiments (1 and 4). AUC: area under the curve.

![ROC curve](image)

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Patients</th>
<th>Nonfallers, n</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk</td>
<td>128</td>
<td>39</td>
<td>167</td>
</tr>
<tr>
<td>No risk</td>
<td>40</td>
<td>165</td>
<td>205</td>
</tr>
<tr>
<td>Total</td>
<td>168</td>
<td>204</td>
<td>372</td>
</tr>
</tbody>
</table>

Table 4. Confusion matrix of fall prediction for experiment 1.
Table 5. Reproducibility of the model for predicting falls. A summary of evaluation indexes for the five experiments are shown.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Experiment</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>0.835</td>
<td>0.831</td>
</tr>
<tr>
<td>Sensitivity (95% CI)</td>
<td>0.762</td>
<td>0.750</td>
</tr>
<tr>
<td></td>
<td>(0.714-0.813)</td>
<td>(0.702-0.801)</td>
</tr>
<tr>
<td>Specificity (95% CI)</td>
<td>0.809</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>(0.766-0.854)</td>
<td>(0.751-0.839)</td>
</tr>
<tr>
<td>Odds ratio (95% CI)</td>
<td>13.54</td>
<td>11.57</td>
</tr>
</tbody>
</table>

Table 6. Correlations (R² for linear regression) of all combinations of two out of five experiments are shown.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>—</td>
<td>0.939</td>
<td>0.952</td>
<td>0.946</td>
<td>0.945</td>
</tr>
<tr>
<td>2</td>
<td>—</td>
<td>—</td>
<td>0.932</td>
<td>0.937</td>
<td>0.957</td>
</tr>
<tr>
<td>3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.948</td>
<td>0.957</td>
</tr>
<tr>
<td>4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.945</td>
</tr>
<tr>
<td>5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Imminent Precursors of Falls

In the next step, the detection of the imminent precursors of falls was attempted by extracting specific features from the nursing records written several days before each incident. For the purpose, nursing records of all fallers were collected as “Faller data set” and then tagged with imminent (1-7 days before the fall) or not imminent (Table 7). After bisecting the faller data set into a learning data set and a test data set, the former was used to construct a model for discrimination of the tags by the same method described previously for risk/no risk categorization; that is, the final model was built from morphemes identified in at least four of the six primary models constructed using the learning data set. Then the final model was used to evaluate the probability of each faller nursing record in the test data set being placed in the imminent category, after which the performance of the detection of imminent precursors was evaluated using ROC analysis (Figure 2A) and the confusion matrix (Table 8). After four more independent examinations were performed in the same manner to check reproducibility, the average AUC of the ROC curve was 0.567 for the five experiments (Table 9), which demonstrates limited prediction of nursing records for imminent falls.

Based on the hypothesis that the medical conditions of long-term inpatients would be stable, and changes in risk factors for falls would be difficult to detect, we also performed separate analyses of long-term and short-term inpatients. Fallers with more than 60 nursing records or 45 or less nursing records were selected as long-term and short-term inpatients, respectively, and the prediction of imminent falls was conducted for each group (Table 7). We found that improved prediction of imminent falls was achieved for short-term inpatients, with an AUC of mean 0.607 (SD 0.009) (for five independent experiments, Figure 2B and Tables 9 and 10), whereas prediction was poor for long-term inpatients (AUC mean 0.496, SD 0.011; summary table for the five experiments not shown). Confusion matrices were constructed for the short-term group, and the sensitivity, specificity, and odds ratios were calculated (Table 9). The results suggested that the calculated risk probability could be used to assess the imminent risk of falls for short-term inpatients at the time when each nursing record was written.
Table 7. Characteristics of patients and nursing records in the faller data set for detection of imminent precursors.

<table>
<thead>
<tr>
<th></th>
<th>Faller data set</th>
<th>Learning data set</th>
<th>Test data set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All fallers</td>
<td>&gt;60 Nursing records</td>
<td>≤45 Nursing records</td>
</tr>
<tr>
<td><strong>Patients, n</strong></td>
<td>167</td>
<td>56</td>
<td>91</td>
</tr>
<tr>
<td><strong>Gender, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>78</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>Male</td>
<td>89</td>
<td>24</td>
<td>53</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>73.0 (12.7)</td>
<td>74.7 (11.2)</td>
<td>73.0 (12.7)</td>
</tr>
<tr>
<td><strong>Nursing records, n</strong></td>
<td>9094</td>
<td>5809</td>
<td>2231</td>
</tr>
<tr>
<td><strong>Iminent</strong></td>
<td>1114</td>
<td>487</td>
<td>464</td>
</tr>
<tr>
<td><strong>Not imminent</strong></td>
<td>7980</td>
<td>5322</td>
<td>1767</td>
</tr>
<tr>
<td><strong>Nursing records per patient, mean (SD)</strong></td>
<td>54.5 (45.7)</td>
<td>103.8 (45.7)</td>
<td>24.5 (12.3)</td>
</tr>
<tr>
<td><strong>Nursing record length, mean (SD)</strong></td>
<td>5559.4 (1961.9)</td>
<td>5363.34 (1879.5)</td>
<td>5628.6 (2081.0)</td>
</tr>
</tbody>
</table>

**Test data set**

|                          | 168            | 56                | 95            |
| **Gender, n**            |                |                   |               |
| Female                   | 78             | 21                | 48            |
| Male                     | 90             | 35                | 47            |
| **Age (years), mean (SD)** | 73.2 (12.8)   | 72.4 (12.9)       | 74.0 (14.2)   |
| **Nursing records, n**   | 9813           | 6693              | 2239          |
| **Iminent**              | 984            | 424               | 463           |
| **Not imminent**         | 8829           | 6269              | 1776          |
| **Nursing records per patient, mean (SD)** | 58.4 (54.1) | 119.5 (51.9)     | 23.6 (12.6)   |
| **Nursing record length, mean (SD)** | 5522.9 (2005.8) | 5022.2 (2187.5) | 5662.8 (1890.6) |

*Nursing records registered within seven days before a fall.

Figure 2. Precision of the model for detecting imminent precursors using the faller data set. Five independent experiments were conducted for the learning and testing steps to identify imminent precursors of falls among all fallers (A) and among fallers who were short-term patients (B). Receiver operating characteristic (ROC) curves for experiment 1 out of the five experiments are shown. AUC: area under the curve.
Table 8. Results of discrimination of imminent precursors of falls among all fallers. Confusion matrix for experiment 1 out of five experiments is shown.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Nursing records</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Imminent</td>
<td>Not imminent</td>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imminent</td>
<td>553</td>
<td>4281</td>
<td>4834</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not imminent</td>
<td>429</td>
<td>4536</td>
<td>4965</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>982</td>
<td>8817</td>
<td>9799</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9. Reproducibility of the model for detecting imminent precursors using the faller data set. Five independent experiments were conducted for the learning and testing steps to identify imminent precursors of falls among all fallers and among fallers who were short-term patients.

<table>
<thead>
<tr>
<th>Group and statistic</th>
<th>Experiment</th>
<th></th>
<th></th>
<th></th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fallers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area under the curve</td>
<td>0.562</td>
<td>0.576</td>
<td>0.568</td>
<td>0.566</td>
<td>0.564</td>
</tr>
<tr>
<td>Sensitivity (95% CI)</td>
<td>0.563 (0.546-0.581)</td>
<td>0.543 (0.526-0.560)</td>
<td>0.611 (0.593-0.630)</td>
<td>0.576 (0.559-0.594)</td>
<td>0.536 (0.519-0.553)</td>
</tr>
<tr>
<td>Specificity (95% CI)</td>
<td>0.514 (0.509-0.520)</td>
<td>0.576 (0.571-0.582)</td>
<td>0.477 (0.472-0.482)</td>
<td>0.517 (0.512-0.522)</td>
<td>0.558 (0.552-0.563)</td>
</tr>
<tr>
<td>Odds ratio (95% CI)</td>
<td>1.37 (1.20-1.56)</td>
<td>1.62 (1.42-1.84)</td>
<td>1.43 (1.25-1.64)</td>
<td>1.46 (1.27-1.66)</td>
<td>1.45 (1.27-1.66)</td>
</tr>
<tr>
<td>Fallers who were short-term patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area under the curve</td>
<td>0.613</td>
<td>0.607</td>
<td>0.595</td>
<td>0.602</td>
<td>0.618</td>
</tr>
<tr>
<td>Sensitivity (95% CI)</td>
<td>0.547 (0.522-0.572)</td>
<td>0.649 (0.621-0.677)</td>
<td>0.492 (0.470-0.515)</td>
<td>0.607 (0.581-0.635)</td>
<td>0.623 (0.596-0.651)</td>
</tr>
<tr>
<td>Specificity (95% CI)</td>
<td>0.626 (0.613-0.641)</td>
<td>0.524 (0.512-0.536)</td>
<td>0.653 (0.639-0.668)</td>
<td>0.548 (0.535-0.560)</td>
<td>0.560 (0.547-0.573)</td>
</tr>
<tr>
<td>Odds ratio (95% CI)</td>
<td>2.02 (1.64-2.49)</td>
<td>2.03 (1.64-2.51)</td>
<td>1.83 (1.48-2.25)</td>
<td>1.87 (1.52-2.31)</td>
<td>2.10 (1.70-2.59)</td>
</tr>
</tbody>
</table>

Table 10. Results of discrimination of imminent precursors of falls among fallers who were short-term patients. Confusion matrix for experiment 1 out of five experiments is shown.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Nursing records</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Imminent</td>
<td>Not imminent</td>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imminent</td>
<td>252</td>
<td>663</td>
<td>915</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not imminent</td>
<td>209</td>
<td>1112</td>
<td>1321</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>461</td>
<td>1775</td>
<td>2236</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Results

Our results confirmed it is possible to predict inpatient falls using text analysis of nursing records in a hospital EMR system, with an AUC of 0.834 across an average of five independent experiments. In many previous studies, the prediction of falls was based on specified risk factors, such as the use of psychotropic drugs [28-32], mental state (eg, disorientation, confusion, and delirium) [4,5,30,33-35], impaired motor function (eg, unstable gait and muscle weakness) [4,5,29,32,35], and excretory condition (eg, incontinence and frequent toileting) [5,33,35]. Additionally, the usefulness of nursing records for inpatient fall prediction was discussed recently [36], and it was shown that nursing records contained words known as risk factors for inpatient falls and interventions used in daily practice using NLP analysis. However, all the words identified in the analysis were preselected using prior reports, risk assessment tools, and subject matter expert’s knowledge. By contrast, we did not focus on any specific factor or emphasize any specific keywords, topics, concepts, or fields throughout our NLP
analysis of unstructured text in nursing records and subsequent machine learning. Despite this, we found many words closely related to the previously mentioned risk factors in the list of morphemes that contributed to the prediction of fall risk (Textbox 1). Thus, the Concept Encoder successfully extracted known risk factors for falls as words with a statistically significant correlation to actual incidents. It is possible that several other words (or related concepts) that contribute to the model might be unknown risk factors. These candidate novel risk factors may not only be useful for predicting falls but also for determining the causes of falls or selecting interventions for prevention. In future work, we will conduct further numerical analyses of these candidates to examine their similarities or relationships, such as cluster analysis or context analysis based on the document-word embedding matrix (DW). If it is proven that words related to known and novel risk factors are effective for predicting falls, this might encourage hospital nurses to write nursing records that emphasize these factors, thus improving the quality of nursing records and allowing falls to be predicted with higher precision.

There was a statistically significant difference between nursing records recorded one to seven days before a fall and others. This suggests that a fall risk monitoring system designed to analyze nursing records daily and alert health care professionals when an increase of fall risk is detected could be an effective tool for the prevention of falls. Recently, the authors developed a new version of Concept Encoder with improved computational capacity and deployed for a currently ongoing study using a larger data set (all nursing records for three years; approximately 520,000 nursing records from 900 fallers and 28,000 nonfallers). Encouraged by the early results of the study, which has shown considerable improvement in the prediction for imminent falls (AUC of approximately 0.73), the authors have developed the first version of the fall risk monitoring system.

Because nursing records contain continuous information covering a broad context regardless of the underlying disease or complications and results of various medical tests and vital signs, this algorithm can be applied to construct models for predicting other specific medical interests, such as a sudden change of the patient’s condition or recurrence of acute illness. It also has the potential to be used as the basis of a multipurpose diagnosis and caregiving support system. Recent developments in machine learning technology have enhanced the range of application, but it is still rarely used in the health care field. One reason is that neural network analysis, such as deep learning, cannot provide human-interpretable models or rules because of the numerous layers in the learning process. This “black box problem,” that is, poor traceability of the learning and analysis processes, is one reason that machine learning has not been widely applied in the health care field. The algorithm that we used (Concept Encoder) achieves very efficient transformation from documents to a document-word matrix, after which even simple logistic regression analysis can successfully predict falls. Moreover, the characteristics and probability distribution of the data are provided in an interpretable manner. Thus, even after a machine learning process is used, it can perform statistical analyses with high levels of stability, reproducibility, and verifiability that are required in the health care field. In this field, evidence-based decision making is valued, and vast amounts of medical data have been accumulated over many years for this purpose. It seems possible that Concept Encoder can be applied to mine these precious assets with verifiable analysis.

**Limitations**

The low quantity of data may be a limitation in this study. However, due to the oversampling technique that we used, in which minority data were resampled to balance the two-group data set, we believe that the results of the study were not substantially affected by the low rate of falls. However, meta-analysis and a multicenter study will be considered in future work, which will generate more data. Additionally, we defined imminent as one to seven days before the fall. When we considered shorter time periods, such as one to three or one to five days before the fall, this reduced the number of imminent nursing records, which resulted in poorer prediction. In future work, larger data sets will enable the analysis of shorter time periods. Finally, as this is the first study to analyze nursing records using NLP and machine learning, there is no prior work available for comparison.

**Conclusions**

We verified that text analysis of a single input—nursing records—using an NLP algorithm and machine learning was effective for the prediction of falls among hospital inpatients and the detection of imminent precursors of fall incidents. The approach was also able to extract useful information related to various types of fall risk factors, whether they are known or unknown, from the unstructured description of the nursing records. This can serve as a basis for a fall risk monitoring system (eg, screen-based) that can output risk factors for each high-risk patient together with the risk probability. We have already developed a prototype monitoring system and plan to start testing in collaboration with several hospitals. We are also developing an English version of our system for testing in English-speaking countries. Studies have reported that intervention is more successful when various health care professionals are involved as a team rather than taking a nursing-centric approach [17,37,38]. Thus, the output of data and risk factors provided by the system could be helpful for information sharing among teams of health care professionals at safety huddles or during handover.
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Abstract

Background: Real-world data (RWD) play important roles in evaluating treatment effectiveness in clinical research. In recent decades, with the development of more accurate diagnoses and better treatment options, inpatient surgery for cervical degenerative disease (CDD) has become increasingly more common, yet little is known about the variations in patient demographic characteristics associated with surgical treatment.

Objective: This study aimed to identify the characteristics of surgical patients with CDD using RWD collected from electronic medical records.

Methods: This study included 20,288 inpatient surgeries registered from January 1, 2000, to December 31, 2016, among patients aged 18 years or older, and demographic data (eg, age, sex, admission time, surgery type, treatment, discharge diagnosis, and discharge time) were collected at baseline. Regression modeling and time series analysis were conducted to analyze the trend in each variable (total number of inpatient surgeries, mean age at surgery, sex, and average length of stay). A \textit{P} value <.01 was considered statistically significant. The RWD in this study were collected from the Orthopedic Department at Peking University Third Hospital, and the study was approved by the institutional review board.

Results: Over the last 17 years, the number of inpatient surgeries increased annually by an average of 11.13\%, with some fluctuations. In total, 76.4\% (15,496/20,288) of the surgeries were performed in patients with CDD aged 41 to 65 years, and there was no significant change in the mean age at surgery. More male patients were observed, and the proportions of male and female patients who underwent surgery were 64.7\% (13,126/20,288) and 35.3\% (7162/20,288), respectively. However, interestingly, the proportion of surgeries performed among female patients showed an increasing trend (\textit{P}<.001), leading to a narrowing sex gap. The average length of stay for surgical treatment decreased from 21 days to 6 days and showed a steady decline from 2012 onward.

Conclusions: The RWD showed its capability in supporting clinical research. The mean age at surgery for CDD was consistent in the real-world population, the proportion of female patients increased, and the average length of stay decreased over time. These results may be valuable to guide resource allocation for the early prevention and diagnosis, as well as surgical treatment of CDD.

\textit{(JMIR Med Inform 2020;8(4):e16076)} doi:10.2196/16076

https://medinform.jmir.org/2020/4/e16076
Introduction

Background

According to the evidence classification system for evidence-based medicine, the best evidence originates from randomized controlled trials (RCTs) and associated systematic evaluations. However, RCTs have some shortcomings, such as ethical limitations, small sample sizes, short observation times, narrow observation scopes, and high experimental costs [1]. Comparatively, real-world data (RWD), which are health care data that have been collected from different sources, including electronic health records, insurance payment and billing databases, disease registration databases, family monitoring equipment data, and mobile health devices, can be complementary sources of RCT data for establishing a more robust evidence base on the effectiveness of medicines, as well as the relative effectiveness as compared with existing products in clinical practice [2,3]. Recent studies have focused on designing and implementing evidence-based surgical safety information systems, and big data analytics on RWD can yield new and powerful insights into the effectiveness of different medicines and patient care [4-6]. RWD enable new opportunities to be explored in clinical studies. For instance, globally, various kinds of operations are performed each year, and associated surgical details recorded in electronic medical databases have great research value. Therefore, more research is needed to transform these kinds of RWD into real-world evidence, which can assist evidence-based health care decision-making systems.

In recent years, there has been growing interest in the prevention of various degenerative diseases. Essentially, all people who live a long life will develop degenerative disorders [7]. With the aging of the Chinese population, age-related degenerative disorders are becoming increasingly common and thus are worthy of attention. Cervical degenerative disease (CDD) is a consequence of aging, and it can manifest as axial neck pain, upper extremity radiculopathy, myelopathy, or some combination thereof [8-10]. The treatments for CDD vary considerably according to clinical guidelines. In most cases, nonoperative modalities are typically prescribed as the first method of choice for the conservative treatment of pain related to CDD [11-13]. Recently, the management of severely affected patients with CDD has progressed toward surgical treatments, such as anterior and posterior cervical surgeries [14,15]. Although nonoperative treatment continues to play an important role in treating these patients, surgical intervention has become the mainstay when conservative treatment fails or when patients have neurological deficits [16-18]. Nevertheless, the rate of surgical intervention, as well as the direct costs for degenerative disorders will increase with population aging, which will become a great economic burden on the health care system.

Yet, few large-scale clinical studies evaluating the demographic changes in the Chinese population receiving surgical treatments for CDD have been carried out. However, knowledge of these trends can be beneficial for medical care, surgical treatment strategy selection, and early disease prevention, and it might promote effective clinical management of this disease [19,20].

Objectives

In light of the recently published guidelines from the US Food and Drug Administration on the communication of RWD and real-world evidence to support regulatory decision making, as well as promote evidence-based public health policies in China [21,22], we conducted a real-world study on CDD. In this study, we provide insights into the longitudinal trends and changes in the demographic characteristics of patients who received surgical treatments, which can be used to build evidence-based criteria for effective clinical management and health care system development.

Methods

Study Setting

This study was a retrospective analysis of electronic medical records (EMRs) on surgical treatments for CDD performed in the Orthopedic Department at Peking University Third Hospital (PUTH) between 2000 and 2016. The study was approved by the institutional review board (IRB00006761-M2018082). PUTH is a modernized and comprehensive upper first-class hospital that serves as a regional center for orthopedic care in northern China. Here, we designed a real-world study to analyze and assess the trends in the total number of inpatient surgeries for CDD, mean patient age at surgery, patient sex (male-to-female ratio), and average length of stay (LOS) (Figure 1).
Figure 1. Workflow of a real-world study model.

Patient Data Acquisition

Data on patients with CDD who were registered from January 1, 2000, to December 31, 2016, and who underwent inpatient surgical treatment in the Orthopedic Department at PUTH were collected via the health care system, and the associated data on the first page of the medical records were used. Eligible patients included Chinese patients aged ≥18 years with a principle diagnosis of CDD according to the International Classification of Diseases, 10th Revision, Clinical Modification (ICD-10-CM) code. Furthermore, inpatient surgeries were identified through ICD-9-CM procedure codes (03.02, 03.09, 14.71, 77.69, 77.79, 77.89, 77.99, 78.09, 78.59, 78.69, 80.49, 80.51, 80.99, 81.02, 81.03, 81.05, 81.08, 81.32, 81.33, 81.51, 81.62, 81.63, 81.65, 83.19, 84.51, 84.61, 84.62, and 84.66).

In this study, inpatient surgery was defined as a surgical operation or procedure involving an overnight stay in an inpatient institution. A total of 20,288 inpatient surgeries for patients with CDD met the inclusion criteria during the study period. The additional data collected included patient sex, age at surgery, admission time, discharge time, LOS, discharge diagnosis, and surgery type.

Data Cleaning and Statistical Analysis

Summarization and Measures

For all analyses, we used January 1, 2000, as the start of the study period because complete data were available from this year onward. We used R version 3.6.0 (R Foundation for Statistical Computing, Vienna, Austria) for all analyses. First, patient charts were reviewed to gain insights into clinical characteristics. Analyses of the mean age at surgery and number of inpatient surgeries were stratified by sex (male and female) and age (18-30, 31-35, 36-40, 41-45, 46-50, 51-55, 56-60, 61-65, 66-70, 71-75, 76-80, and ≥81 years).

The mean age at surgery was calculated by averaging the patients’ data by either month or year. Median was used to measure the average LOS. Another key measure, the annual growth rate of the number of inpatient surgeries, was calculated as an increase in the number of operations divided by the total number of operations from the previous year.

Statistical Tests

We used the chi-square goodness-of-fit test to compare the number of inpatient surgeries across different groups (age and sex), and the t-test to compare the mean age at surgery. Additionally, the rank-sum test was used to compare the average LOS between male and female patients.

Time Series Analysis

Time series analysis was used to assess the variation and trends in the number of inpatient surgeries over time. We aggregated the data on patients with CDD who were enrolled from 2000 to 2016 into a monthly time series based on the admission date and analyzed the overall trend. Generally, the growth in the number of surgical operations was not stationary but instead exhibited an ascending trend and seasonal behavior. We thereafter selected the Holt-Winters exponential smoothing model for time series forecasting [23]. We specified the season length as 12 one-month periods, because we found that the number of surgeries always peaked in late spring (March) but declined in January and February. Interestingly, this pattern is likely to repeat every year.

Detailed analyses were performed according to the following steps: (1) The number of inpatient surgery admissions by month from January 1, 2000, to December 31, 2015, constituted the training set, whereas the remaining records from January 1, 2016, to December 31, 2016, constituted the testing set. Both the training set and testing set were converted into time series. (2) As the seasonal fluctuation evident in the data is not strictly...
distributed, both additive and multiplicative methods were applied to train the model. (3) It was assessed whether the model was sufficient. The Ljung-Box (LB) test was used to evaluate the residuals of the fitted model, and the mean absolute percentage error (MAPE) was used to evaluate the forecast error. The mathematical expression of the MAPE is shown in Figure 2.

Figure 2. Mathematical expression of mean absolute percentage error (MAPE). \( A_t \): the actual value; \( F_t \): the forecast value.

\[
MAPE = 100\% \sum_{t=1}^{n} \left| \frac{A_t - F_t}{n \cdot A_t} \right|
\]

Regression Analysis

A linear regression model was used to assess the variation and trends in the male-to-female ratio over the past 17 years, with demographic characteristics as dependent variables and the index calendar year as the independent variable. In this study, \( P<.01 \) was considered statistically significant.

Results

Increasing Trend in the Number of Inpatient Surgeries for Cervical Degenerative Disease

The patient demographic characteristics are shown in Table 1. In total, 20,288 inpatient surgeries for CDD were performed at PUTH over the past 17 years. Cervical disorder was the most frequent disorder within the spinal degenerative disease category [24]. Overall, differences in the number of operations for patients with CDD across age groups and sexes were statistically significant (\( P<.001 \); Table 1), reflecting the real-world setting of this study.

Table 1. Summary of the 20,288 inpatient surgery records for cervical degenerative disease and comparison of the number of inpatient surgeries across age groups and sexes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of inpatient surgeries</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7162</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>13,126</td>
<td></td>
</tr>
<tr>
<td><strong>Age at surgery, years</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-30</td>
<td>278</td>
<td></td>
</tr>
<tr>
<td>31-35</td>
<td>593</td>
<td></td>
</tr>
<tr>
<td>36-40</td>
<td>1537</td>
<td></td>
</tr>
<tr>
<td>41-45</td>
<td>2772</td>
<td></td>
</tr>
<tr>
<td>46-50</td>
<td>3524</td>
<td></td>
</tr>
<tr>
<td>51-55</td>
<td>3620</td>
<td></td>
</tr>
<tr>
<td>56-60</td>
<td>3165</td>
<td></td>
</tr>
<tr>
<td>61-65</td>
<td>2415</td>
<td></td>
</tr>
<tr>
<td>66-70</td>
<td>1496</td>
<td></td>
</tr>
<tr>
<td>71-75</td>
<td>690</td>
<td></td>
</tr>
<tr>
<td>76-80</td>
<td>172</td>
<td></td>
</tr>
<tr>
<td>( \geq 81 )</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20,288</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Chi-square goodness-of-fit test.

From 2000 to 2016, there was a significant increase in the overall number of CDD surgery cases; it increased from 374 in 2000 to 1709 in 2016, with an average annual increase (growth rate) of 11.13%. The number of inpatient surgeries fluctuated seasonally; it declined in January and February but always peaked in late spring, and the fastest monthly growth rate was always noted in March. Time series analysis was adopted to identify the underlying structure and function (number of inpatient surgeries [monthly]; additive method: LB test \( P=.92, \) MAPE=16.44%; multiplicative method: LB test \( P=.03, \) MAPE=14.37%), and both methods were capable of predicting the seasonal peak in most months (Figure 3). Comparatively, the multiplicative method had a relatively higher forecasting accuracy. The MAPEs of the forecasting error in the testing set for the additive and multiplicative methods were 14.18% and 12.13%, respectively.
**Figure 3.** Observed, fitted, and predicted numbers of inpatient surgeries for cervical degenerative disease (CDD). Time series analyses using Holt-Winters additive and multiplicative method were conducted to compare the observed and predicted numbers of surgeries from January 2000 to December 2016. (A) The black solid line represents the observed number of surgeries. The red dotted line represents the fitted number of surgeries determined with the additive method. The red solid line represents the predicted number of surgeries determined with the additive method using January 2000 to December 2015 as an observation base. The 80% CIs and 95% CIs are denoted by dark gray and light gray areas, respectively. (B) The black solid line represents the observed number of surgeries. The green dotted line represents the fitted number of surgeries determined with the multiplicative method. The green solid line represents the predicted number of surgeries determined with the multiplicative method using January 2000 to December 2015 as an observation base. The 80% CIs and 95% CIs are denoted by dark gray and light gray areas, respectively. (C) Autocorrelation function (ACF) plot for the time series model generated with the Holt-Winters additive method. (D) ACF plot for the time series model generated with the Holt-Winters multiplicative method.

**Consistency in the Mean Age at Surgery for Cervical Degenerative Disease**

Overall, 88.1% (17,880/20,288) of the surgeries for CDD were performed in patients older than 40 years. The number of CDD surgeries differed by age group and was especially high in patients aged approximately 50 years. Specifically, 76.4% (15,496/20,288) of the surgeries were performed in patients aged 41-65 years and 50.8% (10,309/20,288) were performed in those aged 46-60 years. The average age at the time of inpatient surgery was 52.58 and 52.92 years among male and female patients, respectively.

Over the past 17 years, there was no statistically significant change in the mean age at surgery (yearly) among the patients with CDD (coefficient of variation=0.01) (Figure 4). In our study population, the number of surgical treatments did not show a trend toward younger patients in recent years. Moreover, there was no significant difference in the mean age at surgery (yearly) between male and female patients (t-test, $P=.16$). Overall, the mean age at surgery for patients with CDD remained consistent, except for a sudden increase in 2016. The overall proportion of surgeries performed in the elderly population (older than 70 years) over the past 17 years was very small (yearly, 2.94%-5.52%); thus, the mean age at CDD surgery was not affected by population aging (life expectancy at birth for the Chinese population has increased by more than 4.94 years since 2000; it was 71.4 years in 2000 and 76.34 years in 2015) [25]. Upon further analysis of the population changes in the different age groups, we found that the proportions of patients aged 41 to 65 and $\geq 66$ years in the overall population structure showed a relatively small increasing trend during the study period (with an average annual growth rate of 0.30% and 0.14%, respectively) (Figure 5). In comparison, the proportion of patients aged 18 to 40 years decreased slightly. However, these small variations in the patient population structure had no significant effect on the mean age at surgery for CDD.
Figure 4. Trends in the mean age at surgery for cervical degenerative disease by sex (2000-2016).

Figure 5. Annual proportion of inpatient surgeries for cervical degenerative disease among patients in different age groups (2000-2016).
Decrease in the Male-to-Female Ratio Among Patients With Cervical Degenerative Disease

Both the number of inpatient surgeries performed in male patients and the number of inpatient surgeries performed in female patients showed an increasing trend (Table 2). Interestingly, the male-to-female ratio among patients who received surgical treatment was 1.83:1 (13,126 male and 7162 female patients, respectively). Based on the annual statistics from the National Bureau of Statistics of China, the male-to-female ratio in the Chinese population was only approximately 1.05 to 1.07 during the study period [25]. Specifically, the number of inpatient surgeries was higher in male patients than in female patients. In fact, when “working hours” is considered as only the time spent at the office, many male individuals work more hours as compared with female individuals in East Asian countries, and the income of female individuals is lower than that of male individuals [26]. More attention, including more effective allocation of health care resources, should be paid to the male population, especially those in the older age group.

Table 2. Annual number of inpatient surgeries performed among patients with cervical degenerative disease grouped by sex (2000-2016).

<table>
<thead>
<tr>
<th>Year</th>
<th>Surgeries in male patients, n</th>
<th>Surgeries in female patients, n</th>
<th>M/Fa</th>
<th>M/F_Cb,c</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>260</td>
<td>114</td>
<td>2.28</td>
<td>1.07</td>
</tr>
<tr>
<td>2001</td>
<td>307</td>
<td>134</td>
<td>2.29</td>
<td>1.06</td>
</tr>
<tr>
<td>2002</td>
<td>352</td>
<td>124</td>
<td>2.84</td>
<td>1.06</td>
</tr>
<tr>
<td>2003</td>
<td>333</td>
<td>131</td>
<td>2.54</td>
<td>1.06</td>
</tr>
<tr>
<td>2004</td>
<td>560</td>
<td>219</td>
<td>2.56</td>
<td>1.06</td>
</tr>
<tr>
<td>2005</td>
<td>632</td>
<td>333</td>
<td>1.90</td>
<td>1.06</td>
</tr>
<tr>
<td>2006</td>
<td>635</td>
<td>318</td>
<td>2.00</td>
<td>1.06</td>
</tr>
<tr>
<td>2007</td>
<td>657</td>
<td>381</td>
<td>1.72</td>
<td>1.06</td>
</tr>
<tr>
<td>2008</td>
<td>819</td>
<td>402</td>
<td>2.04</td>
<td>1.06</td>
</tr>
<tr>
<td>2009</td>
<td>824</td>
<td>435</td>
<td>1.89</td>
<td>1.06</td>
</tr>
<tr>
<td>2010</td>
<td>984</td>
<td>502</td>
<td>1.96</td>
<td>1.05</td>
</tr>
<tr>
<td>2011</td>
<td>1044</td>
<td>610</td>
<td>1.71</td>
<td>1.05</td>
</tr>
<tr>
<td>2012</td>
<td>1166</td>
<td>655</td>
<td>1.78</td>
<td>1.05</td>
</tr>
<tr>
<td>2013</td>
<td>1099</td>
<td>714</td>
<td>1.54</td>
<td>1.05</td>
</tr>
<tr>
<td>2014</td>
<td>1272</td>
<td>763</td>
<td>1.67</td>
<td>1.05</td>
</tr>
<tr>
<td>2015</td>
<td>1144</td>
<td>656</td>
<td>1.74</td>
<td>1.05</td>
</tr>
<tr>
<td>2016</td>
<td>1038</td>
<td>671</td>
<td>1.55</td>
<td>1.05</td>
</tr>
</tbody>
</table>

aRatio of the number of inpatient surgeries performed in male patients to the number of inpatient surgeries performed in female patients.
bMale-to-female ratio in the Chinese population.
cCalculation of M/F_C was based on data from the National Bureau of Statistics of China [25].

On the other hand, interestingly, a narrowing trend in the sex gap was observed. We found that the male-to-female ratio among the patients who underwent surgery for CDD showed a decreasing trend (male-to-female ratio [monthly], linear regression: \( P<0.001 \)) (Figure 6). Female patients with CDD progressed to surgery at a faster rate as compared with male patients in the past 17 years, particularly since 2008. This result may be due to an increase in the female employment rate; improper sitting habits; and occupational hazards, such as the transportation of goods by bearing weight on the top of the head, which might increase the risk for CDD [27]. In addition, although female individuals might leave the labor force upon marriage or childbirth, they re-enter when they are middle-aged, and some female individuals may remain in the labor force after marriage and childbirth.
**Figure 6.** Trends in the number of inpatient surgeries performed among male and female patients. The proportion of surgeries performed among female patients increased in the past 17 years (male-to-female ratio [monthly], linear regression \(P<.001\)), and the line of best fit is plotted in red.

---

**Decreasing Tendency in the Average Length of Stay**

The LOS for the surgical treatment of CDD decreased by 15 days over the last 17 years (decreased from an average of 21 days in 2000 to 6 days in 2016, and the average rate of decrease was 6.87%), and the largest decreases were noted from 2000 to 2001 and from 2006 to 2007 (Table 3). This result may be due to a better understanding of disease pathogenesis, recent advances in diagnosis and operative techniques, and improvements in standard hospital ward management [28,29]. There was no significant difference in the average LOS (yearly) between male and female patients (Wilcoxon rank-sum test, \(P=.64\)). As the LOS in our study had a slight right-skewed distribution, we used the median to measure the average LOS.
Table 3. Average length of stay for cervical degenerative disease inpatient surgeries categorized by sex (2000-2016).

<table>
<thead>
<tr>
<th>Year</th>
<th>Average LOS(^a) among male patients, days</th>
<th>Average LOS among female patients, days</th>
<th>Average LOS among all patients, days</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>22</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>2001</td>
<td>18</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>2002</td>
<td>19</td>
<td>18.5</td>
<td>19</td>
</tr>
<tr>
<td>2003</td>
<td>17</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>2004</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>2005</td>
<td>14</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>2006</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>2007</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2008</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2009</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>2010</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>2011</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2012</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2013</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2014</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2015</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2016</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\)LOS: length of stay.

We further observed an overall decrease in the LOS, and this trend might continue in subsequent years, but at a slower rate (Figure 7). Moreover, the preoperative LOS decreased at a faster rate as compared with the postoperative LOS (Figure 7). There is evidence that the use of ambulatory surgery (1-day hospital stay), which represents a more comfortable and less expensive alternative to conventional surgery, has already been established in many hospitals in the United States and Europe, because it can minimize the impact of hospitalization and promote the early recovery of patients [30,31]. Our data demonstrate that such a trend might develop substantially in China in the future.
**Discussion**

*Principal Findings*

In this real-world study, we assessed data on surgical treatments performed in patients with CDD at a hospital located in northern China from 2000 to 2016. The trends can be characterized by an increase in the number of inpatient surgeries performed for CDD over the past 17 years in PUTH, a consistent mean age at surgery, and a decreased average LOS for surgical treatment. In addition, inpatient surgeries performed among female patients accounted for an increasing proportion of the total number of procedures. Our study is one of the first retrospective studies to analyze the surgical treatment of CDD in a large Chinese population. Some of these findings were, in general, similar to those of previous studies that focused on other degenerative disorders in other countries [19,32,33].

The rapid development of information technologies, such as EMRs used in medical care systems, allows the timely and secure exchange of health information across physicians, hospitals, specialists, patients, and health care insurers; therefore, information technologies can significantly assist providers in obtaining meaningful information. The utilization of RWD retrieved from EMRs provides abundant opportunities for information-based improvements in designing and conducting clinical trials and studies in the health care setting to answer questions that were previously thought to be unanswerable. Previous studies have shown that real-world evidence derived from sources outside typical clinical research settings, such as electronic health records, can help with patient care, research on health care systems, and quality improvement [1,34]. An example of extracting knowledge from multisourced clinical data to support clinical decisions is the development of an evidence-based stratified surgical safety information system based on the formulated framework [5]. Other studies have developed evidence-based educational tools to assist clinicians in making clinical decisions for patients with degenerative diseases in North America [35,36].

In this study, we focused on the use of EMRs for identifying trends in factors related to the surgical treatment of CDD. First, as we discussed above, surgical treatment was focused primarily on individuals aged 41 to 65 years, as the mean age at the time of inpatient surgery was 52.58 years for male patients and 52.92 years for female patients. A study in Norway showed that the average age difference was 1.4 years, as the mean age at the time of surgery was 50.8 years for female patients and 52.2 years for male patients [37]. In the United States, the mean age of patients has increased [38-40], whereas in northern China, no relevant change in the mean age at surgery for CDD has occurred. A similar study was conducted in Finland [41], in which the mean age of patients actually increased by fewer years as compared with that in the catchment population. A previous study reported that the prevalence of cervical spondylosis was approximately 30% in younger age groups [24]. In this study, we found that the proportion of surgical operations for CDD among individuals aged 18 to 30 years was approximately 1.4% (278/20,288) and that the highest proportion of operations was among individuals aged 41 to 65 years but not among older individuals. Thus, the severe form of CDD
that does not respond well to nonsurgical forms of treatment and requires inpatient surgery is relatively more common in middle-aged and aging adults, but the prevalence of this form of the disease or the necessity of surgery might decrease once individuals reach a certain age (ie, 70 years). On the other hand, younger people also have cervical disorders [26], but they appear to be managed nonsurgically. The factors discussed above might explain why the mean age at surgery has remained consistent in the period of this study. With population aging [42], initiatives that promote the clinical practice of health management for CDD in China should focus on middle- and old-age groups (age groups of 41-65 years, etc) that have constituted the primary patient population in the past 12 years. For instance, to raise public awareness about CDD and help physicians identify, diagnose, and manage this kind of degenerative disease more effectively, radiological evaluation of the cervical area should be included in the annual health examination and efficient CDD screening programs, such as magnetic resonance imaging programs, should be promoted for male and female individuals aged 41 to 65 years [43,44]. In addition, the hospital should incorporate the opinions of experts in the fields of spine surgery, neurology, rehabilitation medicine, and psychiatry to help identify additional clinical and imaging predictors of the diagnoses and surgical outcomes in aging populations and determine which patients are most likely to benefit from surgical intervention.

Second, the proportion of surgeries performed among female patients showed an increasing trend over the past 17 years in this study: more female patients than male patients with CDD were admitted for inpatient surgery, and the narrowing gap between the sexes was similar to the results reported in our previous study [45]. Nevertheless, similar to the observations in other studies on cervical diseases, more surgical operations were performed among male patients than among female patients [46-48]. There are multiple reasons for this occurrence. Although the main pathogenesis of CDD is aging, it is not the only cause; other factors, such as the effects of heavy or sedentary work, can also be major contributors [27]. Generally, this relation might reflect the fact that the rate of labor force participation related to CDD among male individuals is higher than that among female individuals in China, but the sex gap in employment has narrowed over the past decades. These results may serve to guide policy decisions pertaining to resource allocation. For instance, a reduction in the waiting time for the diagnosis and treatment of female patients and financing of the increasing surgical treatment costs for female patients by expanding health insurance coverage.

Third, we also observed that the CDD patient group that received surgical treatment had a decreasing average LOS. This decreasing trend in the length of hospital stay following spine procedures was also reported in other studies [49], and this trend might signify the standardization of postoperative protocols and implementation of effective strategies for patient surgical preparation. Thus, improvements in the decision-making process for surgical strategies [50,51], medical techniques such as imaging techniques, and hospital management, as well as the growing number of both surgeons and clinical assessments (related to increases in the numbers of nurses and technicians) in PUTH might have contributed to the shortened LOS [52]. Additionally, where possible, hospitals have incrementally added more beds by optimizing space and converting administrative areas into medical facilities and bed space. Similar strategies for converting existing space from less to more needed services should be established and encouraged. In the future, LOS will likely decrease, and facilities will be transformed into ambulatory surgery centers with shorter waiting times, tighter scheduling control, more specialized surgical teams, and faster turnaround times [30,53]. All these measures should be encouraged, as they can help in making allocation decisions that minimize the amount of resources wasted in ineffective or inappropriate operative treatments.

Finally, a growing rate of surgery for CDD was observed in northern China over the past decade. In the context of an aging population, the prevalence of spine surgery will continue to increase owing to the progressive nature of CDD [37,41,54]. A study in the southeast United States reported that the highest annual incidence of cervical disc herniation between 1976 and 1990 was among individuals in their 60s [55]. However, in many cases, it is unclear whether CDD conditions should be treated surgically or conservatively. The technological advances in surgery and anesthesiology make operative treatment safe and more accessible [39,41]. Currently, the application of excellent imaging modalities, such as magnetic resonance imaging, enables the evaluation of degenerative diseases with high sensitivity and specificity [56]. In fact, factors other than aging, including public health awareness and nonsurgical advancements, such as health insurance policies and the establishment of a home care–dominated geriatric care system, can also influence the prevalence and treatment of the disease [57,58]. China has conducted a series of health reforms over the past two decades, and health insurance coverage is nearly universal among middle-aged and older Chinese people [59]. These factors can lead to an increase in the number of inpatients. In light of this situation, the Chinese government has focused on a prevention-oriented strategy, early diagnosis and treatment, and the promotion of the concept of a healthy lifestyle, all of which can help to reduce the rate of surgical treatment for CDD [60,61]. On the other hand, hospitals, as public health service organizations, should popularize CDD prevention knowledge and increase awareness regarding CDD in the entire population. Although surgery for CDD is associated with great and clinically important improvements in quality of life, the incremental cost-utility estimates should be well controlled within generally accepted thresholds [62].

Limitations
There were several limitations in this study. This was a real-world study investigating the surgical treatment of patients with CDD, who were admitted to one hospital and who underwent surgery at that hospital, and the single-center nature of this study may limit external validity. In addition, we were unable to measure several important outcomes following surgical treatment. For instance, the comorbidities of CDD in the aging population, as well as comparisons between different surgery types were investigated to a limited extent. These factors might affect our results, and we will analyze these factors in our future work. Additionally, we found that few patients with CDD underwent several inpatient surgeries. Moreover, there were
sudden decreases in the monthly number of inpatient surgeries owing to fortuitous events, such as medical insurance settlement and celebration activities, and no details on these factors were provided in this research. Despite these limitations, our study presents certain variations and real-world trends in Chinese patients who underwent cervical surgery and addresses the potential factors that may have influenced inpatient surgery, which will have important implications in advancing health care resource allocation methods used in medical decision making. Unfortunately, assessment of benefits is not as straightforward as the term might suggest, and the line among effective, ineffective, and experimental treatments is often a personal decision made by an individual clinician. By assessing EMR data to estimate the trends in medical treatments for CDD, we can develop effective resource allocation strategies to maximize the benefits in the population.

Conclusions

Through a large-scale real-world population study on surgical treatments for CDD in a hospital in northern China, we provide real-world evidence that CDD may increase the workload for hospitals in China. An increased number of inpatient surgeries was found, suggesting an increasing demand for specialists and medical assistants in the surgical management of this disease. We suggest that more attention should be given to the aging population, as well as the middle-aged female population. Additionally, more discussions and heightened awareness of cervical/skeletal health are needed. The decrease in LOS suggests improvements in surgical techniques and health care systems; however, more attention should be paid to surgical care and follow-up.
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Abstract

Background: Electronic health record (EHR) systems have been widely adopted in hospitals. However, since current EHRs mainly focus on lowering the number of paper documents used, they have suffered from poor search function and reusability capabilities. To overcome these drawbacks, structured clinical templates have been proposed; however, they are not widely used owing to the inconvenience of data entry.

Objective: This study aims to verify the usability of structured templates by comparing data entry times.

Methods: A Korean tertiary hospital has implemented structured clinical templates with the modeling of clinical contents for the last 6 years. As a result, 1238 clinical content models (ie, body measurements, vital signs, and allergies) have been developed and 492 models for 13 clinical templates, including pathology reports, were applied to EHRs for clinical practice. Then, to verify the usability of the structured templates, data entry times from free-texts and four structured pathology report templates were compared using 4391 entries from structured data entry (SDE) log data and 4265 entries from free-text log data. In addition, a paper-based survey and a focus group interview were conducted with 23 participants from three different groups, including EHR developers, pathology transcriptionists, and clinical data extraction team members.

Results: Based on the analysis of time required for data entry, in most cases, beginner users of the structured clinical templates required at most 70.18% more time for data entry. However, as users became accustomed to the templates, they were able to enter data more quickly than via free-text entry: at least 1 minute and 23 seconds (16.8%) up to 5 minutes and 42 seconds (27.6%). Interestingly, well-designed thyroid cancer pathology reports required 14.54% less data entry time from the beginning of the SDE implementation. In the interviews and survey, we confirmed that most of the interviewees agreed on the need for structured templates. However, they were skeptical about structuring all the items included in the templates.

Conclusions: The increase in initial elapsed time led users to hold a negative opinion of SDE, despite its benefits. To overcome these obstacles, it is necessary to structure the clinical templates for optimum use. In addition, user experience in terms of ease of data entry must be considered as an essential aspect in the development of structured clinical templates.

(JMIR Med Inform 2020;8(4):e13836) doi:10.2196/13836
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Introduction

Background

The adoption rate of electronic health record (EHR) systems has increased dramatically [1,2]. However, since most physicians have been hesitant to change their behavior, most EHR systems have simply allowed conversion of paper documents into electronic documents by allowing free-text entries, similar to paper charts. These free-text entries led to multiple copying and pasting of the same content becoming common practice, blocking the adoption of clinical decision support systems (CDSS), and making data extraction very difficult [3]. To overcome these drawbacks, two approaches have typically been applied: implementing structured clinical templates [4-6] for prospective data collection and applying natural language processing (NLP) [7-11] for retrospective data cleansing. The main focus of existing research is to apply clinical NLP techniques to clinical free-text templates [12-14]. However, though the importance and usability of these NLP approaches in various clinical documents have been demonstrated, they have mainly been used for the secondary usage of clinical data (ie, research purposes). To use CDSS in clinical practice, structured clinical templates should be implemented.

A substantial amount of effort and research has been applied by standardization communities to develop structured clinical templates (ie, EHR archetype [15-17], International Organization for Standardization [ISO] 13606 standard series [18-20], Clinical Information Modeling Initiative [CIMI] [21], and Clinical Element Models at Intermountain Healthcare [22-24]). Implementing standardized structured clinical templates can lead to diverse benefits, such as (1) preventing the use of different terms for the same meaning, (2) easily implementing CDSS, (3) easily extracting the necessary content from different templates, (4) preventing the re-entering of the same content, (5) helping to provide correct statistics and access to real-time statistics, and (6) reducing clinical errors and improving clinical outcomes. In short, the entire EHR template process, including development, management, and data extraction, can be improved [25-28]. In spite of these benefits, structured clinical templates are not popular in current EHRs owing to the inconvenience of data entry [29]. Structured data entry (SDE) in structured clinical templates is generally considered to take longer compared to free-text entry [30,31]. However, as far as we know [30], there is no detailed comparative analysis for data entry time between free-text and SDE. Although Trachtenberg compared the elapsed time between free-text (ie, dictation) and discrete data (ie, SDE), there is a lack of data description [31]. Furthermore, in his study he conducted a comparison between handwriting and inputting data using the SDE. Here, we investigated the data entry time of SDEs and conducted a focus group interview based on 5 years’ experience with structured clinical templates and their application in a clinical practice. We also elucidated the important success factors for the adoption of structured clinical templates in EHRs.

Objectives

In this study, we analyzed elapsed time while using SDE compared to free-text entries and performed a paper-based survey, using a 5-point Likert scale, regarding SDE. The patterns of elapsed time and the user survey data can be referenced by other medical institutions that want to build a structured EHR.

Methods

Clinical Template Selection

All clinical templates and data were chosen based on the needs of physicians. We also tried to select types of reports that were as diverse as possible by including reports that were only manually entered as well as those that included results automatically generated by medical devices. This helped confirm the possibility of the extension of structured clinical templates. The specific reasons for choosing the template are explained in Multimedia Appendix 1.

We developed structured clinical templates for use with the in-house EHR system of a tertiary hospital in Korea. Five types of pathology reports—colon cancer, stomach cancer, liver cancer, thyroid cancer, and lung cancer—were developed between September 2012 and February 2015 (see Figure 1). Next, eight reports were developed between November 2014 and October 2016; these reports were as follows: bone marrow aspiration and biopsy report, pulmonary function test report, bronchoscopy report, upper gastrointestinal disease examination report, lower gastrointestinal disease examination report, radiology report, neurology progress report, and care records summary (see Figure 1). During the same period, other clinical data were also standardized and structured; these data included the following: body measurements (ie, height, weight, BMI, abdominal circumference, and head circumference), vital signs (ie, body temperature, pulse, respiration, and blood pressure), allergies, blood tests, a primary diagnosis list, and a primary operation list (see Figure 1).

Figure 1. Timeline of structured data entry (SDE) development.
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Structured Clinical Template Development Methods

A decade ago, the Korean Research and Development Center for Interoperable EHR developed a structured clinical template development guide [32]. It is a top-down approach: centralized management collected all relevant data, and then content development was carried out through expert collaboration. After that, the structured clinical template was designed based on developed content. However, implementing the structured clinical template based on the above guide was too time-consuming and required laborious work, owing to its top-down approach. To implement the structured clinical templates within this study’s limited time frame, we combined top-down and bottom-up approaches when implementing the templates, as shown in Figure 2. The bottom-up approach, as opposed to the top-down method, approaches the design of the structured template by consulting physicians first. We discussed the design with users who routinely entered data for those reports to clarify necessary data models; we also discussed the design with researchers, including physicians, who use the input data, since we do not necessarily need to model all data in the clinical notes. The SDE for the template was then designed, considering the input of physicians. At this stage, there was no model for clinical data; the SDE was just a user interface. After designing the SDE interface, clinical contents were modeled and mapped to it. Therefore, the clinical models might not be comprehensive but, rather, curated for only the target template. Finally, a viewer form was also implemented, since SDE is not suitable for viewing purposes. The detailed comparison between the top-down and the bottom-up approaches is shown in Multimedia Appendix 2.

Figure 2. Comparison between top-down approach and bottom-up approach.

The templates, which consist of only numbers and codes, were implemented using a top-down approach since they can easily be modeled. The note formats, such as for the pathology reports and progress notes, were implemented using a bottom-up approach. With both of these approaches, the SDE was implemented using an in-house template designer. The data entered in an SDE template are stored in the XML format and in relational database format in Oracle Database. The developed content models were controlled by the institutional committee, and they have been reused and updated.

Data Entry Time Log Collection

To compare the data entry time, we collected medical transcriptionists’ data entry times for four pathology reports—stomach, lung, colon, and thyroid cancer—because these reports contained enough log data. We collected the log data of SDEs from the deployment of each SDE through 2017, as well as the free-text log data from 2011 to 2017. Log data were collected from SDEs for stomach cancer pathology reports from 2013 to 2017, lung cancer and colon cancer reports from 2014 to 2017, and thyroid cancer reports from 2015 to 2017. Specifically, log data timestamped from May to July (ie, 3 months) were collected for each year. The timestamps collected were between 8 am and 6 pm each day, excluding the lunch break (noon-1 pm). If the total elapsed time of a single report exceeded 1 hour, the data were discarded as outlying. Figure 3 shows a summary of information about the data entry time log collection.

Transcriptionists’ work was carried out by choosing a sample number, inputting the contents, and storing the data. Thus, we employed an operational definition of elapsed time by subtracting the saving time from the selecting time.

Figure 3. Summary of the data entry time log collection. SDE: structured data entry.
Statistical Analysis

The data of elapsed time did not follow a normal distribution, so we conducted nonparametric analyses. To determine whether there were differences in the types of data entry times, we used the Wilcoxon rank-sum test. We also used the Kruskal-Wallis test and the Wilcoxon rank-sum test to compare the elapsed time between the first year of SDE, SDE in 2017, and free-text. For statistical analysis, we used the software program R, version 3.6.1 (The R Foundation).

After applying SDEs, we surveyed three groups on different topics. All the questionnaires were different between the groups, so the comparison of scores between the groups was not meaningful. However, we conducted parametric analyses because the data extraction team survey results between 2013 and 2017 did follow a normal distribution. We used two-sample t tests using R, version 3.6.1 (The R Foundation).

Results

Overview

We developed 1238 content models and 13 templates using 1129 entities, 385 qualifiers, 1583 value sets, and 5664 values. Some entities, value sets, and values were reused from the previous models. More detailed information on the number of the developed entities, qualifiers, value sets, and values are explained in Multimedia Appendix 3. We also included the figures that are part of the thyroid SDE template and the thyroid cancer data entry interface in Multimedia Appendix 4 and Multimedia Appendix 5, respectively. As the appendix figures show, the SDE consists of drop-down lists, single check boxes, duplicate check boxes, and so forth.

Data Entry Time for Pathology Structured Data Entry

Table 1 shows a comparison of the median data entry time for free-text and SDEs for each type of pathology report. For free-text, the data entry times were the median value from 2011 through the year of the initial SDE deployment. For SDE, the data entry times were the median value from the year of the initial deployment through 2017. The detailed log data for each year are shown in Multimedia Appendix 6. Stomach cancer SDE required the longest data entry time compared to free-text (ie, 2 minutes and 34 seconds). However, colon cancer SDE and thyroid cancer SDE required less time than free-text entry (ie, 2 minutes and 26 seconds, and 2 minutes and 12 seconds, respectively).

Table 2 shows a detailed comparison of the results between the first year of SDE deployment and 2017 (ie, the year in which users grew accustomed to the use of SDEs after several years of experience) and free-text entries. The total entry time for SDEs is taken as the middle-most value of a single year (ie, the first year or 2017) and that for free-text is the same as in Table 1. For stomach cancer pathology reports, which required the most data entry time, the SDE took longer, with an increase of 6 minutes and 33 seconds (70.18%). However, thyroid cancer SDEs saw a reduction in the data entry time from the first year by 1 minute and 38 seconds (14.54%). Even the elapsed time for the thyroid cancer report SDE, which required the least data entry time compared to free-text, decreased (3 minutes and 1 second, 31.42%). For stomach cancer reports, the data entry time decreased dramatically, by 5 minutes and 5 seconds (47.07%), from 2013 to 2017. Though reduced time to enter data for colon cancer was not proved to be statistically significant, in all cases users were able to enter data using SDE faster than with free-text after several years of experience.

As in Multimedia Appendix 6, each SDE shows different variations of data entry times. Data entry time for thyroid cancer SDE has steadily decreased since SDE was implemented. Other SDEs, such as stomach cancer, lung cancer, and colon cancer, showed alternating increases and decreases in the elapsed time. In particular, it is interesting that in the second year of SDE implementation, for lung cancer, data entry time increased by 10.92% (87 seconds) compared to the first year. A new method of lung cancer surgery was introduced in 2015, the second year of SDE implementation, this led to an increase in the number of collected specimens and pathologic examination items. In addition, factors such as the number of entries that must be entered owing to regulation changes have also affected the data entry time. However, overall, data entry time has decreased as users have become more familiar with SDEs.

Table 1. Comparison of elapsed time between structured data entry (SDE) and free-text for pathology reports.

| Report             | Free-text  | SDE        | Entry time compari-
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entry time,</td>
<td>Total number</td>
<td>Year, range</td>
</tr>
<tr>
<td></td>
<td>min:sec</td>
<td>reports, n</td>
<td></td>
</tr>
</tbody>
</table>

aMinutes and seconds.
**Table 2.** Comparison of elapsed time between the first year of structured data entry (SDE), SDE in 2017, and free-text.

<table>
<thead>
<tr>
<th>Report</th>
<th>Free-text</th>
<th>SDE: first year of deployment</th>
<th>SDE: 2017</th>
<th>Entry time comparison, min:sec&lt;sup&gt;a&lt;/sup&gt; (% rate of change)</th>
<th>A vs B</th>
<th>A vs C</th>
<th>B vs C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entry time (A), min:sec</td>
<td>Year, range</td>
<td>Entry time (B), min:sec</td>
<td>Year</td>
<td>Entry time (C), min:sec</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stomach cancer</td>
<td>9:20</td>
<td>2011-2012</td>
<td>15:53</td>
<td>2013</td>
<td>10:48</td>
<td>+6:33 (+70.18)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>+1:28 (+9.23)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>12:07</td>
<td>2011-2013</td>
<td>13:17</td>
<td>2014</td>
<td>11:16</td>
<td>+1:10 (+9.63)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0:51 (−6.40)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Colon cancer</td>
<td>13:10</td>
<td>2011-2013</td>
<td>11:21</td>
<td>2014</td>
<td>10:55</td>
<td>−1:49 (−13.80)</td>
<td>−2:15 (−19.82)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Thyroid cancer</td>
<td>11:14</td>
<td>2011-2014</td>
<td>9:36</td>
<td>2015</td>
<td>8:13</td>
<td>−1:38 (−14.54)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−3:01 (−31.42)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Minutes and seconds.

<sup>b</sup>P<.05.

**Interview Results**

To verify the merits of EHRs with structured models, we performed a paper-based survey and a focus group interview with three different groups: an EHR developer team, a pathology transcriptionist team, and a research data extraction team. The paper-based survey included questions on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree). The EHR developer team consisted of 10 in-house EHR developers. As shown in Figure 4 (A), the developers gave high scores (3.3 points), on average, for database assessment. *Availability of data reuse* received the highest score, as expected. *Ease of data extraction* received the lowest score owing to more complicated database queries. However, since this structured EHR requires the consideration of the parent-child relationship of clinical content models when developing templates, the *usability of EHRs with structured models* received the lowest score, as shown in Figure 4 (B). On the other hand, *accuracy of EHR data with structured models* received the highest score (4.0 points).

The EHR developer focus group interview results indicated that developers agreed with the merits of EHRs with structured templates due to data reusability. Interestingly, they felt that EHRs with structured templates can improve and standardize the process of EHR template development and reduce the overheads of EHR system management. Before adopting the structured templates, if the term in a specific template is changed, all the templates which contain the same term should be changed manually. However, by using content models in the structured template, this process can be automated. The developers worried about the overhead of EHR development caused by the complicated structure and process of structured templates. Therefore, to reduce this development overhead, only the necessary models should be developed, and the simple Entity-Value (EV) structure should be widely used, rather than the complicated Entity-Qualifier-Value (EQV) structure.

The second focus group consisted of seven pathology transcriptionists who filled in the content of the templates based on an interpretation of pathologists’ verbal notes. They valued the content of the structured clinical templates, as shown in Figure 5. However, because of the longer data entry time, they ultimately did not want to use structured clinical templates (1.86 points). One user, however, approved of the use of structured templates despite the longer data entry time because this approach benefited all users.

The third focus group consisted of six research data extraction team members. The team consisted of two programmers, two registered nurses, and two health information managers. On average, they had more than 4 years’ experience with data extraction from EHRs. They preferred the structured clinical templates in all aspects, such as *convenience of data extraction process*, *reduction of data extraction time*, *accuracy of extracted data*, *missing data*, and *overall satisfaction with structured data entry* (see Figure 6).
Figure 4. Survey results from the electronic health record (EHR) developer team. Survey scores range from 1 (strongly disagree) to 5 (strongly agree). DB: database; IT: information technology; SDE: structured data entry.
Figure 5. Survey results from the pathology transcriptionists. Survey scores range from 1 (strongly disagree) to 5 (strongly agree). SDE: structured data entry.
Figure 6. Survey results, regarding data extraction of structured data entries (SDEs), from the data extraction team in 2017. Survey scores range from 1 (strongly disagree) to 5 (strongly agree).

Since this team performed the same interview in 2013 when initially implementing structured clinical templates, we compared the survey results (see Figure 7). The differences in scores for reduction of data extraction time and data compliance when extracting were not statistically significant. However, the average scores increased significantly, from 3.94 to 4.67. Interestingly, data compliance when extracting, which was rated highest in 2013, was rated lowest in 2017. In the interviews, the participants noted that the exact data entry depends on the users, not on the structured data entry process. Though a few structured clinical templates were used in EHRs in 2013, the overall satisfaction rate increased significantly. It should be mentioned that the 2013 survey results may have been based on the expectations of structured clinical template usage, while the 2017 survey results were based on actual practical experience. This implies that the data extraction team was satisfied with the structured clinical template beyond their original expectations. However, structured data entry does not solve data incompleteness problems, since SDE was mainly developed to increase the ease of data entry, not necessarily data usage.

Figure 7. Comparison of survey results, regarding data extraction of structured data entries (SDEs), from the data extraction team between 2013 and 2017. Scores range from 1 (strongly disagree) to 5 (strongly agree).

Discussion

Principal Findings

To utilize the clinical data in EHRs, structured clinical templates are essential. However, the adoption rate of SDE was low. Among the diverse obstructive factors for the adoption of SDE, we focused on data entry time, since many users complained that it took much longer compared to free-text templates. On reviewing previous studies, we found that Trachtenbarg mentioned that “clicking or typing text multiple times is generally slower than dictating” [31]. We must mention that Trachtenbarg’s study compared the data entry of SDEs and handwritten text, not free-text using a keyboard. Therefore, we can conclude that the hypothesis of this study, namely, “using structured templates requires more data entry time compared to free-text” is supported.

Many physicians stated that when they conducted research, they experienced the problems of low-quality data, a lot of missing values, and inconsistent data, among other issues. Physicians expect that SDE will help facilitate their research [33]. Therefore, to encourage users to use SDE, we emphasized that SDE can facilitate research. In many cases, the same entities were included in different SDEs. In the unstructured data entry format, repeated typing results in inconsistency and incompleteness and is time-consuming, while in SDE, the data entered in a previous SDE are automatically filled in to other
SDEs [34-36]. As users will not be allowed to save the template if they do not enter all the required fields, SDEs force the users to enter all the required entities and ensure completeness [37,38].

We also provided convenience in the terminology used, by adopting automatic word completion as in Google Web searches. In addition, we adopted the interface terminology server, and users can freely enter the necessary terms registered in it. The terms of the interface terminology server are mapped to the reference terminology, such as SNOMED CT (Systematized Nomenclature of Medicine Clinical Terms) and LOINC (Logical Observation Identifiers Names and Codes), and we tried to allow users the freedom to choose familiar words. The terminology server has representative terms and the diverse variations of each, which have the same meaning, are internally mapped to a representative term. Therefore, users can use diverse terms if desired.

Typically, the development of structured clinical templates begins with designing basic clinical models and then implementing SDEs. For thorough coverage of a clinical model, this top-down approach is required. However, this approach requires very long implementation times. For this study, we designed the SDE first, and then the necessary clinical models for the SDE items were developed. In addition, we did not implement all items as EQV models. Many items were implemented as EV models. As in the Agile model in the information technology area [39], implementing and then revising the model is necessary to reflect user requirements and to reduce development time. Clinicians can formulate an idea when using the templates; thus, a simple approach is beneficial. However, all clinical models for SDEs were precoordinated for ease of data entry. This bottom-up approach can save a substantial amount in terms of development costs, but it has the disadvantage of model granularity. The models are developed based on the SDE, and while some models can have detailed meanings, others can have very abstract ones. This bottom-up approach is still, however, a practical method since (1) models can be developed with a small number of physicians and modelers and (2) this method can guarantee an easy user interface.

To reduce the data entry time for SDEs, there are two important considerations: (1) minimizing structured components and (2) using input patterns suitable for SDE. For example, the colon cancer SDE has only the minimum necessary components based on previous experience, and the thyroid cancer template already had a standardized input pattern, which is helpful when implementing SDE.

The data extraction team was satisfied with the implemented structured clinical templates. It is possible that this satisfaction was mainly based on the hospital’s clinical data warehouse, especially because the clinical data warehouse can easily be improved to support structured templates, and so the team can easily extract the data. This group also noticed that the quality of the data was not related to structured templates. If SDE restricts more and more data entries as mandatory input, users will resist the use of SDE owing to its inconvenience. Therefore, when developing SDE, the balance between data usefulness and user convenience should be considered. For example, SDE for thyroid cancer requires less data entry time than free-text templates. A well-designed SDE and choice of proper templates are essential. In addition, although users initially required more data entry time with SDEs, the required time decreased as they became accustomed to SDE use.

Our hypothesis was proven through applying SDE to cancers, especially stomach cancer pathology reports and lung cancer pathology reports. We also developed diverse structured templates, such as admission note, discharge note, and nursing record, as described in the Methods section. In our experience, there is no significant difference between cancer, noncancer, and other reports. We reported the analysis results of the cancer pathology reports, since these reports contain many reusable data and are easy to structure. In addition, there are commissioned items on these reports. We hope that cancer pathology reports can be easily adopted in other hospitals.

The limitation of this study is that we did not adopt a solid usability method. TURF (Toward a Unified Framework of EHR Usability) is a well-known usability framework [40]. If we had applied solid usability studies such as TURF, our hypothesis would have been more powerful. However, the templates we developed were part of a next-generation EHR system to upgrade the entire hospital information system. In addition, the questionnaires were used to determine the satisfaction of users with the new hospital information system. This means that this study was not designed for research purposes using a rigorous scientific framework but, rather, for business practices. In addition, for various reasons, due to item changes, such as a change in government policy, advancements in medical science, different annual numbers of patients, and unbalanced data, we could not conduct stringent statistical analyses. However, we did calculate median values and P values using nonparametric tests. Thus, we think that our study will help other hospitals, because most other medical institutions are in a similar situation where they do not have enough time, manpower, and finances. Our study’s findings emphasize that usability is a key element to the successful implementation of SDE.

Conclusions

Currently, EHRs are typically simple word processors, as they focus only on the digitization of clinical data. For the next generation of EHRs, a spreadsheet-style approach rather than a word processor-style approach should be implemented. This requires the structuralization of the data.

As far as we know, this is the first study to analyze elapsed data entry time in a real clinical setting. Previously, only user surveys had been conducted to explore elapsed time for SDE. Through this study, we were able to confirm that SDEs usually require more time than free-text entries. This time-consuming effort hinders SDE adoption despite the many benefits of structured clinical templates. Therefore, when designing SDE, the focus should be on the reduction of data entry time to achieve successful deployment. As in the case of colon and thyroid cancer, well-optimized and well-designed SDE will reduce the elapsed data entry time. Therefore, it is also necessary to select an item to be structured from all the template items. We also confirmed that the data entry time for SDE decreases as users become accustomed to using the templates, leading to SDE

http://medinform.jmir.org/2020/4/e13836/
ultimately requiring less time than free-text entry. To overcome the initial time-consuming efforts, research on user experience should be carried out to reduce the data entry time burden of SDE.
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Abstract

Background: The analytical capacity and speed of next-generation sequencing (NGS) technology have been improved. Many genetic variants associated with various diseases have been discovered using NGS. Therefore, applying NGS to clinical practice results in precision or personalized medicine. However, as clinical sequencing reports in electronic health records (EHRs) are not structured according to recommended standards, clinical decision support systems have not been fully utilized. In addition, integrating genomic data with clinical data for translational research remains a great challenge.

Objective: To apply international standards to clinical sequencing reports and to develop a clinical research information system to integrate standardized genomic data with clinical data.

Methods: We applied the recently published ISO/TS 20428 standard to 367 clinical sequencing reports generated by panel (91 genes) sequencing in EHRs and implemented a clinical NGS research system by extending the clinical data warehouse to integrate the necessary clinical data for each patient. We also developed a user interface with a clinical research portal and an NGS result viewer.

Results: A single clinical sequencing report with 28 items was restructured into four database tables and 49 entities. As a result, 367 patients’ clinical sequencing data were connected with clinical data in EHRs, such as diagnosis, surgery, and death information. This system can support the development of cohort or case-control datasets as well.

Conclusions: The standardized clinical sequencing data are not only for clinical practice and could be further applied to translational research.

(JMIR Med Inform 2020;8(4):e14710) doi:10.2196/14710
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Introduction

Much research has been conducted to find new biological markers for diagnosis or treatment as next-generation sequencing (NGS) technologies have improved [1]. Recently, as the price and turn-around time of NGS have dramatically reduced, sequencing of patient samples using NGS has been applied in clinical practice [2]. For example, clinical sequencing was mainly applied in cancer patients to determine appropriate treatment by genotyping cancers [3]. Government agencies and private insurance companies in various countries have started to reimburse for clinical sequencing tests. For example, in the United States, if a sequencing laboratory is certified by Clinical Laboratory Improvement Amendments, the sequencing test could be reimbursed [4,5]. Similarly, based on the 100,000 Genomes Project, the National Health Service in the United Kingdom launched a service to provide access to the latest NGS technologies in genomic testing and management [6]. Further, the Korean National Insurance Agency started to reimburse for several panel sequencing tests, including those for cancer and rare diseases, in the beginning of March 2017 [7]. Much additional clinical sequencing has been performed worldwide in clinical practice.

Essentially, clinical sequencing results can be used for diagnosis or to identify appropriate treatment. However, since most of the current clinical sequencing results are not standardized, all clinical sequencing reports are stored in text or pdf format. Therefore, clinical decision support systems cannot utilize the clinical sequencing data through electronic health records (EHRs). In addition, clinical sequencing reports are not interoperable among hospitals owing to the lack of standard adoption. This means that extensive manual manipulation is required for interpretation or use of clinical sequencing reports.

Based on the large amount of raw sequencing data and the complicated NGS pipeline from raw data to report generation, clinical sequencing requires well-established standard operating procedures and highly-trained experts to ensure data quality [8]. To resolve this issue, diverse efforts have been made by standard development organizations. ISO/TC 215 focused on clinical genomics by establishing a subcommittee on genome informatics in 2019. It also published two genomics standards [9,10] and developed six genomics standards [11-16]. The HL7 clinical genomics working group also developed diverse clinical genomics standards [17-23].

Given the research problem mentioned above, this study aimed to develop a system to standardize clinical sequencing data and to provide services suitable for researchers to utilize the data. In this study, we extended a clinical NGS research system (CNRS) in a clinical research data warehouse (CRDW) that structures and standardizes clinical sequencing results by mapping standard terminology from current unstructured text reports.

Methods

System Architecture and Data Flow

Figure 1 depicts the data flow of the CNRS. The clinical sequencing report is stored as a part of the pathology report in EHRs. The stored clinical sequencing reports are transferred to the operational data store (ODS). In ODS, the data are structured and standardized, and the sequencing information is saved in the CRDW. Through a key management server, the clinical data in the CRDW and the NGS result data in pathology reports are mapped to patient alternative numbers and not patient numbers. In addition, NGS result data in the CRDW are extracted and stored in the NGS viewer database (DB). Researchers can access the necessary deidentified specific genetic variation cohort in the clinical research portal and inspect NGS result data in the NGS result viewer.

The detailed information of each component is presented in subsequent sections.
Figure 1. Data flow of the clinical next-generation sequencing (NGS) research system. This system was built for the unified management of the clinical information of each patient and clinical NGS test results. CNRS: clinical next-generation sequencing research system; CRDW: clinical research data warehouse; DB: database; e-CRF: electronic-case report form; EMR: electronic medical record; ODS: operational data store.

Data Collection of Clinical Sequencing Results

The Health Insurance Review & Assessment Service in Korea reimburses laboratory-developed panel sequencing tests that include about 100 genes with 14 mandatory genes. As an example, Table 1 shows the panel genes that are used in the National Cancer Center (NCC), Korea.

The current clinical sequencing report of the NCC is illustrated in Figure 2. Currently, clinical sequencing reports are stored in a single table with 28 attributes in the EHR DB. This table is copied to the ODS on a weekly basis.

Table 1. List of panel genes (n=91) used in the National Cancer Center, Korea.

<table>
<thead>
<tr>
<th>Category</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandatory genes (n=14)</td>
<td>ALK, BRAF, BRCA1, BRCA2, EGFR, HER2, IDH1, IDH2, KIT, KRAS, MYC, MYCN, NRAS, and PDGFRA</td>
</tr>
<tr>
<td>Additional genes (n=74)</td>
<td>ABL1, AKT1, AKT3, APC, AR, ATM, AXL, CCND1, CDH1, CDK4, CDK6, CDKN2A, CEBPA, CSF1R, CTNNB1, DDR2, ERBB2, ERBB3, ERBB4, ERG, ESR1, ETN1, ETN4, ETN5, EZH2, FANCA, FANCC, FANCF, FANCG, FBXW7, FGFR1, FGFR2, FGFR3, FGFR4, FLT3, FOXL2, GNAS, GNAS, HNF1A, JAK1, JAK2, JAK3, KDR, MAP2K1, MAP2K2, MAP2K3, MET, MLH1, MTO1, NOTCH1, NPM1, NTR1, NTR2, NTR3, PIK3C, PIKK1, PPARG, PTEN, PPP31, RAF1, RB1, RET, ROS1, RUNX1, SMAD4, SMARCB1, SRC, STK11, TP53, VHL, WT1, and NRG1</td>
</tr>
<tr>
<td>Additional fusion genesa (n=3)</td>
<td>ALK, ROS1, and RET</td>
</tr>
</tbody>
</table>

Note: Genes in the fusion category are duplicated in the mandatory gene list.
**Figure 2.** Input template of the clinical sequencing report of the National Cancer Center. All boxes are text boxes for free text entry.

### Structuring/Standardization Process

**Figure 3** demonstrates the data structuring process. All data are structured and standardized according to ISO/TS 20428 during the extract transform and load process [10]. The ISO/TS 20428 standard defines the required and optional fields for sequencing reports, along with the metadata for each field. The required fields include the following 10 categories: clinical sequencing orders, information on the subject of care, information on the legally authorized person ordering clinical sequencing, performing laboratory, associated diseases and phenotypes, biomaterial information, genetic variations, classification of variants, recommended treatment, and addendum. The optional fields include the following seven categories: medical history, family history, reference genome version, racial genomic information, genetic variation, detailed sequencing information, and references.
Figure 3 shows that the clinical sequencing data are structured and loaded from the replicated ODS into pathologic and laboratory information, variant summary, fusion variant, and copy number variation (CNV) variant tables. Pathologic and laboratory information has the following nine attributes: identifiers, test order date, quality control results, sample type, report generation date, report generator information, sequencer type, recommended treatment, and references. Variant summary has the following nine attributes: gene name, exon ID, DNA change, protein change, variant information, allele frequency, effects of variants, pathogenic, and clinical relevance. Fusion variant has the following 11 attributes: gene name, chromosome, cytoband, break, transcript part, locus, gene strand, span read, split read, total read, and distance. CNV has the following nine attributes: gene name, locus, P value, gain region, total region, region ratio, gene count, region count, and significant region count.

### Combination With Clinical Data

Figure 4 shows that the NCC has deidentified the clinical data warehouse as well. The ODS receives clinical data from the table with the primary key as the patient ID and NGS result data from the table with the primary key as pathology ID. The key management system receives the pathology ID and patient ID from EHRs and generates an alternative ID. It then sends the ID to the ODS. The ODS deletes the patient ID and
pathology ID and sends the data to the CRDW with the alternative ID. By using an alternative ID, which is a pseudonym for the patient ID, the necessary deidentified clinical data can be combined with the sequencing result data.

**Figure 4.** Overview of the combination with clinical data. CRDW: clinical research data warehouse; DB: database; EMR: electronic medical record; NGS: next-generation sequencing; ODS: operational data store.

**User Services**

Users can access the necessary information using a clinical research portal and NGS result viewer. The clinical research portal is a user interface to query or extract clinical and genomic data by changing search options. The NGS result viewer provides functionality to create a structured or standardized clinical sequencing report by converting an original unstructured pathology report using ISO/TS 20428.

This study was approved by the institutional review board (IRB) of the NCC in Korea (NCC2019-0535).

**Results**

From April 2017 to February 2019, the CNRS included 367 clinical sequencing results, which consisted of 249 lung cancer cases, 70 ovarian cancer cases, eight breast cancer cases, seven malignant melanoma cases, seven colon cancer cases, seven stomach cancer cases, six liver cancer cases, five thyroid cancer cases, five kidney cancer cases, two brain cancer cases, and one prostate cancer case. In detail, 51 variants were found and stored among a total of 88 genes. Figure 5 shows the distribution of point mutations by cancer type. Across all cancer types, **TP53** (167/367, 45.5%), **EGRF** (56/367, 15.3%), **KRAS** (34/337, 9.3%), and **BRCA1** (21/337, 5.7%) mutations were common. According to each cancer type, **TP53** (120/249, 48.2%), **EGFR** (51/249, 20.5%), and **KRAS** (27/249, 10.8%) mutations were common in lung cancer; **TP53** (39/70, 55.7%), **BRCA1** (97/70, 12.9%), and **PIK3CA** (5/70, 7.1%) mutations were common in ovarian cancer; and **TP53** (3/8, 37.5%), **BRCA2** (3/8, 37.5%), and **PIK3CA** (3/8, 37.5%) mutations were common in breast cancer. The rates of pathogenic, likely pathogenic, and uncertain significance variants were 55.1%, 34.7%, and 42.9%, respectively.
Figure 5. Distribution of point mutations by cancer type in 367 patients. The top 12 genes by frequency are displayed.

Figure 6 presents the user interface of the clinical research portal. As explained in the previous section, the clinical research portal supports an integrated view of the NGS results and the corresponding clinical data in EHRs. Figure 6 shows the category of the CRDW, which contains clinical data, such as diagnosis, laboratory data, medication, surgery, chemotherapy, follow-up data, and patient demographic data. Users can choose the appropriate category and then choose desired detailed variables by clicking on them. The NGS results can be visualized (ie, variant summary, CNV, and fusion genes), as illustrated in Figure 7.

Figure 6. Interface of the clinical research search portal. The main page of the clinical research search portal comprises two domains. The red rectangle indicates searchable items. The blue rectangle indicates the area where the researcher can select items through drag and drop.
Figure 7. Example of next-generation sequencing results in the clinical research portal.

The NGS result viewer can show the detailed clinical sequencing report of each patient in a structured way, whereas the clinical research portal supports the analysis of aggregated sequencing results. As shown in Figure 8, the clinical sequencing report is mainly divided into the following three parts: basic test information, sequencing methods and other related information, and variants with reporting results.
Figure 8. Example of the next-generation sequencing (NGS) result viewer. The main page of the NGS result viewer is composed of three domains. The first box provides basic test information. The second box explains sequencing methods and other related information. The last box shows mutation data with reporting results.

Discussion

Principal Findings and Implications

The CNRS converts text-based clinical sequencing reports in EHRs into structured data using international standards. Through the CNRS, the content, as shown in Figure 5, can be easily organized and data can be managed according to international standards. It also provides standardized data through the clinical research search portal; furthermore, using its functions, researchers can set up cohorts with specific mutations and add clinical data columns as needed. Thus, it can be inferred that the CNRS supports researchers in performing translational research by allowing them to easily extract the desired clinical and genomic data from EHRs. For example, non–small cell lung cancer genotyping requires mutation pattern analysis of KRAS, EGFR, and BRAF [1,24]. Similarly, other research requires clinical data such as that on cancer stage, smoking history, and death date for survival analysis [25]. These types of translational studies can be easily performed using the developed CNRS, and this has already been proven by researchers at the NCC.

The CNRS is provided to research projects that have been approved by the IRB. Researchers send data extraction requests to health information managers, and it takes about one to two weeks to review, refine, and provide clinical data from EHRs. The CNRS could retrieve data through the clinical research portal after receiving IRB approval, and it takes about two or three days from review to delivery after a data extraction request is made. In addition, the NCC has built a genomic cohort linking the NGS DB with cancer registries such as those of lung cancer and ovarian cancer.

There are two unique aspects of the CNRS as developed. One is that the CNRS uses an ISO standard (ISO/TS 20428) to support multicenter research. If other hospitals or research institutes use international standards, the data can be easily integrated into the same format. We also achieved the same results as successfully converting the data and manually cleansing the data previously. The other is that the CNRS can help protect patients’ privacy by deidentifying protected health information. To use the patients’ data for research purposes, researchers must obtain written consent from patients or deidentify the identifiable data. In this era of big data, deidentification is usually used for a number of reasons. However, if we deidentify the data, it is difficult to link the separate DBs. To overcome this issue, the CNRS adopted a key management server to pseudonymize the patient ID. This means that the CNRS works as an honest broker [26]. To strengthen the protection level, only authorized developers can access this key management server and users can receive the randomly
assigned ID after combing clinical data and sequencing data using the key management system. Therefore, users cannot retrieve real patient IDs in EHRs or pseudonymized IDs in the key management system.

Limitations
The main contribution of this study is that, for the first time, the ISO/TS 20428 standard was applied to the CRDW to standardize clinical genomic test results. As a result, we also demonstrated that this approach could enable easy search and analysis with clinical data in EHRs. However, it has limitations. We did not verify this system in multiple centers. We hope our approach will help other hospitals or institutions build their own systems.

Future Work
Our continuing objectives are to extend the categories of clinical and sequencing data in the CNRS and consider the standards proposed by the Global Alliance for Genomics and Health, which has developed diverse practical standard application programming interfaces for international genomic research.

Conclusion
The CNRS converts the text-based clinical sequencing reports of EHRs into structured data using international standards and provides standardized data. In addition, the CNRS allows researchers to set up cohorts with specific mutations and add clinical data columns as needed. Therefore, it can be inferred that the CNRS enables researchers to conduct translational research by allowing them to easily extract the required clinical and genomic data from EHRs.
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Abstract

Background: The trend of quick evolution and increased digital data in today’s operating rooms (ORs) has led to the construction of hybrid ORs. There is often a main control room with monitors for integrating intraoperative data from multiple devices in the hybrid OR. However, there is no adequate solution for communicating the data with people outside the OR.

Objective: The objective of this study was to design an intelligent operating room (iOR) system, augmented onto the existing information technology (IT) infrastructure of hybrid ORs, to stream surgery performance and intraoperative imaging data.

Methods: In this study, an all-in-one device with synergetic encoder and decoder was used. The device was able to stream multiple sources to one display. The lossless video and images from specific surgical workflows were streamed outside the hybrid OR through network protocols and were further managed by a streaming server and wireless control system. The steps of this study included the following: (1) defining the requirements and feasibility of an iOR system in the hybrid OR, (2) connecting multiple sources, (3) setting up equipment across the hybrid OR and a conference room, (4) designing a video management system, and (5) real-time streaming under specific surgical workflows.

Results: The wired streamed video was shown simultaneously on the display in the hybrid OR and the display in the conference room with near-zero latency. Additionally, an interactive video between the hybrid OR and the conference room was achieved through the bidirectional wireless control system. The functions of recording, archiving, and playback were successfully provided by the streaming server. The readily available hardware components and open-access programming reduced the cost required to construct this streaming system.

Conclusions: This flexible and cost-effective iOR system not only provided educational benefits, but also contributed to surgical telementoring.

(JMIR Med Inform 2020;8(4):e18094) doi:10.2196/18094

KEYWORDS
hybrid operating room; real-time streaming; surgical telementoring; information technology infrastructure; encoder and decoder; real-world evidence; information technology; surgery; medical imaging; operating room
Introduction

Background
Health information management is crucial for hospitals. In surgical departments, today’s operating rooms are evolving quickly, and large amounts of digital data, including images and videos, are produced every day. The hybrid operating room (OR) is defined as being equipped with advanced medical devices such as fixed C-arm fluoroscopy, cameras, a computed tomography (CT) scanner, or a magnetic resonance imaging (MRI) scanner [1]. In addition to these imaging and video devices, there is often a main control room with monitors for integrating intraoperative data. However, there is currently no adequate solution for communicating the data from the hybrid OR to people outside the OR.

Currently, manufacturers build integrated OR infrastructures that provide video acquisition, storage and routing of continuous video data within the OR, although most of them are not based on existing OR information technology (IT) infrastructure [2]. Other drawbacks to OR setups of this kind include a lack of streaming outside the OR, the need for high-cost customized software for video management, and difficulty in integration with new devices of different brands, such as an incompatibility between imaging and surgical navigation systems.

With regard to streaming surgery performance outside the OR, previously published studies discussed a system that could integrate data from ceiling cameras and a vital sign monitor [3]. However, in the hybrid OR, receiving data from multiple sources results in more difficulties for real-time integration and there is unmet need in this regard.

Objectives
We aimed to establish a framework based on the IT infrastructure of the hybrid OR, and to stream data through Ethernet methods between the hybrid OR and the conference room. The augmented system was named the intelligent OR (iOR) system. There were two streaming object categories: surgery performance and intraoperative imaging data. Furthermore, we aimed to establish a video management system (VMS) for the iOR system, with two kinds of control methods: (1) a wired server named the iOR box and (2) a bidirectional tablet controlled through a wireless connection.

Hypothesis
The workable, highly flexible, and bidirectional iOR system enables collaboration across the hybrid OR and conference room by making it easier to stream high-definition and near-zero latency data of surgery performance and relative imaging data. The system may significantly lower the costs involved compared to dedicated streaming systems by commercial brands.

Methods
The iOR system was installed in the hybrid OR in the Yuanlin Christian Hospital, Yuanlin City, Changhua County, Taiwan. The installation of research equipment was approved by the hospital’s administration prior to the commencement of the project.

Defining the Requirements and Feasibility of the iOR System in the Hybrid OR
To understand the surgical workflow, we carried out a survey of the equipment in the hybrid OR, including existing hardware and software, the demand for infrastructure for streaming open surgeries and endoscopy surgeries, and communication between the vendors and surgeons. The main system in this hybrid OR received image or video data from various sources, including videos from cameras and the endoscopy system, digital data from vital sign monitors, imaging data from portable fluoroscopy, and the picture archiving and communication system (PACS) connected to the Department of Radiology. These devices contributed to two categories of streaming data: real-time surgery performance and intraoperative imaging data. A suitable way of connecting an equipment interface and transporting line between the hybrid OR devices and the iOR system should be arranged. The ideal control systems would have both wired and wireless control systems. All materials in this study, including hardware and software, should be compared with existing products available from commercial brands.

Connecting Multiple Sources
When researching how to integrate multiple data sources in the hybrid OR, the key to achieving streaming effectiveness was to use an all-in-one device with synergetic encoder and decoder. This device was named NDcoder to indicate it is an encoder and decoder in one single product. We proposed the resolution of streaming all data out of the hybrid OR by using the principle of “one NDcoder connecting one data source”. These devices are available commercially. Multiple NDcoders (SigmaXG, Technolution BV) were used to connect different sources from multiple devices in the hybrid OR and simultaneously transport data over an Ethernet connection. All devices in the hybrid OR could be directly or indirectly connected to an NDcoder through a digital video interface (DVI). The adapter cable was selective.

Setting Up Equipment Across the Hybrid OR and the Conference Room
One SigmaXG in the hybrid OR shared streaming data to an external NDcoder by indirectly bridging these two devices through Ethernet fibers connected with a 10 GB switch (Dell, Inc). These devices together formed the basic structure of the iOR system that bridged the hybrid OR and a conference room (Figure 1).
Designing the Video Management System

The video management system (VMS) included wired and wireless control systems. The main component of the wired control system was the iOR box, which had one video capture card and a connected monitor. Conversely, the wireless control system included three components (shown in Figure 2): a streaming console (Intel Next Unit of Computing [NUC], Intel Inc), a wireless access point (WAP; ASUS Inc), and a wireless control panel (MIT-W101; Advantech Inc).

One DVI splitter was connected to the SigmaXG in the conference room through a DVI cable, enabling data to be transported via DVI cables from the SigmaXG to the iOR box (with monitor). The iOR box with monitor represented the streaming server. The Intel NUC (without monitor) and the WAP in the wireless control system were directly connected to the 10 GB switch through Ethernet cables. Additionally, the wireless panel controlled the Intel NUC through the WAP. This wireless control system served as a communicator between the two SigmaXGs in the iOR system (Figure 2).

One medical grade display was connected to another output interface through the DVI cable. In addition to the data streamed directly from the hybrid OR, the display was able to receive videos or images controlled by the MIT-W101. To allow bidirectional communication, the iOR system had recording (microphones) and playback devices in both the hybrid OR and the conference room (Figure 2).

Real-Time Streaming Under Specific Surgical Workflows

In the hybrid OR, in addition to the devices connected to the NDcoders, there was a display connected to the NDcoder’s output interface with a DVI cable. Thus, the medical staff in the OR were able to see the streaming results on the display. One temporary shelf (Figure 3) was built for the iOR system, and the streamed videos were played in the nearby conference room. During surgery, staff observed whether there was any latency in the wired connection (medical grade display in the conference room) or wireless device (MIT-W101 control panel).

For the real-time test, the authors chose a case involving arthroscopically assisted reconstruction of the anterior cruciate ligament. The patient’s privacy was protected, and associated information was delinked according to the ethical review committee guidelines. During the surgery, three steps were defined by the imaging devices of the hybrid OR: (1) preparing, filmed by the fixed camera with 360° angle; (2) surgical approaches, filmed by the camera over the shadowless lamp; and (3) inside the knee joint, filmed by the endoscope of the
arthroscopy system. The data streamed from the cameras and the arthroscopy machine were transported via the methods detailed above.

**Figure 3.** The equipment required for intelligent operating room streaming. (1) NDcoder (SigmaXG), (2) wireless access point, (3) 10 GB switch, (4) Intel NUC, (5) DVI splitter, (6) intelligent operating room box, (7) wireless control panel (MIT-W101), (8) medical grade display, (9) monitor for intelligent operating room box. The NDcoder was connected with the equipment in the conference room by one DVI splitter, while two other NDcoders were installed in the operating room (not shown). DVI: digital video interface; NDcoder: encoder and decoder.

**Results**

In this study, data sources included the following: (1) vital sign monitors, (2) ceiling cameras, (3) cameras on the shadowless lamp, (4) system of endoscopy surgery, (5) portable C-arm fluoroscopy, (6) CT scanner, and (7) PACS from the Department of Radiology, showing preoperative image data, and receiving real-time uploaded data from the C-arm or CT scanner in the hybrid OR. All of these devices had DVIs, which were able to transport uncompressed imaging data.

When searching for a commercially available streaming system designed for the hybrid OR, we found that the price of one medical grade monitor was higher than the cost of all the equipment used in the iOR system. This could be due to the costs associated with importing the products of an international brand. Furthermore, in the commercial system, the hardware components and the IT infrastructure were supplied by two different companies. The relevant application programming interface (API) was not open access, which also increased the cost of modifying console applications.

The NDcoder, SigmaXG, was able to distribute lossless video without compression. Through the API and software development kit (SDK), it was possible to change the resolution and the frame rate to limit bandwidth, and multiple imaging sources could be shown on one display synchronously. The API for the SigmaXG is open access and documentation can be downloaded from the manufacturer’s website. For the iOR box and the Intel NUC, the SDK programs and relevant console applications were written by software engineers. This device offered seamless switching. Moreover, there was no black frame displayed on the remote display when one input data was streamed outside the hybrid OR. This was because the NDcoder used a frame buffer in the output channels. In direct display mode, the output frame buffer was bypassed, and video input and output were synchronized with a latency of a few video lines.

The wired streamed video was shown simultaneously on the display in the hybrid OR and on the medical grade display in the conference room. Two different video sources (the camera attached to the shadowless lamp and the endoscope camera) were shown on one display in real time. This streamed data was also captured by the iOR box. The iOR box is able to record, archive, and play back the streamed data (**Figure 4**).

The wired streamed video had near-zero latency (60 frames per second with a resolution of 1920×1080 pixels), and the real-time iOR box control system was the data server. Furthermore, an interactive video between the hybrid OR and the conference...
room could be achieved through the bidirectional wireless control system by using the MIT-W101 control panel and Intel NUC. The wireless streaming console, Intel NUC, was also the server for the wireless system. The software in this wireless control system enabled the MIT-W101 control panel to distribute and split the live or playback screens to the display in the hybrid OR as well as the one in the conference room (Figure 5). However, the wireless video in the MIT-W101 control panel may have some latency. When controlled by the wireless control system, the display in the conference room was able to show the screen in the hybrid OR as a picture-in-picture (Figure 6).

Figure 4. Screenshot of the intelligent operating room box.
Discussion

Overview

Operating rooms are evolving quickly. New medical technologies and minimally invasive procedures have changed the OR environment and how surgeries are performed. Constant changes, increased complexity, and demands for increased productivity mean the surgical suite needs to be more efficient and flexible than ever. Despite lacking data analysis, this study is a proof of concept of the use of a real-time streaming system in a surgical context. The iOR system was intended to have the flexibility of expansion, especially the software functions. This new system includes a bidirectional control system, synergistically wired and wireless systems, and open access API and offers the potential to develop more intelligent applications capable of automatic identification or learning.

Challenges

Some challenges were encountered in this study. At the beginning, there were many meetings between the technicians and surgeons. Live streaming of multifocal image or video data is typically used for telementoring. Thus, the streamed data needed be collected from different sources and displayed simultaneously in an external location (the conference room). The surgeon was also the director during live streaming. Furthermore, the surgeon had to understand and use both the infrastructure of the hybrid OR and the new iOR system. Additionally, the vendor should have an understanding of how surgeries are performed, as well as the needs of telementoring.

As for streaming itself, streaming surgery performance and intraoperative imaging data is different from streaming for entertainment. Good image quality and a high frame rate are required for some surgeries, such as heart surgery, due to the dynamics of the moving heart. If the streamed data are compressed and encoded, information would be lost in the decoding process. Therefore, the choice of an NDecoder for adequate streaming quality is a very important step when setting up the iOR system, as is the consideration of how to transfer the streamed data.

Internet-based communication solutions rely on high-performance network infrastructure [4]. Gigabyte and terabyte networks are common networks for local and wider area communication. Network protocols such as HTTP, real-time transport protocol (RTP), Zeroconf and File Transfer Protocols have become the foundations of internet communication solutions. In this study, the authors used the 10 GB switch (Dell, Inc) device to connect to the hospital’s network. Thus, the iOR
system was an augmentation based on the existing infrastructure, which afforded the network protocol required to stream data.

**Contributions of the iOR System**

The iOR system streamed data from the surgical workflow. Since then, the system has promoted the real-time education of training surgeons and has enabled remote supervision. The recorded video in the streaming server (iOR box) could be further designed with an augmented reality (AR) system. Additionally, the wireless system served as the remote control for both live and playback screens. Adding more applications to the iOR system would be flexible and cost-effective (Figure 7).

**Figure 7.** Concept map of the intelligent operating room system. AV: audiovisual; DV: digital video; LCD: liquid-crystal display; NB: notebook; TCP/IP: transmission control protocol/internet protocol.

**Application of iOR System for Real-World Evidence**

The iOR system can support the trend of real-world evidence (RWE), especially in studies involving surgical procedures. The concept of RWE refers to health care data derived from sources outside typical clinical trial settings, including electronic health records [7]. In traditional clinical trials, the population enrolled may be different from those seen by health professionals in daily practice. This is because trials are often conducted with specific populations, in a specialized environment that differs from the clinical reality [8]. In view of this, electronic health records can provide new insight into states of health and illness. To this end, the iOR system is able to gather data and contribute to RWE. Additional issues regarding the feasibility of an iOR system in a traditional OR could present themselves. In the traditional OR, many devices have analog signals which cannot be used to stream data due to an apparent latency. Furthermore, real-time video capture requires additional solutions such as a portable camera station with controlled arms. Audiovisual systems are characterized by extensive cabling and complicated matrix configurations; therefore, digitization and advanced IT construction of traditional ORs is necessary.

Streaming data outside the OR is a crucial component of surgical telementoring [5]. Surgical telementoring is one kind of telemedicine, which involves the use of IT to provide real-time guidance and assistance for surgical workflows from a physician at a remote location [6]. In addition to providing an educational advantage, telementoring has the potential to directly provide immediate access to surgical expertise in areas without qualified surgeons. However, the ideal video conferencing methodology should be suitable for streaming. Additionally, telementoring introduces challenges regarding patient security and privacy, and it remains unclear as to how liability would be distributed between the on-site surgeon and mentor. These issues need to be addressed before real-time streaming can become a routinely used tool for surgical telementoring.

**Novel Achievements**

The aim of this study was to enable departments with hybrid ORs to stream data outside the OR with easily accessible equipment. Based on the existing IT infrastructure, the cost-effective iOR system described in this study is able to integrate surgery performance with imaging data from high-tech machines.

**Limitations**

Although this study was successful as a proof of concept, one limitation is that there was no control group. This study was designed to investigate the feasibility of clinical applications such as live surgeries or live webinars. The results of the study were practical, but there was no comparison to other methods nor quantitative results.

**Conclusions**

The real-time iOR system was able to integrate and stream surgery performance and imaging data from existing equipment in the hybrid OR. When using the wired iOR box as the streaming server, the iOR system was able to record, archive, and play back video. Furthermore, the wireless control system manipulated the live or playback screens and further supported...
collaboration for surgical telementoring, educational conferences, and remote consultations. In the future, a modular prototype will be developed based on the iOR system.
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Abstract

Background: Bone marrow aspiration and biopsy remain the gold standard for the diagnosis of hematological diseases despite the development of flow cytometry (FCM) and molecular and gene analyses. However, the interpretation of the results is laborious and operator dependent. Furthermore, the obtained results exhibit inter- and intravariations among specialists. Therefore, it is important to develop a more objective and automated analysis system. Several deep learning models have been developed and applied in medical image analysis but not in the field of hematological histology, especially for bone marrow smear applications.

Objective: The aim of this study was to develop a deep learning model (BMSNet) for assisting hematologists in the interpretation of bone marrow smears for faster diagnosis and disease monitoring.

Methods: From January 1, 2016, to December 31, 2018, 122 bone marrow smears were photographed and divided into a development cohort (N=42), a validation cohort (N=70), and a competition cohort (N=10). The development cohort included 17,319 annotated cells from 291 high-resolution photos. In total, 20 photos were taken for each patient in the validation cohort and the competition cohort. This study included eight annotation categories: erythroid, blasts, myeloid, lymphoid, plasma cells, monocyte, megakaryocyte, and unable to identify. BMSNet is a convolutional neural network with the YOLO v3 architecture, which detects and classifies single cells in a single model. Six visiting staff members participated in a human-machine competition, and the results from the FCM were regarded as the ground truth.

Results: In the development cohort, according to 6-fold cross-validation, the average precision of the bounding box prediction without consideration of the classification is 67.4%. After removing the bounding box prediction error, the precision and recall of BMSNet were similar to those of the hematologists in most categories. In detecting more than 5% of blasts in the validation cohort, the area under the curve (AUC) of BMSNet (0.948) was higher than the AUC of the hematologists (0.929) but lower than the AUC of the pathologists (0.985). In detecting more than 20% of blasts, the AUCs of the hematologists (0.981) and pathologists (0.980) were similar and were higher than the AUC of BMSNet (0.942). Further analysis showed that the performance difference could be attributed to the myelodysplastic syndrome cases. In the competition cohort, the mean value of the correlations between BMSNet and FCM was 0.960, and the mean values of the correlations between the visiting staff and FCM ranged between 0.952 and 0.990.
Conclusions: Our deep learning model can assist hematologists in interpreting bone marrow smears by facilitating and accelerating the detection of hematopoietic cells. However, a detailed morphological interpretation still requires trained hematologists.

(JMIR Med Inform 2020;8(4):e15963) doi:10.2196/15963
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Introduction

Background

Bone marrow aspiration and biopsy have been the gold standard for diagnosing hematological diseases for decades. This procedure may be performed in the clinic for many conditions, such as anemia, leukopenia, leukocytosis, thrombocytopenia, thrombocytosis, pancytopenia, polycythemia, and hemochromatosis, as well as malignant diseases of the blood or bone marrow, which include leukemia, lymphoma, and multiple myeloma (MM), and fever of unknown origin [1]. Despite numerous new molecular markers and the development of new prognostic tools, bone marrow aspiration morphology remains a mandatory tool for disease diagnosis. A bone marrow specimen is collected and subsequently stained and interpreted by an experienced hematologist as a routine daily practice. The result interpretation is manpower consuming and operator dependent since years of training are required for a hematologist to become competent. It is a labor-intensive method for determining the differential count, and the obtained results show inter- and intravariations among specialists [2,3]. Therefore, it is important to develop a more objective and automated analysis system.

In addition to counting the cells in the bone marrow aspiration, the diagnosis and monitoring of leukemia disease severity via flow cytometry (FCM) [4] or molecular signatures [5] is becoming the standard of care and can guide our treatment plan setting. When a bone marrow specimen is obtained, the cells are stained with various CD markers for immunophenotyping to facilitate hematological diagnosis and prognostic prediction. Moreover, after induction chemotherapy, the bone marrow is typically aspirated again, and FCM is used to detect the leukemia-associated aberrant immunophenotype [6]. The current standard report for a bone marrow smear is based on manual counting and analysis of 300 or 500 cells, which is far fewer cells compared with FCM, which detects more than 100,000 events. However, detecting the immunophenotypes of the leukemia clone as minimal residual disease (MRD) via FCM is also complicated, and it is also dependent on the operator, antibody panel, protocol, and gating [7]. Furthermore, not all institutes have the facilities and the capability to monitor MRD accurately. We plan to overcome these two problems, and we believe that it could help us in daily clinical practice.

Objectives

In this study, we retrieved previously evaluated bone marrow smear slides and the corresponding diagnoses, and we digitalized the films, which were divided into three cohorts: a development cohort, a validation cohort, and a competition cohort. We cropped and classified each cell from the development cohort and trained an object detection deep learning model. The cell-based performance of our deep learning model was rarely used in medical research, its performance has been validated in other complex real-world scenarios [13]. We attempted to use this technology to overcome these two problems, and we believe that it could help us in daily clinical practice.

Methods

Devolvement Cohort

The Tri-Service General Hospital, Taipei, Taiwan, provided the bone marrow smears from January 1, 2016, to December 31, 2016. Research ethics approval was granted by the Institutional Review Board for collecting data without individual consent. The Tri-Service General Hospital, Taipei, Taiwan, provided the bone marrow smears from January 1, 2016, to December 31, 2016. Research ethics approval was granted by the Institutional Review Board for collecting data without individual consent.

http://medinform.jmir.org/2020/4/e15963/
We selected 42 bone marrow smears from patients with a variety of diagnoses, which include leukemia, myelodysplastic syndrome (MDS), myeloproliferative disease (MPD), MM, aplastic anemia (AA), and lymphoma without bone marrow involvement, for the collection of lineages of cells (Table 1). We used a 1000x microscope and a camera to manually capture a total of 291 high-resolution photos for annotation (1920×2048). The annotation is based on a self-designed Web-based system, and the process includes (1) the constitution of cells by experienced technicians and (2) the classification of each cell into one of eight categories (erythroid, blasts, myeloid, lymphoid, plasma cells, monocyte, megakaryocyte, and unable to identify) by three independent hematologists. Finally, a total of 17,319 annotated cells were collected using the above process. Owing to the heterogeneity of classification among hematologists, the ground truth for cell classification is based on a majority decision. If three hematologists assign a single cell to inconsistent categories (1109/17,319; 6.40%), the ground truth is set as unable to identify. Moreover, we used a 6-fold cross-validation process to evaluate the model performance in object detection, in which each subsample cluster contains the images from 7 independent patients. No validation images belong to patients who have images that were used in the training. The final model that was used for further validation was trained on all 291 photos.

| Table 1. Baseline characteristics in three study cohorts. |
|-----------|----------------|----------------|----------------|
| Baseline characteristics | Development cohort (N=42) | Validation cohort (N=70) | Competition cohort (N=10) |
| **Gender, n (%)** | | | |
| Female | 22 (52) | 37 (53) | 4 (40) |
| Male | 20 (48) | 33 (47) | 6 (60) |
| **Age (years), mean (SD)** | 57.8 (16.3) | 56.5 (18.0) | 46.9 (16.8) |
| **Diagnosis, n (%)** | | | |
| ALL | 7 (17) | 7 (10) | 2 (20) |
| AML | 18 (43) | 42 (60) | 8 (80) |
| MDS | 4 (10) | 21 (30) | 0 (0) |
| AA | 2 (5) | 0 (0) | 0 (0) |
| MM | 6 (14) | 0 (0) | 0 (0) |
| MPD | 2 (5) | 0 (0) | 0 (0) |
| Lymphoma | 3 (7) | 0 (0) | 0 (0) |

\[\text{ALL: acute lymphoblastic leukemia.} \]
\[\text{AML: acute myeloid leukemia.} \]
\[\text{MDS: myelodysplastic syndrome.} \]
\[\text{AA: aplastic anemia.} \]
\[\text{MM: myeloma.} \]
\[\text{MPD: myeloproliferative disease.} \]

**Validation Cohort**

To validate the model performance in real-world clinical practice, we designed a validation cohort for evaluating the disease severity of leukemia and MDS. We included 70 bone marrow smears from January 1, 2017, to June 30, 2018, with acute leukemia and MDS before and after treatment. The model interpretation process is illustrated in Figure 1. Our technicians captured 20 photos for each case based on the above process, and these photos were analyzed using our model. The object detection model attempted to recognize all potential cells and to classify them. Finally, the model calculated the number and proportion of each kind of cell, except for the unable to identify category. We also collected the clinical interpretation reports from pathologists and hematologists in our hospital. According to the World Health Organization 2016 classification of myeloid malignancy, the diagnoses of MDS and acute leukemia mainly depend on the percentage of blasts [5]. The blast percentages of 5% to 9%, 10% to 19%, and more than 20% correspond to three disease statuses: MDS with excess blasts—1, MDS with excess blasts—2, and acute leukemia, respectively. Therefore, we classified the 70 cases into three categories (<5%, 5%-20%, and >20%) based on FCM.
**Figure 1.** Deep learning model architecture. Our model contains a feature extraction architecture and a bounding box prediction subnet. The feature extraction architecture is based on a standard 50-layer SE-ResNet and a feature pyramid net, as illustrated in the upper half of the figure. The lower half illustrates the bounding box prediction process, which is based on the YOLO v3 architecture.

### Competition Cohort

We further compared the performance between BMSNet and hematologists. A competition with 10 bone marrow smears was conducted with six visiting staff members. The independent bone marrow smears were from July 1, 2018, to December 31, 2018. The model interpretation process was similar to that for the validation cohort. The participants reviewed these 10 bone marrow smears under high magnification (1000×) to morphologically assess each cell.

### Bone Marrow Aspiration

After obtaining clinical informed consent, the patient was laid in the lateral decubitus position. The posterior superior iliac spine was prepped and draped in a sterile fashion. The crest of the posterior superior iliac spine was located, and the skin, along with the surface of the bone, was anesthetized with 2% lidocaine. A Kelly needle was introduced, and bone marrow aspirate was obtained.

### Bone Marrow Smear Staining and Digitalization

Bone marrow aspirate was evenly smeared across a sterile slide by a second slide and stained to air dry quickly. Next, 1.0 mL of the Wright-Giemsa stain was placed on the smear for 3 to 4 min. Then, 2.0 mL of distilled water or phosphate buffer of pH 6.5 was added, and it was left to stand for 6 to 8 min. The stained smear was rinsed with water until the edges showed a faint pinkish-red coloration. The film was allowed to dry in the air. All immunohistochemical stains were applied in the hematology laboratory of Tri-Service General Hospital. The images of the prepared slides were acquired at 1000× magnification with a BX53 light microscope (Olympus).

### Flow Cytometry

The RBCs were removed from the samples via fluorescence-activated cell sorting (FACS) lysis buffer. The cells were washed with FACS buffer, and a minimum concentration of 5×10^6 cells/mL was obtained. The pellet from the final wash was resuspended and stained with various markers (Table 2: Panel). The panels were, then, sent for FACS analysis.
Table 2. Monoclonal antibodies: flow marker panels.

<table>
<thead>
<tr>
<th>Tube</th>
<th>Fluorochromes</th>
<th>PE&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PreCP&lt;sup&gt;c&lt;/sup&gt;</th>
<th>APC&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FITC&lt;sup&gt;a&lt;/sup&gt; Isotype</td>
<td>Isotype</td>
<td>CD45</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>HLA-DR&lt;sup&gt;f&lt;/sup&gt;</td>
<td>CD11b</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>CD19</td>
<td>CD5</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>CD56</td>
<td>CD38</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>CD16</td>
<td>CD13</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>CD15</td>
<td>CD34</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>CD14</td>
<td>CD33</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>CD7</td>
<td>CD56</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>9</td>
<td>HLA-DR</td>
<td>CD34</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>10</td>
<td>CD2</td>
<td>CD117</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>11</td>
<td>CD34</td>
<td>CD38</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>12</td>
<td>CD20</td>
<td>CD10</td>
<td>CD19</td>
<td>CD45</td>
</tr>
<tr>
<td>13</td>
<td>CD22</td>
<td>CD34</td>
<td>CD19</td>
<td>CD45</td>
</tr>
<tr>
<td>14</td>
<td>CD33</td>
<td>CD13</td>
<td>CD19</td>
<td>CD45</td>
</tr>
<tr>
<td>15</td>
<td>CD7</td>
<td>CD3</td>
<td>CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>16</td>
<td>Isotype</td>
<td>Isotype</td>
<td>Cyto CD45</td>
<td>N/A</td>
</tr>
<tr>
<td>17</td>
<td>Cyto MPO&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Cyto TdT&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Cyto CD45</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>FITC: fluorescein isothiocyanate.
<sup>b</sup>PE: phycoerythrin.
<sup>c</sup>PreCP: peridinin-chlorophyll.
<sup>d</sup>APC: allophycocyanin.
<sup>e</sup>Not applicable.
<sup>f</sup>HLA-DR: human leukocyte antigen–DR isotype.
<sup>g</sup>MPO: myeloperoxidase.
<sup>h</sup>TdT: terminal deoxynucleotidyl transferase.

Model Architecture

Suppose the input image is a 1000× photo with 1920×2048 pixels. To detect the potential cells, we used the YOLO v3 architecture to encode bounding boxes and construct the loss function [13]. Our deep learning model architecture is summarized in Figure 1. The major feature on which the extraction architecture is based is a 50-layer SE-ResNeXt [14], which won the ImageNet Large-Scale Visual Recognition Challenge in 2017. This SE-ResNeXt is pretrained by ImageNet, and the last feature map is saved for further use. The output features of SE-ResNeXt are downsampled by a factor of 32 compared with the original images. For example, the output feature shape is 60×64 when the shape of our input image is 1920×2048. Then, this feature map is passed through a convolutional module for further downsampling. The convolutional module consists of the following layers: (1) a 1×1 convolution layer (stride=1×1) with 1024 filters for reducing the dimensionality of the data, (2) a batch normalization layer for normalizing the input data, (3) a rectified linear unit (ReLU) layer for nonlinearization, (4) a 3×3 convolution layer (stride=2×1) with 1024 filters that belong to 64 groups for extracting features, (5) a batch normalization layer for normalization, (6) a ReLU layer for nonlinearization, (7) a 1×1 convolution layer (stride=1×1) with 2048 filters for recovering the dimensions, (8) a batch normalization layer for normalization, and (9) a ReLU layer for nonlinearization to extract features. The feature shapes are 30×32 and 15×16 after the first and second convolutional modules, respectively. Then, the three feature maps were passed through a feature pyramid net. The last feature was used directly for a YOLO v3 subnet and was passed through a deconvolutional module for upsampling at the same time. We constructed the deconvolutional module from the following layers: (1) a 2×2 deconvolution layer (stride=2×2) with 2048 filters for increasing the dimensions of the data, (2) a batch normalization layer for normalizing the input data, and (3) a ReLU layer for nonlinearization. After the deconvolutional operation, the shape of the second feature map and that of this upsampling feature map were similar; therefore, they were passed through an additional layer that was based on residual learning to integrate their information. This integrated feature was used for another YOLO v3 subnet. The largest feature map was generated by following the same approach: the previous feature map was
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passed through a deconvolutional module and an additional layer. Finally, three YOLO v3 subnets were predicting blood cells of different sizes separately.

The YOLO v3 subnet is a grid-wise prediction architecture for detecting a potential object. For each bounding box, we must find the corresponding grid that contains its center. Given that there are almost no overlapping cells in our task, we modified the original YOLO v3 architecture such that only one bounding box is predicted by each grid. The YOLO v3 subnet is based on each feature map and includes a 1x1 convolution layer with 13 filters for predicting the object score, box coordinates, and class scores. The object score \( p_{obj} \) is defined as the probability that the grid contains the object center, which ranges from 0 to 1. If the center of an object falls into a grid, that grid is responsible for detecting that object. The box coordinates include four types of information that describe the bounding box. \( t_w \) and \( t_h \) are defined as relative coordinates inside each grid and range from 0 to 1. For example, the coordinates 0 and 0 correspond to the point in the top left, and the coordinates 0.5 and 0.5 correspond to the point in the center. \( w_o \) and \( h_o \) are defined as the offsets in the log scale between the bounding box and the anchor box. The anchor box is generated via clustering analysis that is based on YOLO v2 [15], and the small, middle, and large anchor boxes in our experiments are 136 (width), 143 (height) pixel, (183, 185), and (293, 242). Here, we define the width and height of the original bounding box as \( b_w \) and \( b_h \), respectively, and the width and height of the anchor boxes as \( a_w \) and \( a_h \), respectively. The relationships among \( t_w, t_h, a_w, a_h, b_w, \) and \( b_h \) are expressed in the following equations: 

\[
\begin{align*}
  b_w &= a_w e^{t_w} \\
  b_h &= a_h e^{t_h}
\end{align*}
\]

Finally, there are eight class scores \( p_1 \) to \( p_8 \) in our YOLO v3 subnet, which correspond to the eight categories of cells and whose values range from 0 to 1. The parameters that range from 0 to 1 were transformed by a sigmoid function, and the remaining parameters were simple linear outputs.

Training Details

We used a software package, namely, MXNet version 1.3.0 [16], to implement our deep learning model in the R language. Here, we have prepared a tutorial in GitHub using an open database to enable the readers to easily repeat our work [17]. The settings that were used for the training model are as follows: (1) the stochastic gradient descent optimizer with 0.005 learning rate and 0.9 momentum for optimization, (2) a bench size of 2, and (3) a weight decay of \( 10^{-4} \) [18]. Moreover, a few augmentation methods were used in our training process owing to the many parameters in the deep learning architecture relative to the sample size: (1) horizontal and vertical flipping at random, (2) random cropping of original images to a size of 1408x1536, and (3) random color transformation. All detailed settings can be found in our GitHub repository. We had explored a series of thresholds to optimize the model performance; however, the results demonstrated the robustness of the threshold selection in our task. Therefore, the threshold of the probability score of bounding box objects was set as 0.5 based on convention.

Statistical Analysis and Model Performance Assessment

We presented the model characteristics as the means and standard deviations, numbers of patients, or percentages, as appropriate. We used a significance level of \( P<0.05 \) throughout the analysis. The statistical analysis was carried out using the software environment R version 3.4.3.

In the development cohort, the first analysis was an evaluation of the accuracies of the hematologists in terms of precision and recall. In medical terminology, precision and recall refer to the positive predictive value and the sensitivity, respectively. The second analysis was an evaluation of the consistency between the hematologists and AI in terms of Cohen kappa coefficient. The third analysis was an evaluation of the deep learning model performance in terms of the average precision. A successful prediction must have more than 50% intersection over union (IoU) compared with the ground truth. The average precision based on the area under the curve (AUC) of the precision-recall curve is the most commonly used index for evaluating object detection models; therefore, we presented the average precision values for each cell category. However, the objective of an object detection model is to recognize the class correctly and to present the bounding boxes; therefore, we also presented the precision and recall after excluding the bounding box error. The bounding box error does not affect the clinical utility because we only focus on the proportions among the cells in practice. All model performance indicators were calculated based on 6-fold cross-validation.

The analysis for evaluating the AI model performance in clinical practice comprises three parts. First, we used the receiver operating characteristic (ROC) curve to evaluate the treatment efficacy evaluation accuracy for acute leukemia in the validation cohort. As patients with more than 5% vs 20% blast proportions required different treatment strategies, we presented the ROC curves that are based on these two cut points simultaneously to compare the performances of BMSNet, pathologists, and hematologists. Second, a competition on 10 smears was used to compare the consistency between the deep learning model and each hematologist. The output format, which is demonstrated in Figure 2, is a list of the proportions of seven categories (excluding unable to identify) in each bone marrow smear; therefore, we compared the correlation coefficients between the proportions that were obtained by the hematologists and deep learning model in each case. Third, the FCM was used to validate the proportions of four categories: blasts, myeloid, lymphoid, and monocyte. The correlation coefficients between these four proportions according to FCM results and the proportions that were obtained by the algorithm or hematologists were also presented as the mean values with 95% CIs. The paired \( t \) test was used to test these 10 correlations between the physicians and the AI model.
**Results**

**Development Stage**

The baseline characteristics of the development cohort, the validation cohort, and the competition cohort are presented in Table 1. The development cohort comprised 22 women and 20 men with a mean age of 57.8 (SD 16.3) years. The proportions of acute lymphoblastic leukemia (ALL), acute myeloid leukemia (AML), MDS, AA, MM, MPD, and lymphoma were 17% (7/42), 43% (18/42), 10% (4/42), 5% (2/42), 14% (6/42), 5% (2/42), and 7% (3/42), respectively. The validation cohort contained only ALL (7/70, 10%), AML (42/70, 60%), and MDS (21/70, 30%) cases and comprised 37 women and 33 men with a mean age of 56.5 (SD 18.0) years. To evaluate the sensitivity in monitoring the treatment efficacy (for MRD), the competition cohort included only 20% (2/10) ALL cases and 80% (8/10) AML cases without any MDS cases. The additional diseases in the development cohort were because of rare lymphocytes, plasma cells, monocytes, and megakaryocytes in acute leukemia and MDS. However, we focused only on acute leukemia and MDS in the validation cohort and in the competition cohort. These two diseases are the most crucial for physicians to diagnose and to design treatment strategy for immediately.

The cell classification performances are compared between the hematologists and BMSNet in Table 3. There were 17,319 cells in all 291 photos, and the numbers of cells that were classified as erythroid, blasts, myeloid, lymphoid, plasma cells, monocyte, megakaryocyte, and unable to identify are 2967, 4063, 2506, 1619, 600, 192, 42, and 5330, respectively. First, we evaluated the consistency analysis between hematologists and BMSNet. Most of the cells were correctly recognized by BMSNet; however, the predicted bounding box prediction error in most categories. BMSNet realized by BMSNet are acceptable. Figure 3 presents the results of the consistency analysis between hematologists and BMSNet. The kappa values were 0.631 (V10), 0.647 (V8), and 0.633 (V6) among the hematologists. The kappa values were 0.734 (V10 vs V8), 0.742 (V10 vs V6), and 0.785 (V8 vs V6). Strong inconsistencies in monocyte classification were observed compared with other categories, and the major misclassifications were because of an inability to distinguish among the blast, unable to identify, and monocyte classes.

A correct prediction by BMSNet consists of not only a correct classification but also a bounding box with more than 50% IoU. First, we evaluated the bounding box prediction performance, and the average precision without considering the classification was 67.4%. Hence, BMSNet might miss cells, which will lead to lower average precision in each category compared with the hematologists. However, the precisions and recalls of BMSNet were similar to those of the hematologists after we excluded the bounding box prediction error in most categories. BMSNet only performed at a large disadvantage considering the plasma cells, monocyte, and megakaryocyte classes compared with the hematologists. As each hematologist contributed one-third to the ground truth, the lower precisions and recalls that were realized by BMSNet are acceptable. Figure 3 presents the results of the consistency analysis between hematologists and BMSNet. The kappa values were 0.631 (V10), 0.647 (V8), and 0.633 (V6) when we ignored the cells with low IoU. The lymphoid and monocyte cells suffered from major misclassifications. The cells with low IoU were often classified as unable to identify by hematologists. On the basis of this observation, the proportions among the cells might be correct if we ignore the cells with low IoU or those of unable to identify.

**Figure 4** shows selected views of consensus from the hematologists’ and BMSNet’s predictions. Most of the cells were correctly recognized by BMSNet; however, the predicted bounding boxes often did not match the ground truth perfectly. Moreover, cell debris was also recognized as cells; however, fortunately, the cell debris was often classified as unable to identify. As only the accurate proportion of each category of cells is needed in clinical practice, the bounding box prediction error might not affect the potential application of BMSNet in clinical practice. Figure 5 presents selected inconsistent results among the three hematologists. The kappa values were 0.734 (V10 vs V8), 0.742 (V10 vs V6), and 0.785 (V8 vs V6). Strong inconsistencies in monocyte classification were observed compared with other categories, and the major misclassifications were because of an inability to distinguish among the blast, unable to identify, and monocyte classes.
between the hematologists and BMSNet. When cells were close to each other, sometimes hematologists failed to identify them as a plasma cell, while BMSNet made the correct choice. Moreover, packed lymphoblasts were not easy to differentiate from lymphocytes. A case-based validation is conducted to evaluate the value of BMSNet in simulated clinical practice.

### Table 3. Cell classification performances of hematologists and the deep learning model in the development cohort.

<table>
<thead>
<tr>
<th>Cell class</th>
<th>Precision/recall/AP (%)</th>
<th>Hematologist-1 (V10)</th>
<th>Hematologist-2 (V8)</th>
<th>Hematologist-3 (V6)</th>
<th>Artificial intelligence model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cells (n=17,319)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>55.8/85.6/67.4</td>
<td></td>
</tr>
<tr>
<td>Erythroid (n=2967)</td>
<td>86.6/92.3/72.9</td>
<td>88.0/94.1/N/A</td>
<td>89.1/91.4/N/A</td>
<td>85.0/84.5/49.1</td>
<td></td>
</tr>
<tr>
<td>Blasts (n=4063)</td>
<td>91.9/85.2/N/A</td>
<td>79.1/88.2/N/A</td>
<td>87.5/88.5/N/A</td>
<td>86.5/80.7/50.2</td>
<td></td>
</tr>
<tr>
<td>Myeloid (n=2506)</td>
<td>79.1/94.2/N/A</td>
<td>92.0/93.5/N/A</td>
<td>93.8/80.0/N/A</td>
<td>94.0/76.4/49.5</td>
<td></td>
</tr>
<tr>
<td>Lymphoid (n=1619)</td>
<td>59.0/78.4/N/A</td>
<td>67.1/79.7/N/A</td>
<td>61.2/71.9/N/A</td>
<td>74.0/58.9/21.9</td>
<td></td>
</tr>
<tr>
<td>Plasma cells (n=600)</td>
<td>84.0/92.6/N/A</td>
<td>82.3/96.7/N/A</td>
<td>84.9/81.4/N/A</td>
<td>53.4/74.1/30.0</td>
<td></td>
</tr>
<tr>
<td>Monocyte (n=192)</td>
<td>25.9/88.7/N/A</td>
<td>65.7/37.5/N/A</td>
<td>40.2/64.5/N/A</td>
<td>57.4/30.0/61</td>
<td></td>
</tr>
<tr>
<td>Megakaryocyte (n=42)</td>
<td>84.1/97.0/N/A</td>
<td>52.9/61.5/N/A</td>
<td>96.8/100.0/N/A</td>
<td>71.0/56.4/19.0</td>
<td></td>
</tr>
<tr>
<td>Unable to identify (n=5330)</td>
<td>86.5/78.5/N/A</td>
<td>82.3/77.5/N/A</td>
<td>83.9/93.5/N/A</td>
<td>60.9/86.1/25.1</td>
<td></td>
</tr>
</tbody>
</table>

*aAP: average precision based on the area under the precision-recall curve.*

*bThe abbreviation V(X) denotes a visiting staff member with (X) years of practice experience.*

*cAll results were based on 6-fold cross-validation.*

*dBounding box prediction performance regardless of the classifications (only for the deep learning model).*

*eNot available.*
Figure 3. Cell-based consistency analysis in the development cohort. Each confusion matrix compares one of the three hematologists and AI. The kappa value is based on the eight-category classification, and 14.40% (2498/17,347) of cells that had lower IoUs were ignored in the AI-hematologist comparison. AI: artificial intelligence; IoU: intersection over union.
Figure 4. Multicell detection by the artificial intelligence model in selected views of bone marrow smear slides. The images in the left column are the consensus results from the hematologists in the morphological assessment of each cell, and the images in the right column are the predictions of BMSNet. From top to bottom are a myeloma case, an acute leukemia case, and a normal case. The colors of the bounding boxes correspond to the categories of the contained cells.
Figure 5. Selected inconsistent results between the hematologists and the artificial intelligence model. The images in the left column are the consensus from hematologists in the morphological assessment of each cell, and the images in the right column are the predictions of BMSNet. From top to bottom are a normal case and an acute leukemia case. The colors of the bounding boxes represent the categories of the contained cells.

Clinical Validation

Figure 6 presents the ROC curves for the diagnosis of acute leukemia and MDS in the validation cohort. The analyses were conducted to two scenarios: the cutoff level blast percentage is 20% for diagnosing acute leukemia and 5% for treatment response monitoring. In detecting more than 5% of blasts, the AUC of BMSNet (0.948) was higher than that of the hematologists (0.929) in all leukemia cases, but lower than the AUC of the pathologists (0.985). In a further stratified analysis, we found that the source of the performance difference is MDS cases. The AUCs of BMSNet, the hematologists, and the pathologists in MDS cases were 0.888, 0.765, and 0.954, respectively. The performances of BMSNet, the hematologists, and the pathologists were similar in ALL and AML cases. Perfect AUCs of 100% for ALL cases were realized by BMSNet, the hematologists, and the pathologists, and the AUCs of BMSNet, the hematologists, and the pathologists in AML cases were 0.953, 0.965, and 0.997, respectively.

In detecting more than 20% of blasts, the AUCs of the hematologists (0.981) and the pathologists (0.980) were similar and higher than the AUC of BMSNet (0.942). However, the hematologists significantly outperformed BMSNet in detecting more than 20% of blasts. The AUCs of the hematologists (0.981) and the pathologists (0.980) were similar and were higher than the AUC of BMSNet (0.942). The stratified analysis also identified the same trend. However, the differences among BMSNet, the hematologists, and the pathologists were relatively small. Overall, the accuracy of BMSNet was similar to that in real-world clinical practice.
Figure 6. Receiver operating characteristic (ROC) curves in the diagnosis of acute leukemia and myelodysplastic syndrome in the validation cohort (n=70). The ROC curves correspond to the blast proportions that were obtained by BMSNet, the hematologists, and the pathologists. The outcome value is defined as more than 5%/20% blasts via flow cytometry. AI: artificial intelligence; ALL: acute lymphoblastic leukemia; AML: acute myeloid leukemia; AUC: area under the curve; MDS: myelodysplastic syndrome; ROC: receiver operating characteristic.

Human-Machine Competition
The results of the human-machine competition are presented in Figure 7. Six visiting staff members were included in this competition. The first analysis was conducted to identify the correlations between the cell proportions that are obtained by BMSNet and humans. The upper part of Figure 7 shows a consistency heatmap, according to which BMSNet is highly consistent with the visiting staff who were teaching it (V10, V8, and V6). Although the correlations within BMSNet and other visiting staff were relatively low, they exceeded 0.845 (V11). This is higher than the lowest correlations among the visiting staff (0.814 in V4 and V11). The second analysis compared the results that were obtained by FCM, as shown in
Figure 7. The mean correlation between BMSNet and FCM was 0.960, and the mean correlations between the visiting staff and FCM ranged from 0.952 to 0.990. There was no significant difference between the performances of BMSNet and the visiting staff. This result demonstrated that BMSNet reached the performance level of the visiting staff.

Figure 7. Consistency analysis of the hematologists and BMSNet and their performance rankings in the competition cohort (n=10). (A) Consistency heatmap that is colored according to the values. The values in each cell are the average and the 95% CI of the correlation coefficients. (B) Performance rankings that are based on flow cytometry. The values above the bars are the average values and the 95% CIs of the correlation coefficients and the P value for the comparisons between the hematologists and artificial intelligence. The abbreviation V(X) denotes a visiting staff member with (X) years of practice experience.
Discussion

Principal Findings

BMSNet showed good performance in the interpretation of seven types of cells in bone marrow smears that may be used in the treatment strategy design for acute leukemia. The training plan of BMSNet is initially set to identify the details of more than 20 classifications of each different cell type. However, the trivial maturation differences are difficult to identify, even for well-trained hematological specialists, as reported by a previous investigator [19]. For example, it is typical to identify the same cell as a promyelocyte at first sight but as a myelocyte at the next recognition. Therefore, we merge the cell categories into seven groups plus an unable to identify group based on the FCM grouping system for training the AI model. Simplifying the grouping system increased the recognition rate and facilitated comparison with our gold standard, namely, FCM. However, the detailed maturation recognition in the myeloid and erythroid series was abandoned. Dysmorphic features of hematopoietic cells cannot be recognized correctly by the current BMSNet model. This could explain why the performance in terms of the ROC curve is poor for MDS cases. We suggested that the results be reviewed by well-trained hematologists before AI interpretation translates them into clinical data.

On the basis of our ROC curve test, the percentages of blasts correlated well between FCM and the pathologists. As the pathologists also used immunohistochemistry stains for subgroup identification, better performance was realized compared with the hematologists and the BMSNet model. Overall, our BMSNet model performed well, except for MDS with more than 20% blasts. The morphology of blasts in acute leukemia is more uniform and easy to identify, whereas the blasts in MDS are relatively polymorphic, deformed, and difficult to recognize, which may be the cause of the higher misidentification rate of AI compared with the well-trained hematologists and pathologists, who use special immunohistochemistry staining. In addition, several limitations have been identified. The image quality depends on several clinical factors, which include the quality of the bone marrow aspiration, the clinical disease condition, the smear preparation, and the image acquisition. This may cause BMSNet to inaccurately recognize all cells; therefore, the average precision was only 67.4% in cell recognition. However, BMSNet attempts to detect as many objects as possible, including even fragmented cells. Fortunately, these unclear cells were often classified as unable to identify and may not affect the performance in clinical practice. This might explain why BMSNet showed a poorer performance in the development cohort than in the validation cohort and the competition cohort.

Acute leukemia is defined as more than 20% blasts in the bone marrow. Therefore, the recognition of blasts is highly important. Furthermore, CD markers facilitate the diagnosis and classification of blasts in identifying the subtypes of leukemia. In FCM, blasts with expressions of CD13, CD33, CD117, and myeloperoxidase are defined as myeloblasts, and those with expressions of CD10, CD19, and terminal deoxytransferase are defined as B lymphoblasts [20]. In the beginning, we planned to identify three kinds of blasts: myeloblasts, lymphoblasts, and monoblasts. However, the variations in the patients’ cell sizes, granularities, and textures hindered recognition, even by a well-trained hematologist. We can increase the recognition accuracy by grouping the blast subtypes. Using BMSNet, we can precisely and quickly detect the percentage of blasts and estimate the leukemia severity. We can quickly evaluate the treatment efficacy of leukemia through BMSNet; however, it is difficult to detect the level of MRD. A larger scale dataset may be needed for the further development of a model for MRD detection.

Strengths

The performance of our BMSNet model was similar to that of the hematologists. With the AI revolution that was initiated by AlexNet's victory in 2012 [21], deep learning models have been shown to realize human-level performance and to be effective when large annotated datasets are available [10,22-24]. In several famous cases in the medical field, expert-level performance was also realized, such as in the detection of lymph node metastases [25] and in diabetic retinopathy classification [26]. Our approach realized the same performance in the morphological assessment of bone marrow smears in the validation cohort and in the competition cohort. Several years are needed to train an experienced hematologist, and the performance of BMSNet was at least as high as the performances of the hematologists with more than 1 year of training. A well-trained AI model can help hospitals that lack hematologists and can save a substantial amount of time for experienced hematologists.

Limitations

Several limitations of this study have been identified. First, the studied photos were captured by experienced technicians, who needed to adjust the focal length and brightness. An optimal process is to use an automatic slide scanner to avoid the operator effect. However, the 1000× photos were necessary for the careful identification of morphological, cytological, and inclusion details [2]. The current best automatic slide scanner can only provide 600× photos. Moreover, we regarded the operation of the microscope as a general technology. This will not affect the application of BMSNet, and other researchers can repeat our work. Second, we compared BMSNet’s performance with those of only six visiting staff members. Although BMSNet and the visiting staff members have realized near-perfect performances compared with the FCM results, comparisons should be made with additional experts to further evaluate the performance of BMSNet.

Conclusions

In conclusion, we established a deep learning model, namely, BMSNet, for assisting hematologists in reading bone marrow smears. The collaboration between hematologists and AI can save a substantial amount of time and can ensure the consistency of the interpretation results. Moreover, this approach may also facilitate the training of inexperienced students. Future research can expand the database for the detection of additional classes of each cell.
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Abstract

Background: Coding of underlying causes of death from death certificates is a process that is nowadays undertaken mostly by humans with potential assistance from expert systems, such as the Iris software. It is, consequently, an expensive process that can, in addition, suffer from geospatial discrepancies, thus severely impairing the comparability of death statistics at the international level. The recent advances in artificial intelligence, specifically the rise of deep learning methods, has enabled computers to make efficient decisions on a number of complex problems that were typically considered out of reach without human assistance; they require a considerable amount of data to learn from, which is typically their main limiting factor. However, the CépiDc (Centre d’Épidémiologie sur les causes médicales de Décès) stores an exhaustive database of death certificates at the French national scale, amounting to several millions of training examples available for the machine learning practitioner.

Objective: This article investigates the application of deep neural network methods to coding underlying causes of death.

Methods: The investigated dataset was based on data contained from every French death certificate from 2000 to 2015, containing information such as the subject’s age and gender, as well as the chain of events leading to his or her death, for a total of around 8 million observations. The task of automatically coding the subject’s underlying cause of death was then formulated as a predictive modelling problem. A deep neural network–based model was then designed and fit to the dataset. Its error rate was then assessed on an exterior test dataset and compared to the current state-of-the-art (ie, the Iris software). Statistical significance of the proposed approach’s superiority was assessed via bootstrap.

Results: The proposed approach resulted in a test accuracy of 97.8% (95% CI 97.7-97.9), which constitutes a significant improvement over the current state-of-the-art and its accuracy of 74.5% (95% CI 74.0-75.0) assessed on the same test example. Such an improvement opens up a whole field of new applications, from nosologist-level batch-automated coding to international and temporal harmonization of cause of death statistics. A typical example of such an application is demonstrated by recoding French overdose-related deaths from 2000 to 2010.

Conclusions: This article shows that deep artificial neural networks are perfectly suited to the analysis of electronic health records and can learn a complex set of medical rules directly from voluminous datasets, without any explicit prior knowledge. Although not entirely free from mistakes, the derived algorithm constitutes a powerful decision-making tool that is able to handle structured medical data with an unprecedented performance. We strongly believe that the methods developed in this article are highly reusable in a variety of settings related to epidemiology, biostatistics, and the medical sciences in general.

(JMIR Med Inform 2020;8(4):e17125) doi:10.2196/17125
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**Introduction**

The availability of up-to-date, reliable mortality statistics is a matter of significant importance in public health—related disciplines. As an example, the monitoring of leading causes of deaths is an important tool for public health practitioners and has a considerable impact on health policy—related decision-making processes [1-6]. The collection of said data, however, is complex, time-consuming, and usually involves the coordination of many different actors, starting from medical practitioners writing death certificates following an individual’s passing, to the finalized mortality statistics’ diffusion by public institutions. One example of a nontrivial task involved in this process is the identification of the underlying cause of death from the chain of events reported by the medical practitioner in the death certificate [7]. According to the International Statistical Classification of Diseases and Related Health Problems, the underlying cause of death is defined as “(a) the disease or injury which initiated the train of morbid events leading directly to death, or (b) the circumstances of the accident or violence which produced the fatal injury” [8]. As underlying causes of death are the main information used in the tabulation of mortality statistics, extracting them from death certificates is of paramount importance.

Nowadays, in order to preserve spatial and temporal comparability, the underlying cause of death is usually identified from an expert system [9], such as the Iris software (The Iris Institute) [10], a form of artificial intelligence that encodes a series of World Health Organization (WHO)—defined coding rules as an entirely hand-built knowledge base stored in decision tables [10]. Unfortunately, these decision systems fail to handle a significant amount of more complex death scenarios, typically including multiple morbidities or disease interactions. These cases then require human evaluation, consequently leading to a time-consuming coding process, potentially subject to distributional shift across both countries and years, sensibly impairing the statistics’ comparability.

In the past few years, the field of artificial intelligence has been subject to a significant expansion, mostly led by the recent successes encountered in the application of deep artificial neural network—based predictive models in various tasks, such as image analysis, voice analysis, or natural language processing. These methods have been known to outperform expert systems but usually require vast amounts of data on which to train to do so, which is oftentimes prohibitive. On the other hand, a number of countries, including France, have been storing their death certificates, along with their derived underlying causes, in massive databases, thus providing an optimal setting to use deep learning methods.

The following article formulates the process of extracting the underlying cause of death from death certificates as a statistical predictive modelling problem and proposes to solve it with a deep artificial neural network. The following section focuses on describing the structured information contained in a death certificate. The Methods section introduces the neural network architecture used for the task of predicting the underlying cause of death. The Results section reports the performances obtained from training the neural network on French death certificates from 2000 to 2015—about 8 million training examples—as well as a comparison with prediction performances obtained using the Iris software, the current state-of-the-art for this predictive task and solution used in numerous countries for underlying cause of death coding. Finally, the Practical Application section showcases the potential use of the presented approach in epidemiology with a focus on opioid overdose—related deaths in France.

**Methods**

**Dataset**

The dataset used during this study consists of every available death certificate found in the CépiDc (Centre d’épidémiologie sur les causes médicales de Décès) database from 2000 to 2015 and their associated cause of death, coded either by human experts or the Iris software depending on the certificate’s complexity. The entire dataset represents over 8 million training examples and records various information about their subjects, with varying predictive power with regard to the underlying cause of death. This article aims to derive a deep neural network—based predictive model explaining the underlying cause of death from the information contained within death certificates by solving the following modelling problem:

$$P(UCD|DC) = f(DC)$$  \hspace{1cm} (1)

with $DC$ representing the information contained in a French death certificate, $UCD$ representing its corresponding underlying cause of death, and $f$ representing a neural network—based predictive function.

In order to model the underlying cause of death from this information, the following items were selected as explanatory variables: (1) the causal chain of events leading to death, (2) age, (3) gender, and (4) year of death.

**Causal Chain of Death**

The causal chain of death constitutes the main source of information available on a death certificate in order to devise its corresponding underlying cause of death. It typically sums up the sequence of events that led to the subject’s death, starting from immediate causes, such as cardiac arrest, and progressively expanding into the individual’s past to the underlying causes of death (see Figure 1). The latter being the target of the investigated predictive model, the information contained in the causal chain of death is of paramount importance to the decision process leading to the underlying cause of death’s establishment. In order to enforce the comparability of death statistics across countries, the coding of the underlying cause of death from the causal chain of events is defined from a number of WHO-issued rules, oftentimes reaching casuistry on more complex situations [11].
The WHO provides countries with a standardized causal chain of events format, which France, alongside every country using the Iris software, follows. This WHO standard asks of the medical practitioner in charge of reporting the events leading to the subject’s passing to fill out a two-part form in natural language. The first part is comprised of four lines, in which the practitioner is asked to report the chain of events, from immediate to underlying cause, in inverse causal order (ie, immediate causes are reported on the first lines and underlying causes on the last lines). Although four lines are available for reporting, they need not all be filled. In fact, the last available lines are rarely used by the practitioner (eg, line four was used less than 20% of the time in the investigated dataset). The second part is comprised of two lines in which the practitioner is asked to report any “other significant conditions contributing to death but not related to the disease or condition causing it” [12] that the subject may have been suffering from. Although this part might seem at first sight to have close to no impact on the underlying cause of death, some coding rules ask that the latter should be taken from this part of the death certificate. As an example, the underlying cause of death of an individual with AIDS who died from Kaposi’s sarcoma should be coded as AIDS, although this condition might be considered by the medical practitioner as a comorbidity and, as such, written on the certificate’s second part. Consequently, this part of the death certificate also presents some vital information for the investigated predictive model and, as such, should be included as input variable.

In order to counter the language-dependent variability of death certificates across countries, a preprocessing step is typically applied to the causal chain of events leading to the individual’s death, where each natural language–based line on the certificate is converted into a sequence of codes defined by the 10th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-10). The ICD-10 is a medical classification defined by the WHO [8] defining 14,199 medical entities [13] (eg, diseases, signs and symptoms, among others) distributed over 22 chapters and encoded with three or four alpha decimal symbols (ie, one letter and 2 or 3 digits), 7404 of which are present in the investigated dataset. The WHO-defined decision rules governing the underlying cause of death process are actually defined from this ICD-10–converted causal chain, and the former is to be reported as a unique ICD-10 code.

The processed causal chain of death, in its encoded format, can be assimilated as a sequence of six varying-length sequences of ICD-10 codes. In order to simplify both the model and computations, this hierarchical data structure will hereon be assimilated, as seen in Figure 2, as a padded 6-by-20 grid of ICD-10 codes, with rows and columns denoting a code’s line and rank in line, respectively; 20 is the maximal number of ICD-10 codes found on a causal chain line in all certificates present in the investigated dataset. Several more subtle approaches to this grid-like assimilation were explored prior to the experiment reported in this article, but all yielded models with significantly inferior predictive power. Although this encoding scheme apparently prevents the encoding to handle death certificates with at least one line containing more than 20 codes, the model introduced further sees no such limitation. Bigger certificates can be processed without trouble with an appropriately larger code matrix encoding, with theoretically no significant loss in performance, since the model is translation invariant [14].
Figure 2. Causal chain of death encoded as a 3D tensor. Each node represents an ICD-10 code as a 7404-dimensional dummy variable. Its row and column positions respectively denote the corresponding code’s line and rank in the corresponding certificate. \( C_{i,j} \) denotes the \( j \)th code at the \( i \)th line in the death certificate; ICD-10: 10th revision of the International Statistical Classification of Diseases and Related Health Problems.

The question of encoding ICD-10 codes in a statistically exploitable format is another challenge in itself. A straightforward approach would be to factor each ICD-10 code as a 7404-dimensional dummy variable. This simple encoding scheme might, however, be improved upon, typically by exploiting the ICD-10 hierarchical structure by considering codes as sequences of character. This approach was investigated, but yielded significantly lower results. As a consequence, the results reported in this article only concern the dummy variable encoding scheme.

Miscellaneous Variables
From gender to birth town, a death certificate contains various additional information items on its subject besides the chain of events leading to death. As some of these items are typically used by both Iris and human coders to decide the underlying cause of death, they present an interest as explanatory variables for the investigated predictive model. After consultation with expert coders, the following items available on French death certificates were selected as additional exogenous variables:

1. Gender: two states of categorical variables.
2. Year of death: 16 states of categorical variables.
3. Age, factorized into 5-year intervals from subjects less than 1 year old, which were divided into two classes.

Neural Architecture
With the death certificate and its selected variables converted into a format enabling analysis, the underlying cause of death extraction task can be solved by estimating its corresponding ICD-10 code’s probability density, conditioned on the explanatory variables defined previously:

\[
P(UCD|CCD,A,Y,G;\Theta) = f_\Theta(CCD,A,Y,G) \quad (2)
\]

with \( UCD \in \mathbb{R}^{7404} \) representing the underlying cause of death, \( CCD \in \mathbb{R}^6 \times \mathbb{R}^{20} \times \mathbb{R}^{7404} \) representing the ICD-10 grid-encoded causal chain of death, \( A \in \mathbb{R}^{25} \) representing the categorized age, \( Y \in \mathbb{R}^{16} \) representing the year of death, \( G \in \mathbb{R}^2 \) representing the gender, and \( f_\Theta \) representing a mapping from the problem’s input space to its output space, parameterized in \( \Theta \), a real-valued vector, typically a neural network.

Although properly defined, the investigated prediction problem still presents significant challenges for traditional statistical modelling methods. First, it is expected that the relationship between the input variables and the investigated regressand should be highly nonlinear, whereas most statistical modelling techniques are typically used in linear settings. Feed-forward neural networks [15], however, were developed as powerful nonlinear expansions of traditional linear or logistic regressions with state-of-the-art performance in a wide variety of tasks, typically in computer vision and natural language processing. Although the currently investigated modelling problem does not fall into one of these categories, recent advances in both deeply inspired the neural architecture presented in this article, which can be seen in Figure 3 and can be decomposed as follows:
1. Linear projections are applied to each one-hot encoded categorical variable [16] (ie, one linear projection is shared for all ICD-10 codes present in the causal chain of death), with all linear projections sharing the same output space dimension.

2. The miscellaneous variables’ projections are added to all of the projected grid’s elements.

3. The resulting grid is used as input to a convolutional neural network [17].

4. A multinomial logistic regression (ie, softmax regression) targeting the underlying cause of death is performed on the convolutional neural network’s output [18].

5. All model parameters (ie, from both the linear projections and the convolutional network) are adjusted by minimizing a cross-entropy objective using gradient-based optimization. The model’s gradients are computed using the backpropagation method [15].

The authors feel that the formal definition of all the model’s constituents fall outside the scope of this article. The interested reader will, however, find a complete description of the model in Multimedia Appendix 1, as well as a fully implemented example, written with Python and TensorFlow, in Falissard [19]. We also encourage interested readers to explore the multiple articles that influenced this architecture’s design, which are all available in the bibliography [16,20-22].

**Training and Evaluation Methodology**

The investigated model was trained using all French death certificates from 2000 to 2015. A total of 10,000 certificates were randomly excluded from each year and spread into a validation set for hyper-parameter fine-tuning, and a test dataset for unbiased prediction performance estimation (5000 each), resulting in three datasets with the following sample sizes:

1. Training dataset: 8,553,705 records.
2. Validation and test dataset: 80,000 records each.

Being approximately 1% of the training set’s size, the validation and test sets might appear unreasonably small. This is, however, standard practice in the machine learning academic literature when handling big datasets (ie, several millions of training examples) [23]. In addition, the final model shows the same performances on the validation and test sets—up to a tenth of a percent—thus constituting strong evidence as to the sample distribution’s stability.

The model was implemented with TensorFlow [24], a Python-based distributed machine learning framework, on two NVIDIA RTX 2070 GPUs (graphics processing units) simultaneously using a mirrored distribution strategy. Training was performed using a variant of stochastic gradient descent, the Adam optimization algorithm.

The numerous hyper-parameters involved in the model and optimization process definition were tuned using a random search process. However, due to the significant amount of time required to reach convergence on the different versions of the model trained for the experiment (ie, around 1 week per model), only three models were trained, the results displayed below being reported from the best of them, in terms of prediction accuracy on the validation set. The interested reader will find a complete list of the hyper-parameters defining this model in Multimedia Appendix 1 (see Table MA1-1). Given the considerably small hyper-parameter exploration performed for the experiment reported in this article, the authors expect that...
better settings might provide with a slight increase in prediction performance. However, given the successful results obtained and the computational cost of a finer tuning, a decision was taken to not further the exploration.

After training, the model’s predictive performance was assessed on the test dataset, which was excluded prior to training as mentioned earlier, and compared to that of the Iris software, nowadays considered as the state-of-the-art in automated coding and internationally used. In order to ensure a fair comparison between the two systems, Iris’ performances were assessed on the test set as well and given the same explanatory variables. As is done traditionally in the machine learning academic literature, the predictive performance is reported in terms of prediction accuracy, namely the fraction of correctly predicted codes in the entire test dataset.

The Iris software’s automatic coding accuracy was assessed with two distinct values resulting from the software’s ability to automatically reject cases considered as too complex to be handled by the decision system. As a consequence, a first accuracy measurement—the lowest one—was assessed considering rejects as ill-predicted cases, while the second one excluded these rejects from the accuracy computation, thus yielding an improved estimate. In order to present the reader with a more comprehensive view of both approaches’ performances, these accuracy metrics were also derived on a per-chapter basis, again on the same test set.

**Results**

**Overview**

The neural network–based model was trained as described previously for approximately 5 days and 18 hours, and its predictive performance as well as that of Iris are reported in Table 1.

The neural network–based approach to the automated coding of underlying cause of death significantly outperforms the state-of-the-art regarding both metrics. Indeed, even when compared to Iris’ performance on nonrejected cases, the error rate offered by the proposed approach is 3.4 times lower. This performance difference increases to an 11-fold decrease when including rejected cases in Iris performance.

| Table 1. Prediction accuracy of Iris and the best derived predictive model derived by bootstrap. |
|-------------------------------------------------|---------------------------------|------------------|
| Selected approach                              | Prediction accuracy            | 95% CI           |
| Iris overall accuracy                          | 0.745                          | 0.740-0.750      |
| Iris on nonrejected certificates               | 0.925                          | 0.921-0.928      |
| Proposed approach                              | 0.978                          | 0.977-0.979      |

In addition, Figure 4 shows the model’s error rates per ICD-10 chapter, alongside the latter’s prevalence. In this plot, chapter VII—diseases of the eye and adnexa—appears as a strong outlier in terms of error rate. Although not statistically significant (ie, only 3 death certificates among the 80 thousands sampled for the test set have a chapter VII–related underlying cause of death), this observation might indicate that the training set does not have a big enough sample size to allow the model to handle extremely rare cases such as chapter VII–related death certificates, which might better be handled by a hand-crafted, rule-based decision system.
Figure 4. The top plot shows the relevance of underlying causes (by ICD-10 chapter) against ICD-10 chapter-level model error rate. The bottom plot is a zoom on the top plot’s bottom left-hand corner. ICD-10: 10th revision of the International Statistical Classification of Diseases and Related Health Problems.

Finally, Figure 5 shows the per-chapter difference in error rate between the proposed neural network approach and the Iris software, on nonrejected certificates. As previously hypothesized, the Iris software outperforms the deep learning approach on diseases of the eyes and adnexa-related death certificates (chapter VII), although still not significantly. Even if the Iris software is beaten in every other chapter, a case should be made from never-appearing chapters. Indeed, a number of chapters—namely, chapters XIX, XXI, and XXII—are not observed as underlying causes in the test dataset, strongly indicating that they might benefit from a set of hand-crafted rules, as do chapter VII-related certificates, if they were to appear in extremely rare cases.
Figure 5. The top plot shows the difference in error rate between the proposed model and the Iris software versus ICD-10–chapter prevalence as underlying cause. The bottom plot is a zoom on the top plot’s bottom left-hand corner. ICD-10: 10th revision of the International Statistical Classification of Diseases and Related Health Problems.

Error Analysis

Although the proposed approach significantly outperforms the current state-of-the-art that is the Iris software, neural network–based methods are known to present several drawbacks that can significantly limit their application in some situations. Typically, the current lack of systematic methods to interpret and understand neural network–based models and their decision processes can lead the former to perform catastrophically on ill-predicted cases, independently from their high predictive performances.

As a consequence, the proposed model behavior in ill-predicted cases requires careful analysis. In addition, the system’s performance can potentially benefit from such an investigation. For instance, although the model outperforms Iris on average,
there might some highly nonlinear exceptions that are better fit to rule-based decision systems, in which case a hybrid approach could, by using the best of both worlds, again yield performance gains.

Although assessing per-chapter error rates, as previously shown, constitutes a simple, straightforward approach to understanding the model’s weakness, much more can be done to gain insight into the model’s behavior. As an example, it only feels natural, after identifying cases incorrectly predicted by the investigated model, to assess the nature of errors made by the latter. As aforementioned, neural network–based classifiers tend to, in misprediction cases, output answers unreasonably far from the ground truth. One should, however, expect from a good predictive model to, in error cases, output predictions as close as possible to the correct answer. Figure 6 displays an ICD-10 chapter–level confusion matrix built from ill-predicted test cases, and shows that, besides chapter VII, most of the errors remain in the same chapter as the ground truth, indicating some degree of model robustness.

Figure 6. The left-hand plot shows the distribution of wrong predictions per ICD-10 chapter versus their ground truth (the lighter the rarer). The right-hand plot shows the same distribution’s modes. Apparent missing values in both plots correspond to chapters either not represented in the test dataset or on which no mistakes were made. ICD-10: 10th revision of the International Statistical Classification of Diseases and Related Health Problems.

The model’s error behavior can also be investigated from a calibration fitness perspective. As aforementioned, some artificial neural network–based models have been known to behave quite poorly in ill-predicted cases, which could constitute a highly undesirable phenomenon when handling health data. When the model is being fit in a similar fashion to multinomial logistic regression, it does not directly learn to predict an ICD-10 code, but instead estimates a discrete conditional probability distribution across all possible codes. The prediction, defined as the argument of the maxima on said distribution, is consequently associated with a probability weight that, when properly calibrated, can be considered as a confidence score on individual model predictions. Typically, a well-calibrated predictive model would be expected to show high confidence in cases where the prediction is correct, and a low one when mispredicting. Bar plots of said prediction confidences can be found in Figure 7 and clearly show a strong tendency for the model to be more confident in its prediction in correctly predicted cases.
If predicting incorrect values with low confidence is a desirable behavior for a predictive model, associating the ground truth with high probabilities, even in misprediction cases, should be of equal importance. This is typically assessed by evaluating whether each test set subject’s corresponding ground truth is contained in the \( k \) most probable values present in the model’s corresponding outputted distribution. This type of metric is typically denoted as the model’s top-\( k \) accuracy, and helps in assessing a model’s ability to give high confidence to correct values, even when mispredicting. Although the academic machine learning literature typically makes use of the top-5 accuracy in such cases, the investigated model was investigated with a top-2 accuracy only. Indeed, most death certificates present in the dataset display causal chains of events with five or less ICD-10 codes, with the underlying cause of death being one of them. It is consequently reasonable to expect the model to output these five codes as most probable, thus leading to a high but meaningless top-5 accuracy. The assessed top-2 accuracy can be found in Table 2, and strongly indicates that the model consistently associates correct underlying causes of death with higher probabilities, even in ill-predicted cases.

Table 2. Accuracies on codes wrongly predicted by the proposed model, and the model’s top-2 accuracy.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second-most probable code prediction accuracy on ill-predicted certificates</td>
<td>0.663</td>
<td>0.641-0.685</td>
</tr>
<tr>
<td>Proposed model’s top-2 accuracy</td>
<td>0.993</td>
<td>0.992-0.993</td>
</tr>
</tbody>
</table>

A richer, although more time-consuming, error analysis can be derived from human observation of each error case by an underlying cause of death coding specialist. To do so, 96 of the 1777 ill-predicted death certificates in the test set were selected at random and shown to the medical practitioner referent and final decision maker on underlying cause of death coding in France, who gave the following for each of the selected certificates:

1. Her personal opinion of what each certificate’s corresponding underlying cause should be.
2. A qualitative comment on the investigated model’s error.

The aforementioned underlying causes obtained were then confronted with both the actual values contained in the dataset and those predicted by the derived model, leading to the following observations:

1. In 41% (39/96) of cases, the referent agreed with the model’s predictions.
2. In 38% (36/96) of cases, the referent agreed with the underlying cause present in the dataset.
3. In 22% (21/96) of cases, the referent disagreed with both of them.

From these certificates, 4 were randomly selected where the medical referent disagreed with the proposed predictive model, and these are displayed in Multimedia Appendix 1. These errors can be grouped into three distinct categories:

1. Certificates displayed in Tables MA1-2 and MA1-3 are mistakes depending on highly nonlinear, almost casuistic rules and are typical examples of scenarios where a hybridized deep learning- and expert-based system should be beneficial.
2. The certificate displayed in Table MA1-4 constitutes a rare, complex death scenario that would require the expertise of a medical referent.
3. The certificate displayed in Table MA1-5 is compatible with several underlying causes of death, and the underlying cause of death ICD-10 code’s fourth character is left at the coder’s discretion.

It appears from this experiment that the derived predictive model’s coding can be considered as comparable in quality to
the actual process responsible for the production of that of the investigated dataset. In addition, a qualitative analysis of the medical practitioner’s comments on the model’s mistakes showed that 30% of errors committed by the predictive model are related to casuistic exceptions in coding rules, such as nonacceptable codes as underlying causes of death. Such an observation strongly reinforces the hypothesis that a hybrid expert system–deep learning approach should improve the presented system’s coding accuracy.

Availability of Data and Materials
The data that support the findings of this study are available from the French Epidemiological Centre for the Medical Causes of Death, but restrictions apply to the availability of these data, which were used under license for this study, and so are not publicly available. Data are, however, available from the French Epidemiological Centre for the Medical Causes of Death upon reasonable request.

Discussion
Principal Findings
The results of the previous handmade error analysis raise some questions regarding the underlying cause of death coded in the training dataset’s quality, as well as its impact on the proposed predictive model. Indeed, both the Iris software and the human coders are not exempt from making mistakes, thus making the underlying cause of death ground truth not entirely reliable. Investigation of human coder performances have already been conducted and reported intercoder and intracoder agreements as low as 70% and 89%, respectively, on more complex cases [25]. These scores can, at least partially, be explained by the subtle differences sometimes existing between codes denoting similar pathologies. The ICD-10’s granularity can sometimes render the underlying cause of death decision process slightly stochastic for human coders. A well-known example of this phenomenon can be seen in the previously shown error example, with diabetes-related deaths. However, measurement noise has always been an ubiquitous part of medical datasets, and expecting a perfect, deterministic coding process based on human decisions seems somewhat unreasonable. In addition, statistical predictive models, which deep learning models are, have been known to perform relatively well when confronted with noisy datasets. Finally, the model’s substantial predictive performances make a strong argument toward the ground truth underlying cause of death’s coding quality.

Finally, the necessity of including the miscellaneous variables in the model should be thoroughly assessed. Indeed, although these variables are usually available in a straightforward fashion on death certificates, minimizing the amount of additional information given to the model is a topic of importance. The year and age variables both have an a priori known, deterministic effect on the coding process.

The age variable explicitly intervenes in some WHO-defined rules. As an example, neonatal deaths (<28 days) are subject to an entirely different set of both ICD-10 codes and rules [8]. As a consequence, excluding any information on the subject’s age from the model would deterministically impair its predictive performances.

Strictly speaking, the subject’s year of passing should only have a limited effect on the underlying cause of death. However, the WHO-defined coding rules are subject to changes over the years, from the addition of new ICD-10 codes to changes in the decision processes themselves [26]. As a consequence, the model should benefit, in terms of predictive performance, from being able to differentiate between different years. In addition, including this variable in the model would allow practitioners to recode entire parts of the dataset with rules learned from a given year, thus smoothing temporal distribution variabilities.

The gender variable, however, does not appear to influence any coding rules, but was added following the French cause of death coding medical expert’s opinion. In order to assess its interest in the investigated decision process, an ablation study was realized. The proposed model was trained with the gender variable excluded, leading to no significant change in prediction performance, strongly supporting the thesis that the gender information does not influence the decision process and should not be included in future related works.

Practical Application: Recoding the 2012 French Overdose Anomaly
The topic of overdose-related death monitoring has recently drawn the attention of public health agencies around the world, specifically in light of the opioid-related sanitary crisis recently witnessed in the United States. Causes-of-death data constitute an information source of choice to investigate such topics. In France, the CépiDc database was used to assess the evolution of overdose-related deaths from 2000 to 2015, by counting, for each year, the number of deaths associated with the following underlying causes (ICD-10 codes shown in parentheses):

1. Opioid- and cannabis-related disorders (ICD-10 codes beginning with F11 and F12).
2. Cocaine-, hallucinogen-, and other stimulant-related disorders (F14 to F16).
3. Other psychoactive substance–related disorders (F19).
4. Accidental poisoning by, and exposure to, narcotics and psychodysleptics, not elsewhere classified (X42).
5. Intentional self-poisoning by, and exposure to, narcotics and psychodysleptics, not elsewhere classified (X62).
6. Poisoning by, and exposure to, narcotics and psychodysleptics, not elsewhere classified, with undetermined intent (Y12).

The resulting trajectory can be found in Figure 8 and shows a significant decline in overdose-related deaths in 2011 and 2012.
Although this punctual reduction can be at least partially explained by observed decreases in both heroin purity [27] and heroin overdose–related deaths [28] in the same time period, confrontation with results obtained from an independent source, the DRAMES (Décès en Relation avec l’Abus de Médicaments Et de Substances) dataset, suggests another hypothesis. The DRAMES study constitutes a nonexhaustive inventory of overdose-related deaths detected in French Legal Medicine Institutes. As a nonexhaustive database, its death count should not exceed the value obtained from the CépiDc database. As can be seen in Figure 8, this logical assertion is true for all years from 2009 to 2013, with a notable exception of 2012. This discrepancy might be explained by a coding process deficiency, a hypothesis that can easily be verified by recoding every certificate from 2012 and comparing the number of overdose-related deaths in both situations.

The model derived in the previous experiment was used to recode every French death certificate from 2000 to 2015, with the year of coding set to 2015 to prevent any discrepancy related to coding rule variation. The overdose-related deaths were then selected from the predicted underlying causes of death following the aforementioned methodology. The resulting curve can be seen in Figure 9, alongside the official curve, and clearly shows a smoother decrease in opioid-related deaths. The discrepancy with the DRAMES database, in addition, disappears when considering the recoded underlying causes of deaths.

Figure 8. The left-hand plot shows the evolution of overdose-related deaths from 2000 to 2015 in France. The sudden decrease in 2012 appears anomalous. The right-hand plot shows the comparison with DRAMES (Décès en Relation avec l’Abus de Médicaments Et de Substances) data, a nonexhaustive, independent data source, which finds more deaths in 2012 than the exhaustive CépiDc (Centre d’épidémiologie sur les causes médicales de Décès) database.

Figure 9. The left-hand plot shows the evolution of opioid overdose–related deaths from 2000 to 2015 in France, either coded with Iris and human coders (orange) or with the proposed approach (blue). The 2012 gap, although still present, is much smoother when using predicted underlying causes. The right-hand plot shows the comparison with DRAMES (Décès en Relation avec l’Abus de Médicaments Et de Substances) data. The contradiction with the CépiDc (Centre d’épidémiologie sur les causes médicales de Décès) database is entirely corrected with the predicted causes.

Conclusions

In this article, we presented a formulation of the underlying cause of death coding from death certificates as a statistical modelling problem, which was then addressed with a deep artificial neural network, setting a new state-of-the-art. The derived model’s behavior was thoroughly assessed following different approaches in order to identify potentially harmful biases and assess the potential of a hybrid approach mixing a rule-based decision system and statistical modelling. Although the proposed solution significantly outperformed any other existing automated coding approaches on French death certificates, the question of model transferability to other countries requires more investigation. Indeed, the problem of distribution shift is well known in the machine learning context.
community and can significantly impair the model’s quality [29].

The authors feel confident that the model should perform with similar predictive power on other countries’ death certificates with little to no supplementary effort necessary, even though this claim requires some experimental validation, unrealizable without international cooperation. To conclude, this article shows that deep artificial neural networks are perfectly suited to the analysis of electronic health records and can learn a complex set of medical rules directly from voluminous datasets, without any explicit prior knowledge. Although not entirely free from mistakes, the derived algorithm constitutes a powerful decision-making tool able to handle structured, medical data with unprecedented performance. We strongly believe that the methods developed in this article are highly reusable in a variety of settings related to epidemiology, biostatistics, and the medical sciences in general.
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Abstract

Background: Combination therapy plays an important role in the effective treatment of malignant neoplasms and precision medicine. Numerous clinical studies have been carried out to investigate combination drug therapies. Automated knowledge discovery of these combinations and their graphic representation in knowledge graphs will enable pattern recognition and identification of drug combinations used to treat a specific type of cancer, improve drug efficacy and treatment of human disorders.

Objective: This paper aims to develop an automated, visual approach to discover knowledge about combination therapies from biomedical literature, especially from those studies with high-level evidence such as clinical trial reports and clinical practice guidelines.

Methods: Based on semantic predications, which consist of a triple structure of subject-predicate-object (SPO), we proposed an automated algorithm to discover knowledge of combination drug therapies using the following rules: 1) two or more semantic predications (S₁-P-O and Sᵢ-P-O, i = 2, 3…) can be extracted from one conclusive claim (sentence) in the abstract of a given publication, and 2) these predications have an identical predicate (that closely relates to human disease treatment, eg, “treat”) and object (eg, disease name) but different subjects (eg, drug names). A customized knowledge graph organizes and visualizes these combinations, improving the traditional semantic triples. After automatic filtering of broad concepts such as “pharmacologic actions” and generic disease names, a set of combination drug therapies were identified and characterized through manual interpretation.

Results: We retrieved 22,263 clinical trial reports and 31 clinical practice guidelines from PubMed abstracts by searching “antineoplastic agents” for drug restriction (published between Jan 2009 and Oct 2019). There were 15,603 conclusive claims locally parsed using the search terms “conclusion*” and “conclude*” ready for semantic predications extraction by SemRep, and 325 candidate groups of semantic predications about combined medications were automatically discovered within 316 conclusive claims. Based on manual analysis, we determined that 255/316 claims (78.46%) were accurately identified as describing combination therapies and adopted these to construct the customized knowledge graph. We also identified two categories (and 4 subcategories) to characterize the inaccurate results: limitations of SemRep and limitations of proposal. We further learned the predominant patterns of drug combinations based on mechanism of action for new combined medication studies and discovered 4 obvious markers (“combin*,” “coadministration,” “co-administered,” and “regimen”) to identify potential combination therapies to enable development of a machine learning algorithm.

Conclusions: Semantic predications from conclusive claims in the biomedical literature can be used to support automated knowledge discovery and knowledge graph construction for combination therapies. A machine learning approach is warranted to take full advantage of the identified markers and other contextual features.

(JMIR Med Inform 2020;8(4):e18323) doi:10.2196/18323
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combined drug therapy; knowledge graph; knowledge discovery; semantic predications

Introduction

Background
Combination drug therapy is a therapeutic intervention in which multiple drugs are administered, particularly in patients with malignant neoplasms [1,2]. Compared with single-agent therapy, the synergistic interaction of combined medications significantly improves drug efficacy, shortens disease course, delays or avoids drug resistance, and reduces both toxicity and other side effects without loss of efficacy. The combination of several existing drugs with compatible mechanisms of action has been reported as an alternative approach to advance the success of drug repositioning [3]. The characteristics of combination therapies make them a practical alternative to standard approaches, with the potential to save billions of dollars on research and development of new drugs, particularly in the absence of effective monotherapies for many types of cancer and other diseases (such as autoimmune and psychiatric conditions), and more than 6700 rare diseases for which no therapies are available [3].

In recent decades, massive efforts have been made to employ combined therapeutic agents to improve treatment of human disorders such as specific cancers [2,4], malignancies such as lymphocytic leukemia [1], and hypertension [5]. PubMed houses over 175,000 publications found by searching the MeSH (Medical Subject Headings) heading “Drug Therapy, Combination” (Jan 2009 to Oct 2019). We used innovative information retrieval and semantic web technologies to discover knowledge about therapeutic drug combinations, then presented the findings in a visually intuitive knowledge graph. The resulting knowledge graph will not only support machine-understandable information for curing disease and drug efficacy screening, but also provide insights to quickly develop new therapies for untreated diseases.

In this paper, we propose a systematic, automated approach to discover knowledge about combination drug therapies in the biomedical literature (especially clinical trial reports and clinical practice guidelines with high evidence levels), and integrate the findings into knowledge graphs with customized organization and visualization. This entails the following:

1. Propose an automated algorithm to discover knowledge about combination drug therapies based on semantic predications extracted from conclusive claims in biomedical literature
2. Customize a knowledge graph to emphasize the specified drugs being combined rather than traditional triples (eg, one drug TREATS one disease)
3. Retrieve published clinical trial reports and clinical practice guidelines for algorithm verification and validation, followed by manual identification of accurate knowledge about combination drug therapies, as well as interpretation of inaccurate findings
4. Characterize the major patterns of combinations according to mechanism of action for new combined medication studies and identify potential markers as key features for machine learning-based drug combination discovery.

In the following sections, we review related work on knowledge graphs and drug-disease knowledge discovery. We then present our methodology to develop an automated algorithm to discover knowledge about combination drug therapies. A large number of clinical trial reports and clinical practice guidelines were retrieved from PubMed for algorithm verification and validation, followed by manual biocuration to verify accurate results for knowledge graph construction and to interpret inaccurate results. In the discussion we characterize the main patterns of drug combinations according to their mechanisms of action to inform new combination studies and identify markers of potential combined drug therapies to inform machine learning–based algorithm development.

Related Work

Knowledge Graph
A knowledge graph is a network-based representation of the semantic relationship between entities. Its principles have been developed by industry and academia, particularly by the semantic web community. In 1982, Hoede and Stokman used large graphs to represent knowledge extracted from medical and sociology texts [6], resulting in an expert system for quick searching and decision support for automated queries. In 2012, Google formally introduced their knowledge graph after compiling over 3.5 billion facts and relationships among 500 million objects, which is essentially a semantic enhancement of the search engine to help search real-world objects quickly and easily. At the end of 2016, Microsoft announced a large graph of concepts harnessed from billions of web pages and search logs for short text understanding, called the Concept Graph. Other frequently mentioned applications are Yahoo Spark, Facebook’s entity graph, Wikidata, Freebase, Baidu’s Knowledge Graph, and Sogou’s Knowledge Cube. Although these products differ in their architecture, operational purpose, and supported technologies, they constitute a family of knowledge graphs and together represent the precursor to a new generation of semantic search and knowledge discovery.

Many other studies on biomedical knowledge graphs have been performed since 2012, playing an indispensable role in biomedical knowledge services. Remarkable achievements encompass the organization of health information from heterogeneous textual [7], disease-symptom association learning from electronic medical records [8], presenting relationships between cells and cytokines [9], extraction of human disorder biomarkers [10], and predicting drug efficacy [11]. However, knowledge graphs have not yet been applied to organize and manage biomedical information related to combination drug therapies, especially when such knowledge comes from the direct empirical evidence of clinical research.

Biomedical Drug-Disease Knowledge Discovery
Studies on biomedical knowledge discovery mainly focus on the semantic relationships, associations, and interactions...
between biomedical entities such as diseases, drugs, signs or symptoms, target organ, genes, biomarkers, and targets. One of the most important tasks is to identify the exact relationship between a drug and disease, especially for “treatment.” Many information retrieval techniques and methods have been used to approach this problem based on predefined rules [12,13] or natural language processing [14-19] combined with machining learning [17-19]. Although predefined rules offer promising precision from biomedical texts, they are insufficient and perform poorly when parsing big data due to the noisy and variable syntactic structures within large-scale scientific texts. In comparison, natural language processing-based algorithms have generally been more successful and relatively flexible by virtue of features that parse context in literature.

Semantic Knowledge Representation, or SemRep, is a natural language processing tool based on the Unified Medical Language System (UMLS) [20]. This high-quality tool for extracted semantic predication has already been utilized for a broad range of applications such as the construction of a biomedical knowledge graph [21], identification of apparent contradictions [22], labeling for semantic relationships [23], and detection of drug-drug interactions [24] or drug-gene targets [25]. Here, we extend the application scope of SemRep by using semantic predications from conclusive sentences (eg, the conclusion section) of abstracts in biomedical literature, rather than the whole abstract, to automatically discover knowledge about combination drug therapies. The conclusion statement of a paper is the essential knowledge unit that synthesizes the knowledge content of an article and is validated by the experiment reported within the article.

Methods

Using Conclusive Sentences in the Abstract of a Publication as Knowledge Claims

There is a vast amount of published biomedical literature easily available in digital and printed format due to the rapid advance of information technology. For example, the cumulative citations of PubMed resources have exceeded 25 million, expanding with an annual growth of 0.9 million [26]. The huge amount of literature encourages the emergence of automated knowledge discovery, which could help scientists keep up with the latest scientific developments and academic achievements.

Scientific publications can be considered records of knowledge claims on a research question, supported by empirical evidence. These knowledge claims are often succinctly described in the abstract of a publication. The abstract is the most frequently accessed section of a publication and the only section used as source information in indexing databases such as PubMed. In this study, we parsed abstracts from PubMed for conclusive claims identified by the key words “conclusion*” and “conclude*” (Table 1) in order to discover knowledge about combination drug therapies.

Semantic Predication Interpretation Using SemRep

SemRep is a well-developed semantic knowledge interpreter that retrieves semantic predications (in terms of subject-predicate-object) to extract information from biomedical texts. For example, for the first claim in Table 1, SemRep would interpret the 7 semantic predications shown in Table 2, and the predications with “INFER” in the predicate was inferred based on two existing predications.

As a natural language processing driven tool, SemRep takes full advantage of UMLS knowledge sources including the Metathesaurus and Semantic Network. Briefly, the subject and object of semantic predication returned by SemRep are the preferred names of biomedical concepts in the UMLS Metathesaurus, while the predicates were derived from semantic relationships in the UMLS Semantic Network. An evaluation based on sample data with semantic type “Chemicals and Drugs” has allowed SemRep to achieve a promising degree of precision (83%) [20], which will contribute to the development of algorithms for automated knowledge discovery for combination drug therapy.

Table 1. Examples of conclusive claims from PubMed abstracts.

<table>
<thead>
<tr>
<th>PMID_Ab</th>
<th>Claim</th>
</tr>
</thead>
<tbody>
<tr>
<td>19322566.ab.15</td>
<td><strong>CONCLUSION</strong>: A combination of GTI-2040, capecitabine and oxaliplatin is feasible in patients with advanced solid tumors.</td>
</tr>
<tr>
<td>28101592.ab.10</td>
<td>In conclusion, FCM regimen allows excellent long-lasting response in previously untreated patients with FL.</td>
</tr>
<tr>
<td>21198717.ab.10</td>
<td><strong>WHAT IS NEW AND CONCLUSION</strong>: The use of novel agents such as thalidomide, bortezomib and lenalidomide for RRMM is highly prevalent in France from the first relapse.</td>
</tr>
<tr>
<td>23197589.ab.8</td>
<td>We <strong>conclude</strong> that intraventricular rituximab in combination with MTX is feasible and highly active in the treatment of drug-resistant CNS NHL that is refractory or unresponsive to IV rituximab.</td>
</tr>
</tbody>
</table>

*a PMID_Ab: PubMed reference number, abstract, sentence in which the information appears.*
Table 2. Examples of SemRep semantic predications based on a biomedical claim.

<table>
<thead>
<tr>
<th>Example claim</th>
<th>Predicate</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>19322566.ab.15 CONCLUSION:</strong> A combination of GTI-2040, capecitabine and oxaliplatin is feasible in patients with advanced solid tumors.</td>
<td><strong>Advanced Malignant Solid Neoplasm PROCESS_OF</strong></td>
<td>Patients</td>
</tr>
<tr>
<td>GTI2040</td>
<td><strong>TREATS</strong></td>
<td>Patients</td>
</tr>
<tr>
<td>GTI2040</td>
<td><strong>TREATS(INFER)</strong></td>
<td>Advanced Malignant Solid Neoplasm</td>
</tr>
<tr>
<td>capecitabine</td>
<td><strong>TREATS</strong></td>
<td>Patients</td>
</tr>
<tr>
<td>capecitabine</td>
<td><strong>TREATS(INFER)</strong></td>
<td>Advanced Malignant Solid Neoplasm</td>
</tr>
<tr>
<td>oxaliplatin</td>
<td><strong>TREATS</strong></td>
<td>Patients</td>
</tr>
<tr>
<td>oxaliplatin</td>
<td><strong>TREATS(INFER)</strong></td>
<td>Advanced Malignant Solid Neoplasm</td>
</tr>
</tbody>
</table>

Development of an Algorithm for Discovering Knowledge About Combination Drug Therapy

The UMLS-based SemRep underpins biomedical knowledge discovery applications with its broad coverage and high-quality extracted semantic predications. SemRep enables interpretation of 30 semantic predicates [27], such as “PREVENTS,” “TREATS,” and “INHIBITS.”

To develop our algorithm to automatically discover knowledge about combination drug therapies, we focused on 4 semantic predicates closely related to disease treatment: “TREATS,” “INHIBITS,” “PREVENTS,” and “DISRUPTS” (also inferences with “INFER” such as “TREATS(INFER)”). We also adopted the UMLS Semantic Types “Chemicals and Drugs,” “Disease or Syndrome,” and their child types to restrict the subject and object of SemRep output to drug and disease.

Knowledge about combined drug therapy is detected under the hypothesis that (1) two or more semantic predications (S₁-P-O and Sᵢ-P-O, i=2, 3...) are extracted from one conclusive claim in the abstract of a given biomedical publication, and (2) they have an identical object (eg, disease) and predicate (eg, treats) but different subjects (eg, drugs). Referring again to the example used in Table 2, the method provided straightforward discovery of the combined medication knowledge “GTI2040+capecitabine+oxaliplatin-TREATS-Advanced Malignant Solid Neoplasm.”

Generally, the algorithm could be expressed by the following formula (Textbox 1):

**Textbox 1.** Algorithm text.

**Algorithm:** Drug combination knowledge discovery

**Input:** Semantic predications S₁-P-O and Sᵢ-P-O (i=2, 3...) from one conclusive claim in a biomedical abstract

**Output:** Combined drug therapy knowledge S₁+Sᵢ-P-O, where all of the following conditions are satisfied:

1. P ∈ {TREATS”, “INHIBITS”, “PREVENTS”, “DISRUPTS”}
2. S₁∈ Chemicals and Drugs
3. Sᵢ∈ Chemicals and Drugs, i≥2
4. O∈ Disease

Automated Filtering to Focus on Specific Drug and Disease Names

Knowledge about combined drug therapies primarily pertains to specified drugs and diseases; thus, the generic names of these biomedical entities should be filtered out automatically.

Filtering out Pharmacologic Actions

In the biomedical domain, the phrase “pharmacologic actions” stands for a broad category of chemical actions and uses that result in the prevention, treatment, cure, or diagnosis of disease. Typical subclasses include “Antineoplastic Agents,” “Lipid Regulating Agents,” and “Anti-Inflammatory Agents”. In the UMLS Metathesaurus, these terms and phrases have been assigned the semantic type “Chemicals and Drugs” and several child types, which would not differ with the specific drug name for our study. To selectively filter out these pharmacologic actions, 497 headings from the MeSH thesaurus were systematically collected based on the tree structure shown in Figure 1 (left).
Filtering out the Generic Names of Diseases
The top-level names of diseases were automatically filtered by disease (class C in the MeSH tree structure) and its direct hyponyms with tree number from C01 to C26, totaling 27 terms. This filtering was applied because the terms are better regarded as classes of disorders rather than specific diseases (Figure 1 [right]).

The Construction and Visualization of Knowledge Graph About Combined Drug Therapy
The knowledge graph is an evolving technology widely used for massive knowledge organization and presentation in the era of big data and artificial intelligence due to its ability to mine machine-understandable knowledge and information. In terms of data structure and storage, knowledge graphs store knowledge in the form of subject-predicate-object (usually called a semantic triple). Traditionally, to visualize a domain knowledge graph, the subjects and objects of triples are intuitively displayed as nodes in a graph, with the predicates presented as various edges linked to subjects and objects accordingly.

In this paper, to emphasize the combined drugs, knowledge about combined drug therapies (S1 + Si-P-O (i ≥ 2)) discovered by the proposed algorithm will be demonstrated such that the combined drugs will be first bound together and then directed to a specified disorder, while the supporting conclusive claims are shown on the right (Figure 2, left). Upon selecting the linked edge of interest, the specific claim regarding the combined medication will be amplified and highlighted (Figure 2, right). The JavaScript libraries Data-Driven Document (D3) [28] was utilized to visualize the knowledge graph.

Results
Data Acquisition and Experimental Setup
A summary of the steps taken to discover and identify combined drug therapies is shown in Figure 3. We retrieved 22,263 clinical trial reports and 31 clinical practice guidelines of PubMed abstracts for algorithm verification and validation, with the subject majored on “antineoplastic agents” for drug restriction (Jan 2009 to Oct 2019). The following PubMed queries were used to identify clinical articles:
1. Clinical trial reports: ("clinical trial" [Publication Type] OR "clinical trial, phase I" [Publication Type] OR "clinical trial, phase ii" [Publication Type] OR "clinical trial, phase iii" [Publication Type] OR "clinical trial, phase iv" [Publication Type]) OR "clinical study" [Publication Type].
2. Clinical practice guidelines: "guideline" [Publication Type] Using the keywords "conclusion*" and "conclude*", 15,603 conclusive claims were locally segmented and preserved, then pushed into the batch mode of SemRep for semantic predication extraction. Initially, there were 21,234 semantic predications extracted from 9,700 conclusive claims, while 8,484 predications had semantic predicates focusing on disease treatment ("TREATS," "INHIBITS," "PREVENTS," and "DISRUPTS"). We then employed the automated algorithm to discover knowledge about combined drug therapies while automatically filtering out pharmacologic actions and generic disease names. As a result, 325 candidate groups of semantic predications about combined drug therapies were discovered from 316 conclusive claims for further analysis and characterization.

**Evaluation**

Two biocurators annotated 325 candidate groups of semantic predications about combined medications, which were automatically discovered by the algorithm based on SemRep’s semantic predications from 316 conclusive claims. The primary criteria of the biocuration process were that (1) the discovered drugs were combined to treat the specific disease in a given claim, and a single therapy should be identified; (2) the efficacy of combined therapeutic must be promising and negation was disallowed; and (3) the drug name and disease name should be properly recognized by SemRep. Both biocurators independently evaluated all the candidates and identified 255 and 239 combined drug therapies (agreement rate 93.73%). Their disagreements mainly lay in the SemRep object “advanced cancer,” which came from more specific terminal malignancies studied in the conclusive claims (such as “advanced carcinomas of the head and neck” in PMID [PubMed ID] 21947123). After consulting a biomedical scientist with specific clinical knowledge, we accepted this kind of text mapping, acknowledging that advanced cancers usually spread from where they started to other parts of the body. Eventually, 255 of 325 (78.46%) groups of semantic predications were identified to be accurate drug combinations (Multimedia Appendix 1), while 70 were determined to be inaccurate and further classified into 2 categories: limitations of SemRep and limitations of proposal.

**Knowledge Graph Construction Based on Identified Knowledge About Combined Medications**

Of the 255 identified combined drug therapies, 210 (82.35%) represented combinations of two drugs, 43 (16.86%) combined 3 agents, and 2 (0.78%) included 4 combined medications. These accurate drug combinations as well as their supporting claims were then used to build the knowledge graph based on customized data structure (\((S_1+S_i)\)-P-O, \(i \geq 2\)). Figure 4 shows a snapshot by searching for “Non-Small Cell Lung Carcinoma.”
Characteristics of Inaccurate Results

There were 70 groups of semantic predications from the automated discovery which, upon manual inspection, were deemed inaccurate due to limitations of SemRep (25/70, 35.7%), or limitations of the proposed algorithm (45/70, 64.3%). These were further categorized to include Named Entity Recognition (NER; 8/70, 11.4%) and Semantic Predicate Extraction (SPR) error (17/70, 24.3%), as well as single therapy (40/70, 57.1%) or multiple combined therapies (5/70, 7.1%). Table 3 summarizes the inaccurate results and their characteristics.

Limitations of SemRep

NER is one of the key tasks for knowledge discovery and information retrieval, usually implemented before SPR. In SemRep, NER will be executed by MetaMap, a highly configurable program mapping the biomedical entity to the UMLS Metathesaurus. However, due to the relatively limited coverage of the UMLS Metathesaurus or the ambiguity of a given biomedical text, MetaMap may inadequately identify an entity, resulting in an improper semantic subject or object. For the first example in Table 3, “ED-SCLC” represents the abbreviation of “extensive-stage disease, small-cell lung cancer,” which is expected to map to “Small cell lung cancer extensive stage” (Concept Unique Identifier: C0278726), but not “Widespread Disease” (CUI: C0849867).

SPR error is another example of SemRep imprecision. In particular, the keyword “failed” was sometimes ignored by SemRep when it appeared in a biomedical text (see the second example in Table 3), resulting in the semantic predicates “TREATS” instead of “NEG_TREATS.” To reduce frequency at which negative predications are extracted, we plan to preprocess conclusive claims to filter out negations before SemRep interpretation.

Limitations of the Proposed Algorithm

A majority (40/70, 57.1%) of inaccurate results from the automated algorithm were references to single therapies primarily in comparative clinical studies of two or more individual agents. SemRep’s predicate “COMPARED_WITH” may provide a means to filter out these predications. It is common for two or more combined drug therapies to be studied in one published clinical trial (the last claim in Table 3). Future work will focus on these issues to improve the performance of the proposed algorithm.
Table 3. Characteristics of inaccurate results from proposed automatic algorithm.

<table>
<thead>
<tr>
<th>Explanation</th>
<th>No.</th>
<th>Example</th>
<th>PMID_tx^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limitations of SemRep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NER error</td>
<td>8</td>
<td>bevacizumab-TREATS-Widespread Disease</td>
<td>19826110.ab.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cisplatin-TREATS-Widespread Disease</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Etoposide-TREATS-Widespread Disease</td>
<td></td>
</tr>
<tr>
<td>SPR error</td>
<td>17</td>
<td>ASA 404-TREATS-Non-Small Cell Lung Carcinoma</td>
<td>21709202.ab.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Carboplatin-TREATS-Non-Small Cell Lung Carcinoma</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Paclitaxel-TREATS-Non-Small Cell Lung Carcinoma</td>
<td></td>
</tr>
<tr>
<td>Limitations of proposal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Therapy</td>
<td>40</td>
<td>pemetrexed-TREATS-Non-small cell lung cancer metastatic</td>
<td>23661337.ab.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>erlotinib-TREATS-Non-small cell lung cancer metastatic</td>
<td></td>
</tr>
<tr>
<td>Multiple combined therapies</td>
<td>5</td>
<td>Custirsen-TREATS-Hormone refractory prostate cancer</td>
<td>21788353.ab.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>docetaxel-TREATS-Hormone refractory prostate cancer</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mitoxantrone-TREATS-Hormone refractory prostate cancer</td>
<td></td>
</tr>
</tbody>
</table>

^aPMID_tx: PubMed identifier, abstract, sentence number, and associated text

Discussion

Major Patterns of Combinations According to the Mechanisms of Drugs Being Combined

Among 255 identified combined drug therapies, there were 142 specific drugs after duplicate removal. Classifying by mechanism, 125/142 (88.03%) are antineoplastic agents with 46/142 (32.39%) cytotoxic drugs, 59/142 (41.55%) targeted drugs, 11/142 (7.75%) immunotherapies, 3/142 (2.11%) hormonal drugs, and 6/142 (4.23%) other antineoplastic agents or adjuvant drugs.

We investigated the patterns of identified knowledge based on the mechanism of antineoplastic agents and counted the number of drug combinations under each pattern (Table 4). Although there were fewer cytotoxic drugs than targeted agents, the most common pattern (68/255, 26.67%) were combinations of two cytotoxic drugs, which may provide statistical and practical insights to study new combination of antineoplastic agents for precision medicine. If an antineoplastic agent A produces the same cytotoxic effect as another drug B, and a combination of A and a third cytotoxic agent C has been approved to treat a specific malignancy, our findings suggest the feasibility of a novel combination of B and C (Table 4). Other possible combinations such as A+B and A+B+C may also be valuable to explore. Since various combinations can be followed to develop combined therapies, it is important to be aware of and remain current on all available clinical studies that may be relevant. Our knowledge graph will not only provide a visual representation of existing drug combinations, but also assist practitioners and experts to take full advantage of publicly disseminated clinical trials.

http://medinform.jmir.org/2020/4/e18323/
Table 4. Major patterns of combined medication based on mechanisms of antineoplastic agents.

<table>
<thead>
<tr>
<th>Combinations</th>
<th>Number of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cytotoxic + Cytotoxic</td>
<td>68</td>
</tr>
<tr>
<td>Targeted + Cytotoxic</td>
<td>45</td>
</tr>
<tr>
<td>Targeted + Targeted</td>
<td>22</td>
</tr>
<tr>
<td>Targeted + Cytotoxic + Cytotoxic</td>
<td>17</td>
</tr>
<tr>
<td>Cytotoxic + Other antineoplastic agent/adjuvant drugs</td>
<td>15</td>
</tr>
<tr>
<td>Immunotherapy + Targeted</td>
<td>13</td>
</tr>
<tr>
<td>Targeted + Other antineoplastic agent/adjuvant drugs</td>
<td>11</td>
</tr>
<tr>
<td>Immunotherapy + Cytotoxic</td>
<td>10</td>
</tr>
<tr>
<td>Cytotoxic + Cytotoxic + Cytotoxic</td>
<td>6</td>
</tr>
<tr>
<td>Others</td>
<td>48</td>
</tr>
</tbody>
</table>

Combined Drug Therapies Discovered in Published Clinical Trials and Clinical Practice Guidelines

All of the combined drug therapies identified in this study were from published clinical trial reports, none of which has been included in clinical practice guidelines. We identified 28 of 31 (90.32%) abstracts in guidelines listed in PubMed by searching “antineoplastic agents” (Jan 2009 to Oct 2019). However, only 4/31 (12.90%) contained conclusive claims with the key words “conclusion*” and “conclude*”, with topics for single therapy (PMID: 20390116), intra-arterial chemotherapy (PMID: 23828325), curriculum in surgical oncology (PMID: 27145931), or drug management (PMID: 30381047). We then manually read the remaining guidelines and identified two combined drug therapies in one publication (PMID:21821491). We thus conclude that our method of parsing conclusive claims from PubMed abstracts may not be suitable for clinical practice guidelines, as a considerable number of these publications (87.10%) do not contain the necessary key words. Using structured abstracts after conversion or applying additional key words like “summar*” may improve the acquisition of conclusive claims. Although mentions of combined drug therapies are limited in clinical practice guidelines, our study focused on the discovery of combination therapies from published clinical trials, which inform the development of clinical practice guidelines.

Table 5. Major markers to identify combined drug therapies.

<table>
<thead>
<tr>
<th>Markers</th>
<th>Occurrence</th>
<th>Combined drug therapy</th>
<th>Other therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td>combin*</td>
<td>171</td>
<td>170</td>
<td>drug &amp; radiotherapy</td>
</tr>
<tr>
<td>coadministration</td>
<td>2</td>
<td>2</td>
<td>N/Aa</td>
</tr>
<tr>
<td>co-administered</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>regimen (without markers above)</td>
<td>22</td>
<td>21</td>
<td>Single therapy</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

The Markers to Identify Potential Combined Drug Therapies

The word “combin*” (namely “combine” or “combination”) is generally used to indicate the combined medication, an assumption affirmed by the data sampled here. Among 316 conclusive claims to automatically identified in this study (Table 5), 171 (54.11%) contain the marker “combin*” and 170 discuss drug combinations, while one described a combination of a drug and radiotherapy. We also noted “coadministration” (2 occurrences) and “co-administered” (1 occurrence) are markers similar to “combin*”, as is “regimen” (22 occurrence, 21 of which were for combined drug therapies) being an abbreviation of “antineoplastic combined chemotherapy regimens” [29]. These markers will become key features in the development of our next deep learning–based knowledge discovery algorithm. After SemRep extraction of semantic relations from conclusive claims in the biomedical literature, we plan to add the Bidirectional Encoder Representations from Transformers [30] model as a binary classifier using annotated data from two dimensions: the supporting conclusive claims and the factuality of semantic predications. The claims containing at least one of the identified markers will be used to classify the corresponding groups of semantic predications into positive knowledge about combined drug therapies.

The Utility and Major Applications of the Knowledge Graph for Combined Drug Therapies

The knowledge graph of combined drug therapies will be an appropriate supplement to most leading knowledge bases, similar to SemMedDB [31], which is a widely used publicly available repository extracted from biomedical literature by SemRep. However, the lack of knowledge concerning combinatorial effects is an important limitation of SemMedDB. Our study seeks to fill this gap by providing the combined
medications to enrich the coverage and information provided by SemMedDB and other biomedical knowledge systems.

The proposed knowledge graph has two major applications. An information retrieval system can utilize the knowledge from our graph to integrate various external sources of knowledge and information. Since the subjects and objects of the presented combined medications were drawn from the UMLS Metathesaurus by SemRep, it should be straightforward to integrate our graph with UMLS’s source vocabularies for information retrieval, such as DrugBank, Disease Ontology, NCI thesaurus, SNOMEDCT, etc. Another major application is precision medicine and clinical decision-making support. Combined drug therapies provide an alternative to conventional single therapies especially for malignant disorders. In order to pursue clinical and therapeutic approaches to optimal disease management based on individual variations in a patient’s genetic profile, it is useful for an expert working with the treatment of a specific cancer to know which other therapies could also fit in that clinical practice. Manually reading the tremendous literature to find available combinations is undoubtedly laborious and time-consuming. Our knowledge graph will help experts quickly and easily identify efficacious combined therapies that may not be immediately evident by a manual survey of published clinical studies.

Conclusions
We have shown that semantic predications extracted from large-scale conclusive claims in biomedical research literature can be used to automatically discover and build a customized knowledge graph to represent existing knowledge about combination therapies. We found that additional filtering and evaluation steps were needed to accurately identify drug combinations from candidate results automatically discovered by the proposed algorithm. From 22,263 published clinical trials retrieved from PubMed, we automatically discovered 325 candidate groups of semantic predications, 255 of which (78.46%) were manually verified as accurate. Two major categories and four subcategories were identified to characterize 70 inaccurate results. To address this precision error, we conclude that additional filtering, context analysis, and feature extraction are required to eliminate single therapies and incorrect semantic predications of SemRep output through active learning [32] or a factuality analyzer program [33].

The proposed algorithm can be generalized to automatically discover generic combined medications for all human disorders, not just malignant neoplasms. It is also likely that a larger number of combined drug therapies could be identified in other types of biomedical publications, such as meta-analysis and comparative studies, in which combined medications are frequently addressed.

By characterizing the major patterns of combinations according to the individual drug mechanisms, we found that combinations of two cytotoxic drugs are the most common for cancer treatment. Moreover, four apparent markers (“combin*”, “coadministration”, “co-administered” and “regimen”) were extracted as key features to further develop the machine learning-based knowledge discovery algorithm.
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Abstract

Background: Doctors must care for many patients simultaneously, and it is time-consuming to find and examine all patients’ medical histories. Discharge diagnoses provide hospital staff with sufficient information to enable handling multiple patients; however, the excessive amount of words in the diagnostic sentences poses problems. Deep learning may be an effective solution to overcome this problem, but the use of such a heavy model may also add another obstacle to systems with limited computing resources.

Objective: We aimed to build a diagnoses-extractive summarization model for hospital information systems and provide a service that can be operated even with limited computing resources.

Methods: We used a Bidirectional Encoder Representations from Transformers (BERT)-based structure with a two-stage training method based on 258,050 discharge diagnoses obtained from the National Taiwan University Hospital Integrated Medical Database, and the highlighted extractive summaries written by experienced doctors were labeled. The model size was reduced using a character-level token, the number of parameters was decreased from 108,523,714 to 963,496, and the model was pretrained using random mask characters in the discharge diagnoses and International Statistical Classification of Diseases and Related Health Problems sets. We then fine-tuned the model using summary labels and cleaned up the prediction results by averaging all probabilities for entire words to prevent character level–induced fragment words. Model performance was evaluated against existing models BERT, BioBERT, and Long Short-Term Memory (LSTM) using the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) L score, and a questionnaire website was built to collect feedback from more doctors for each summary proposal.

Results: The area under the receiver operating characteristic curve values of the summary proposals were 0.928, 0.941, 0.899, and 0.947 for BERT, BioBERT, LSTM, and the proposed model (AlphaBERT), respectively. The ROUGE-L scores were 0.697, 0.711, 0.648, and 0.693 for BERT, BioBERT, LSTM, and AlphaBERT, respectively. The mean (SD) critique scores from doctors were 2.232 (0.832), 2.134 (0.877), 2.207 (0.844), 1.927 (0.910), and 2.126 (0.874) for reference-by-doctor labels, BERT, BioBERT, LSTM, and AlphaBERT, respectively. Based on the paired t test, there was a statistically significant difference in LSTM compared to the reference (P<.001), BERT (P=.001), BioBERT (P<.001), and AlphaBERT (P=.002), but not in the other models.
Conclusions: Use of character-level tokens in a BERT model can greatly decrease the model size without significantly reducing performance for diagnoses summarization. A well-developed deep-learning model will enhance doctors’ abilities to manage patients and promote medical studies by providing the capability to use extensive unstructured free-text notes.

\textit{(JMIR Med Inform 2020;8(4):e17787)} doi:10.2196/17787
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**Introduction**

**Background**

Medical centers are the last line of defense for public health and are responsible for educating medical talent. The number of patients in the emergency department of such medical centers is particularly large, and these patients tend to have more severe conditions than those admitted to hospital at a lower tier. For staff, the emergency department can be an overloaded work environment [1,2]. At the beginning of the shift, a doctor must perform primary care for more than 30 patients who remain in the emergency department from less than 1 hour to more than 3 days, while simultaneously treating new arrivals from triage. The conditions of patients in the emergency department also tend to change rapidly, and the staff must be able to handle these patients under time constraints. The International Statistical Classification of Diseases and Related Health Problems (ICD) codes [3] and recent discharge diagnoses can help staff rapidly determine baseline conditions. However, in a medical center, patients may have multiple underlying diseases and several comorbidities that were previously recorded as ICD codes and discharge diagnoses in electronic health records (EHRs). Because ICD codes only reflect the disease and not the associated treatments, this lack of information limits the ability of medical staff to consider information related to a previous hospital visit. Occasionally, ICD codes are selected imprecisely and do not adequately represent the condition of the patient. Therefore, discharge diagnoses are required for staff to become familiar with a patient’s condition. However, the number of words describing these details in a diagnostic sentence can vary widely. Consequently, the attending physician in the emergency department may have to read as many as 1500 words to cover the medical history of all patients under their charge. To resolve this challenge, the purpose of this study was to establish a diagnostic summary system to help hospital staff members check information on all patients more quickly.

**Related Works**

There are several available methods to accomplish a text summarization task, ranging from traditional natural language processing (NLP) to deep-learning language models [4-9]. The goals of previous text summarization studies in the medical field [5] included finding information related to patient care in the medical literature [5,10-13], identifying drug information [14], determining medical article topic classifications [15], and summarizing medical articles [16]. In the majority of cases, data sources for the automatic summarization task were medical articles [16] such as PubMed articles [5,11,14,15]. In recent years, EHRs have been widely adopted in several hospitals and clinics, and additional data sources such as the Medical Information Mart for Intensive Care III [17] dataset are available online for free and promote medical progress. Based on medical record research, the monitoring of several disease indicators, clinical trial recruitments, and clinical decision making, several clinical summarization systems based on EHRs have been studied [4,18-20]. However, no studies have addressed the issue of a diagnostic summary system to help hospital staff access information on all patients in their care more quickly.

Although EHRs provide useful information, the majority of this information is recorded as free text, making it challenging to analyze along with other structured data [4]. In recent years, NLP and deep-learning approaches have flourished, furnishing health care providers with a new field to promote human health. Several excellent language models are now available to help machines analyze free text. One such model is Bidirectional Encoder Representations from Transformers (BERT) [21], which is an extension of Transformer [22], and received the highest score for several NLP tasks [21,23,24].

Transformer is a state-of-the-art model, which was released to translate and improve the efficiency of Long Short-Term Memory (LSTM) [25]-based language models [22]. Similar to many deep-network models, Transformer has an encoder and a decoder. The encoder converts the input data into meaningful codes (vector or matrix), while reducing the dimension size (a major bottleneck for data analysis), and the decoder converts the code to output [26]. Taking translation as an example, the encoder converts an English sentence into a digital vector in latent space, and the decoder then converts the digital vector into a corresponding sentence in the desired language. The encoder of Transformer has an embedding model, a repeating block model with a multthead self-attention model, and a feedforward model with an architecture based on the shortcut connections concept [27] and layer normalization [22,28].

The automatic text summarization task has two branches: extractive and abstractive [29]. The extractive branch identifies keywords or sentences as summaries without changing the original document, while the abstractive branch adapts a new short sentence. The diagnosis summarizes the entire admission course, including the chief complaints and treatment course, in highly concentrated and meaningful sentences that help other staff members to quickly manage patients. Because patients in the emergency department have many underlying diseases, along with the high complexity of the conditions of individual patients, incomplete sentences, grammatical issues, and some subordinate prompts, the diagnosis obtained may not be concise. Consequently, the staff needs to include an abundance of words in their diagnoses to best represent the condition of the patient. These rich vocabularies involve not only specific disease terms but also important treatments that are delivered in the course
of admission and are associated with verbose text related to diagnoses. Therefore, it is necessary to further summarize the diagnoses using an extractive summarization approach.

The extractive summarization model can be simplified to a regression problem that outputs the probability of choosing or not choosing. Taking a single character as the token unit, this problem is similar to the segmentation problem in computer vision [30,31], which outputs the class probability by pixels. A BERT-based model is the superior choice in this context since the attention weight is similar to the extraction probability [32,33] and Transformer was reported to exhibit higher performance with the language model than convolutional neural networks, recurrent neural networks, or the LSTM model [22].

BERT is a state-of-the-art language model for many NLP tasks that is pretrained with unsupervised learning, including "masked language modeling" and "next-sentence prediction." BERT is pretrained through several corpus datasets, which are then transferred to learning through supervised data [34,35] to defeat other language models in several competitions [21,36]. The pretrained model is available [37] and can be fine-tuned for many scenarios.

Because English is not the native language in Taiwan, there are various typos and spelling errors in free-text medical records. Use of the word-level method [38], which is based on Word2vec [39,40], can result in this out-of-vocabulary obstacle. In addition, the internal structure of the word is also important and improves vector representation [41,42]. This obstacle can be overcome by adopting the character-level method [40,43,44], which uses a single character or letter as the analysis unit, or the byte-pair encoding (BPE) model, which breaks down each word into multiple subword units (ie, “word pieces”) [45]. These methods can decrease the total vocabulary and can also handle rare words, typos, and spelling errors. The word-level and BPE methods were adopted in BERT, resulting in a comprehensive and adaptable model for many types of NLP tasks.

In EHRs, medical terms, abbreviations, dates, and some count numbers for treatment are rarely found in the general corpus dataset, and will result in poor performance of the model. BioBERT, which is based on the BERT model and uses the same tokenizer, is obtained through advanced training on a biomedical corpus [46], and was considered to be well-suited to address our study aims. However, the general computing environments of some medical centers have limited capability to train or fine-tune a heavy model (involving approximately 1 billion parameters) in BERT. Therefore, replacing token units with a character-level method can further reduce the vocabulary and model size, enabling the use of the internal structures of words to avoid the out-of-vocabulary problem.

**Objective**

Our goal was to build a diagnoses-extractive summarization model that can run on the limited computing resources of hospital information systems with good performance. Therefore, we present AlphaBERT, a BERT-based model using the English alphabet (character-level) as the token unit. We compared the performance of AlphaBERT and the number of parameters with those of the other existing models described above.

**Methods**

**Materials**

A dataset of 258,050 discharge diagnoses was obtained from the National Taiwan University Hospital Integrated Medical Database (NTUH-iMD). The discharge diagnoses originated from the following departments (in descending order): surgery, internal medicine, obstetrics and gynecology, pediatrics, oncology, orthopedic surgery, urology, otolaryngology, ophthalmology, traumatology, dentistry, neurology, family medicine, psychiatry, physical medicine and rehabilitation, dermatology, emergency medicine, geriatrics, and gerontology. This study was approved by Research Ethics Committee B, National Taiwan University Hospital (201710066RINB).

In the pretraining stage, 71,704 diagnoses collected by the ICD 10th Revision (ICD-10) [3] were also used, and the 258,050 discharge diagnoses were split into 245,148 (95.00%) as the pretrained training dataset and 12,902 (5.00%) as the pretrained validation dataset. In the fine-tuning stage, the extractive summary for supervised learning was labeled by three experienced doctors who have worked in the emergency department for more than 8 years. The fine-tuned dataset included 2530 training labels from the pretrained training dataset, and 250 validation labels and 589 testing labels from the pretrained validation dataset (Figure 1). We fed the model using 589 data entries in the fine-tuning testing set and obtained a predicted proposal for performance evaluation.
Implementation Details
The hardware used for implementation was an I7 5960x CPU, with 60 G RAM, and 2 Nvidia GTX 1080 Ti GPUs. The software used were Ubuntu 18.04 [47], Anaconda 2019.03 [48], and PyTorch 1.2.0 [49].

Label Data
We created a diagnosis-label tool to print the discharge diagnosis from the dataset in a textbox. Doctors highlighted the discharge diagnoses by selecting words that were considered to be most relevant, and the tool identified the highlighted position characters, which were labeled 1 and the others were labeled 0. For example, “1.Bladder cancer with” was labeled “0011111111111111000” and stored in the label dataset. We encouraged doctors to skip short diagnoses, because the summarization service will be more useful for longer diagnoses. Therefore, only longer diagnoses were labeled and collected in the fine-tuning set.

Data Augmentation
In this study, the pretraining dataset was smaller than the dataset used in the pretrained model of BERT and its extensions [21,46]. Because the diagnoses included several independent diagnoses such as hypertension, cellulitis, and colon cancer, we augmented the pretraining dataset by stitching many diagnoses derived from ICD codes or NTUH-iMD. Accordingly, data augmentation was performed by selecting between 1 and 29 random diagnostic data entries from the dataset and combining them into longer and more complex diagnoses as the pretrained dataset. We set all diagnoses to a maximum of 1350 characters because of GPU memory limitations.

Because there was also a significant shortage of fine-tuning data, the same data augmentation strategy was used to extend the fine-tuning dataset. To provide greater tolerance for typos, we also randomly replaced 0.1% of the characters in the diagnoses during the fine-tuning stage.

Preprocess and Tokenization
We retained only 100 symbols, including letters, numbers, and some punctuation. All free-text diagnoses were preprocessed by filters, and symbols outside of the reserved list were replaced with spaces. Original letter cases (uppercase and lowercase) were retained for analysis.

The preprocessing of diagnoses then converted the symbols (letters, numbers, and punctuation) into numbers with a one-to-one correspondence. For example, “1.Bladder cancer with” was converted to the array “14, 11, 31, 68, 57, 60, 60, 61, 74, 0, 59, 57, 70, 59, 61, 74, 0, 79, 65, 76, 64.”

Model Architecture
The architecture of AlphaBERT is based on that of BERT, and our model is based on the PyTorch adaptation released by the HuggingFace team [37]. In this study, we used a 16-layer Transformer encoder with 16 self-attention heads and a hidden size of 64. Character-level tokenizers were used as the token generator of AlphaBERT. There are 963,496 parameters in the whole model, and the symbols are represented by tokenization as one-hot encoding, corresponding to each vector with a hidden size of 64 as the token embeddings. The position embeddings (hidden size 64) are trainable vectors that correspond to the position of the symbol [21], in which the maximum length of position embeddings is set to 1350. The summation of the token embeddings and position embeddings is then used as the input embeddings (Multimedia Appendix 1) as input to AlphaBERT (Figure 2).

Figure 1. Pretrained validation dataset. ICD: International Statistical Classification of Diseases and Related Health Problems.
Pretraining Stage

The two-stage learning approach of BERT [21] is based on an unsupervised feature-based method, which then transfers the learning to supervised data. The unsupervised pretraining stage of BERT uses a masked language model procedure called a “cloze procedure” [21,50]. Since AlphaBERT was used as the character-level token model, and we used “[]” as the “[MASK]” in BERT, we randomly selected 15% of the character sequence, 80% of which was replaced by “[],” 10% was replaced with letters, and the remaining 10% was left unchanged. After the loss converged, we then masked the entire word to further pretrain our model.

Because the free-text diagnoses contained dates, chemotherapy cycles, cancer staging index, and punctuation marks, these words were nonprompted, nongeneric, and changed sequentially. Even experienced doctors cannot recover hidden dates or cycles without prompts, and therefore the letters were replaced with other letters, numbers were replaced with other numbers, and punctuation marks were replaced with other punctuation marks (but were still randomly selected to mask by “[]”).

In the masked language model used in this study, the BERT model was connected to a fully connected network decoder $A$, which then transformed the 64-dimensional hidden size to a 100-dimensional symbol list size corresponding to the probability $p$ of each symbol. The loss function $\text{Loss}^{\text{mask}}$ is the cross-entropy among the probabilities of each symbol (left side of Figure 2).

Fine-Tuning Stage

Another fully connected network, $S$, decoded the results of the multi-layer Transformer encoder to the predicted probability $p$. The output size of the decoder $S$ is two-dimensional, which indicated the possibility of selection. The loss function $\text{Loss}$ is the cross-entropy among $p$ and the ground truth (right side of Figure 2).

where $E^{\text{mask}}$ denotes the input embedding converted from masking characters, $BERT ()$ is the BERT model, $A ()$ is the fully connected linear decoder to each preserved character, $p$ is the probability function, and $I^{\text{mask}}_i$ denotes the $i_{th}$ character masked.
Cleanup Method

When we evaluated our model, the probability of each word was represented by the mean probability of each character in the word. In this method, we split the characters list $C = [c_1, c_2, ..., c_n]$ into a list of several word sets $W = [w_1, w_2, ..., w_k]$, $k \leq n$, where the cleanup probability $p_{\text{clean}}(c_i)$ of each $c_i$ will be the average of all probabilities in $w_m$ that contain $c_i$:

$$p_{\text{clean}}(c_i) = \frac{1}{w_m} \sum_{w_m \in W} p(c_i | w)$$

where $p$ denotes the probability after clean up, $w_m$ denotes the sequences of characters belonging to the $m_{th}$ word, and $n()$ is the length of the unit in the set.

BERT Models for Extractive Summarization

We also compared the state-of-the-art models and adjusted them to fit the target task. The purpose of these models was not summarization, and there is no well-presented, fine-tuned model for this purpose available. Based on the word pieces BPE method [45], all words were split into several element tokens and then the predicted result was associated with the word pieces. Accordingly, for this task, we filtered out the punctuation marks and added “[CLS]” in the head of every word ($E_{\text{head}}$) to represent the entire word, which prevented fragmented results.

Where $E_{\text{head}}$ denotes the input embedding converted from a word (with head) and $I_{\text{head}}$ denotes that the $i_{th}$ character is a head token.

LSTM Model for Extractive Summarization

We also used the LSTM model [23,25] for this summarization task. To achieve effective comparison with our model, we pretrained the input embedding using Word2vec [39] and adopted a 9-layer bidirectional LSTM with 899,841 parameters, which was very similar to our model.

Hyperparameters

We used Adam optimization [51] with a learning rate of $1 \times 10^{-5}$ in the warmup phase [27,52,53], and then switched to a rate of $1 \times 10^{-4}$ and a minibatch size of 2. The hyperparameter used in this study was the threshold to the character-level probability of selection, which was chosen using a receiver operating characteristic (ROC) curve and $F_1$ statistic counting from the fine-tuning validation set (Multimedia Appendix 2).

Measurement

We measured the performance of the various models using the ROC curve, an $F_1$ statistic, and the $F_1$ statistic of Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [54]. To maintain measurement consistency, we filtered out all punctuation in the predicted proposals, counted the results at the word level, and collected physicians’ feedback for each model. A questionnaire website was established in which the original diagnoses were randomly selected and displayed in the first part, and the ground truth summary proposal determined by training labels and proposals predicted by models were displayed in the second part under random sorting. We recruited 14 experienced physicians for this purpose, including the chief resident, 10 attending physicians of the emergency department at the medical center, one emergency department attending physician at the regional hospital, and two emergency attending physicians at the district hospital. They entered a score of 0-3 for each proposal, in which 0 represented “nonsensical” and 3 represented “good.”

Statistical Analysis

Data were analyzed using the statistical package RStudio (version 1.2.5019) based on R (version 3.6.1; R Foundation for Statistical Computing, Vienna, Austria). For group comparisons, we performed the pairwise paired $t$ test on the dependent variables of the physician scores and set the significance threshold level to $P<.05$.

Results

The discharge diagnoses dataset included 57,960 lowercase English words. The maximum number of words in a diagnosis was 654 (3654 characters), with a mean of 55 (SD 51) words corresponding to 355 (SD 318) characters. In the fine-tuning dataset, the mean number of words in the diagnoses and summary were 78 (SD 56) and 12 (SD 7), respectively. The retention ratio [55] (ie, words in the summary divided by words in the diagnoses) was 12 out of 78 words (15%). The fine-tuning testing set included 138 diagnoses with incorrect words, and a total of 183 incorrect words were counted manually by two attending physicians, including 153 misspellings, 13 typos, 14 inappropriate words, and 3 repeated words.

Our proposed model, AlphaBERT, demonstrated the highest performance among all compared models with an area under the ROC curve (AUROC) of 0.947, and the LSTM demonstrated the worst performance with an AUROC of 0.899 (Figure 3).
BioBERT achieved the highest ROUGE scores (Table 1). BERT and the proposed model were in the intermediate range, with the lowest scores obtained with the LSTM. In addition, the ROUGE score was the highest for reference Doctor A and was the lowest for Doctor C (Table 1). When there were incorrect words in the input diagnoses, the performance of all models deteriorated (Table 2).

We collected 246 critical scores from the 14 doctors that responded to the questionnaire. Statistically significant differences (based on the paired t test) were detected within the LSTM compared to the reference, BERT, BioBERT, and our proposed model, but not with respect to the other models (Table 3).

We built the service on a website [56] using a server with only one CPU (no GPU) on the Microsoft Azure platform to provide a diagnoses-extractive summarization service. Editorial suggestions are also available on the website to gather user feedback and to continue to improve the model. The source code is available on GitHub [57]. The service is currently being integrated into the hospital information system to enhance the capabilities of hospital staff.
### Table 1. Model parameters and ROUGE\(^a\) F1 results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dr A (n=250)</th>
<th>Dr B (n=248)</th>
<th>Dr C (n=91)</th>
<th>Mean F1 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT(^b) (108,523,714 parameters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROUGE-1(^c)</td>
<td>0.761</td>
<td>0.693</td>
<td>0.648</td>
<td>0.715</td>
</tr>
<tr>
<td>ROUGE-2(^d)</td>
<td>0.612</td>
<td>0.513</td>
<td>0.473</td>
<td>0.549</td>
</tr>
<tr>
<td>ROUGE-L(^e)</td>
<td>0.748</td>
<td>0.671</td>
<td>0.627</td>
<td>0.697</td>
</tr>
<tr>
<td>BioBERT(^f) (108,523,714 parameters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROUGE-1</td>
<td>0.788</td>
<td>0.697</td>
<td>0.647</td>
<td>0.728</td>
</tr>
<tr>
<td>ROUGE-2</td>
<td>0.642</td>
<td>0.523</td>
<td>0.464</td>
<td>0.565</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>0.773</td>
<td>0.678</td>
<td>0.629</td>
<td>0.711</td>
</tr>
<tr>
<td>LSTM(^g) (899,841 parameters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROUGE-1</td>
<td>0.701</td>
<td>0.647</td>
<td>0.618</td>
<td>0.666</td>
</tr>
<tr>
<td>ROUGE-2</td>
<td>0.531</td>
<td>0.468</td>
<td>0.459</td>
<td>0.494</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>0.684</td>
<td>0.629</td>
<td>0.602</td>
<td>0.648</td>
</tr>
<tr>
<td>Proposed model (963,496 parameters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROUGE-1</td>
<td>0.769</td>
<td>0.678</td>
<td>0.647</td>
<td>0.712</td>
</tr>
<tr>
<td>ROUGE-2</td>
<td>0.610</td>
<td>0.482</td>
<td>0.463</td>
<td>0.533</td>
</tr>
<tr>
<td>ROUGE-L</td>
<td>0.751</td>
<td>0.656</td>
<td>0.632</td>
<td>0.693</td>
</tr>
</tbody>
</table>

\(^a\)ROUGE: Recall-Oriented Understudy for Gisting Evaluation.  
\(^b\)BERT: Bidirectional Encoder Representations from Transformers.  
\(^c\)ROUGE-1: Recall-Oriented Understudy for Gisting Evaluation with unigram overlap.  
\(^d\)ROUGE-2: Recall-Oriented Understudy for Gisting Evaluation with bigram overlap.  
\(^e\)ROUGE-L: Recall-Oriented Understudy for Gisting Evaluation for the longest common subsequence \(n\) representing the number of reference labels.  
\(^f\)BioBERT: Bidirectional Encoder Representations from Transformers trained on a biomedical corpus.  
\(^g\)LSTM: Long Short-Term Memory.

### Table 2. ROUGE\(^3\) F1 results of diagnoses with incorrect words.

<table>
<thead>
<tr>
<th>ROUGE-L(^b)</th>
<th>BERT(^c)</th>
<th>BioBERT(^d)</th>
<th>LSTM(^e)</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnoses without error words (n=451)(^f)</td>
<td>0.704</td>
<td>0.717</td>
<td>0.651</td>
<td>0.698</td>
</tr>
<tr>
<td>Diagnoses with incorrect words (n=138)</td>
<td>0.676</td>
<td>0.692</td>
<td>0.640</td>
<td>0.674</td>
</tr>
</tbody>
</table>

\(^a\)ROUGE: Recall-Oriented Understudy for Gisting Evaluation.  
\(^b\)ROUGE-L: ROUGE for the longest common subsequence.  
\(^c\)BERT: Bidirectional Encoder Representations from Transformers.  
\(^d\)BioBERT: Bidirectional Encoder Representations from Transformers trained on a biomedical corpus.  
\(^e\)LSTM: Long Short-Term Memory.  
\(^f\)\(n\) represents the number of reference labels.
Combining a random number of diagnoses not only extends the training dataset but also improves the performance of the model. The average number of characters in a diagnosis was 355, but the range was larger (SD 318). In the absence of augmentation, the position embeddings and self-attention heads trained more in the front and demonstrated poorer performance in the back. Augmentation combines several diagnoses to lengthen the input embeddings, which can train the self-attention heads to consider all 1350 characters equally.

In the prediction phase, we obtained the probability of each character. Since a word is split into a sequence of characters, the result is fragmented, and only some characters in a word were selected by prediction. This results in a nonsense phrase and produces poor results. Accordingly, we proposed a cleanup method that selects the entire word based on the probability of all characters being present in the word. This concept is derived from the segmentation task in computer vision in which each pixel has the possibility of classifying and causing the predictions to not continue. In the field of computer vision, contour-based superpixels are chosen, and all superpixels are selected by a majority vote [31]. In this study, the average probability of an entire word represents the probability of each character and results in either the entire word being selected or none at all.

Since the summarization task is subjective, properly evaluating the performance of the model is a relevant consideration. Lack of adequate medical labels is an important issue, because labels from qualified physicians are rare and difficult to collect. Although the ROUGE score [54] is widely used in this field, it of adequate medical labels is an important issue, because labels from qualified physicians are rare and difficult to collect. Although the ROUGE score [54] is widely used in this field, it is evaluated by the same doctors’ labels and even by separate split sets.

Owing to the lack of doctors who are capable of labeling the reference summaries, all of the models evaluated in this study were limited to being fine-tuned by Doctor A’s labels. We were able to shuffle and randomly split the three doctors’ labels to training, validation, and testing sets, but we did not have reference labels from other doctors to confirm whether individual variation exists. Even when using the three doctors’ labels, this problem would occur when gathering another doctor’s labels.

To confirm the differences from other doctors, the models were fine-tuned using only one doctor’s knowledge, with the others’

### Table 3. Critique scores of models from doctors (N=246).

<table>
<thead>
<tr>
<th>Model</th>
<th>Score, mean (SD)</th>
<th>P value</th>
<th>BERT(^a)</th>
<th>BioBERT(^b)</th>
<th>LSTM(^c)</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>2.232 (0.832)</td>
<td>.11</td>
<td>.66</td>
<td>&lt;.001</td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td>BERT</td>
<td>2.134 (0.877)</td>
<td></td>
<td>.10</td>
<td>.001</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>BioBERT</td>
<td>2.207 (0.844)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>1.927 (0.910)</td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>2.126 (0.874)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)BERT: Bidirectional Encoder Representations from Transformers.

\(^b\)BioBERT: Bidirectional Encoder Representations from Transformers trained on a biomedical corpus.

\(^c\)LSTM: Long Short-Term Memory.

**Discussion**

### Principal Findings

AlphaBERT effectively performed the extractive summarization task on medical clinic notes and decreased the model size compared to BERT, reducing the number of parameters from 108,523,714 to 963,496 using a character-level tokenizer. AlphaBERT showed similar performance to BERT and BioBERT in this extractive summarization task. In spite of the heavy model, both BERT and BioBERT were demonstrated to be excellent models and well-suited for several tasks (including the primary task of this study) with small adjustments. For convenience, the model can be used in a straightforward manner to rapidly build new apps in the medical field. Because of the well pretrained NLP feature extraction model, a small label dataset (the fine-tuning training set includes only 2530 cases) is sufficient for supervised learning and achieving the goal.

In this study, we obtained high ROUGE \(F1\) scores for all models. In general summarization studies, the ROUGE \(F1\) score was typically less than 0.40 [6-9], whereas we achieved a score of 0.71, which corresponds with a higher retention ratio (15%) for this task than the corpus of other summarization tasks such as the CNN/Daily Mail Corpus (approximately 7%) [7]. Since the diagnosis can be considered as a summary of admission records, a higher retention rate is reasonable; however, for emergencies, the diagnosis will contain too many redundant words in some cases.

The ICD-10 is a well-classified system with more than 70,000 codes, but is often too simple to fully capture the complex context of a patient’s record. The treatments during the patient’s previous hospitalization are also important to consider, and are often recorded as a free-text diagnosis when the patient has revisited a hospital under critical status. For example, if a patient has cancer, the previous chemotherapy course is important information when the patient is seriously ill in the emergency department. Furthermore, it is difficult for doctors to accurately find the correct codes; thus, it is insufficient to represent a patient’s condition by simply obtaining the ICD-10 code from the EHR. However, the ICD-10 codes can be used to extend the pretrained training set by random stitching.
used as a test set. The results revealed a difference according to the ROUGE scores (Table 1) from the three doctors. The model had a poor ROUGE score on the label references for Doctor C, implying that summarization is a highly subjective task. Certain words are important for some doctors, but not for others, even among doctors in the same medical field who have similar interpretation processes. Therefore, it was very easy to overfit the model with the summarization task. BioBERT had the most accurate prediction result, but the associated overfitting was also more severe.

We established a website for doctors to easily critique the performance within label references and the predictions from the models to further objectively evaluate the performance of the model and the reference labels from doctors. We used a double-blind method to collect scores, and the system randomly chose a diagnosis and displayed corresponding summary proposals by random ordering. The critical reviewer was therefore blinded to the method used for each prediction. We obtained similar results to the ROUGE scores from this analysis. Moreover, the LSTM was consistently the lowest-performing model, whereas manually labeled references achieved the highest average score, followed by BioBERT.

Although the performance of AlphaBERT was not optimum, there was nevertheless no statistically significant difference between the performances of BERT, BioBERT, and AlphaBERT. The advantage of AlphaBERT is the character-level prediction probability and its one-to-one correspondence with the original document. The predicted keywords can be highlighted directly on the original document and can be easily edited by users. For example, although AlphaBERT’s predicted proposal had a ROUGE-L score of 0.701, it makes sense to recognize important words, which is perhaps more informative than a doctor’s reference label (Figure 4). In some cases, our proposed method could predict more information about the disease and related treatments, whereas in other cases some diseases were lost (eg, pneumonia, hypertension, and respiratory failure), and in other cases the formal medical term was predicted but the reference label was an abbreviation (Multimedia Appendix 3). This variation also reflects the subjectivity of the summary task.

Figure 4. Illustration of the performance of AlphaBERT.

1. Gall bladder neck or cystic duct stone, suspect Mirizzi’s syndrome, complicated with cholecystitis with Escherichia coli bacteremia, status post PTBD (percutaneous transhepatic GB drainage) on 2019/01/03, status post ERCP or EGD (Endoscopic Retrograde Biliary Drainage) insertion on 2019/01/09, status post open cholecystectomy and choleodochectomy and lithotripsy and T tube insertion on 2019/01/17. 2. Acute on chronic kidney disease, KIDDO stage III. 3. Suspect chronic obstructive pulmonary disease. 4. Right internal carotid artery total occlusion, status post percutaneous transluminal angioplasty with stenting (PTAS) to right internal carotid artery (RICA) and proximal middle cerebral artery on 2011/10/14, with near total intra-stent restenosis (ISR), status post PTAS to RICA. 5. Coronary artery disease, three-vessel disease, status post coronary artery bypass graft surgery on 2007/06/02. 6. Heart failure with reduced ejection fraction (LVEF 40–95%), 2018/09/28. 7. Cerebral infarction, decreased perfusion of right anterior cerebral artery and middle cerebral artery territories, suspected intra-stent restenosis of the right CA-ICA stent related. 8. Hypertension under medication. 9. Diabetes mellitus under medication. 10. Dyslipidemia.

Limitations
Due to the subjective nature of the text summarization task, the predicted summary results may lose some information that may be of relevance. The proposed model helps hospital staff to quickly view information for a large number of patients at the beginning of a shift; however, they will still need to read all of the collected information from the EHRs during ward rounds.

Typos and misspellings remain a problem in NLP. However, the character-level and word pieces BPE method can not only reduce the vocabulary but can also handle typos effectively to maintain noninferior results (Multimedia Appendix 4). Although automatic spelling correction may be a solution to this problem, we have not included this feature in our proposed method because we are confident in the robust error tolerance of the character-level and BPE method.

This was a pilot study in the medical text summarization field based on the deep-learning method. We plan to establish a website that offers this service and provides a way to edit suggestions and feedback to collect volunteer labels and resolve personal variability in the near future.

Conclusions
AlphaBERT, using character-level tokens in a BERT-based model, can greatly decrease model size without significantly reducing performance for text summarization tasks. The proposed model will provide a method to further extract the unstructured free-text portions in EHRs to obtain an abundance of health data. As we enter the forefront of the artificial intelligence era, NLP deep-learning models are well under development. In our model, all medical free-text data can be transformed into meaningful embeddings, which will enhance medical studies and strengthen doctors’ capabilities.
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Abstract

Background: Postpartum depression (PPD) is a serious public health problem. Building a predictive model for PPD using data during pregnancy can facilitate earlier identification and intervention.

Objective: The aims of this study are to compare the effects of four different machine learning models using data during pregnancy to predict PPD and explore which factors in the model are the most important for PPD prediction.

Methods: Information on the pregnancy period from a cohort of 508 women, including demographics, social environmental factors, and mental health, was used as predictors in the models. The Edinburgh Postnatal Depression Scale score within 42 days after delivery was used as the outcome indicator. Using two feature selection methods (expert consultation and random forest-based filter feature selection [FFS-RF]) and two algorithms (support vector machine [SVM] and random forest [RF]), we developed four different machine learning PPD prediction models and compared their prediction effects.

Results: There was no significant difference in the effectiveness of the two feature selection methods in terms of model prediction performance, but 10 fewer factors were selected with the FFS-RF than with the expert consultation method. The model based on SVM and FFS-RF had the best prediction effects (sensitivity=0.69, area under the curve=0.78). In the feature importance ranking output by the RF algorithm, psychological elasticity, depression during the third trimester, and income level were the most important predictors.

Conclusions: In contrast to the expert consultation method, FFS-RF was important in dimension reduction. When the sample size is small, the SVM algorithm is suitable for predicting PPD. In the prevention of PPD, more attention should be paid to the psychological resilience of mothers.

Introduction

Postpartum depression (PPD) is a serious public health problem that affects 10% to 20% of pregnant women [1-3]. PPD not only adversely affects the physical and mental health of mothers, it is detrimental to the growth and development of infants. In extreme cases even suicide and infanticide may occur [4]. Establishing an effective PPD prediction model that can be used in pregnancy may enable earlier identification, thus, helping health care providers offer more effective management to at-risk...
Machine learning (ML) may be useful in making accurate predictions based on data from multiple sources and has been applied in prediction studies in recent years [8]. There are many predictive factors for PPD including demographics, psychology, and environment [5,9,10]. Assessing risk factors during pregnancy can allow enough time for subsequent interventions. The expert consultation method has often been used to generate guidelines for PPD detection, based on expert opinion and clinical experience. In contrast, ML approaches rely on the use of empirical data to generate prediction models. The key to building good ML models is in the rigorous selection of appropriate features and algorithms. There are two approaches to address the important challenge of feature selection in ML: filter and wrapper [11]. A random forest-based filter feature selection (FFS-RF) algorithm can use the importance score of a so-called random forest (RF) of variables as the evaluation criterion for feature selection, which will identify the subsets of data features that may be most relevant to accurately predict the targeted outcome variable(s) of interest. Such strategies to identify the most relevant data features have proven to be effective ways to explore the risk factors for some diseases [12]. There are two main algorithms used in depression prediction studies, namely, the support vector machine (SVM) and RF algorithms [8]. Depression prediction studies using these two methods have achieved relatively good results [13-15]. SVM is an example of supervised learning. It focuses on minimizing structural risks within the set of available data [16]. It has great advantages in solving high-dimensional modeling problems and performs well in situations that have relatively less available sample data [17]. In contrast, RF models are built using a decision tree as the basic classifier. RF approaches have high classification accuracy, strong inductive capacity, a simple parameter adjustment process, fast calculation speed, relatively low sensitivity to missing data values, and the ability to output feature importance [12,18].

Comparison between those ML methods concerning PPD has not been studied. This study is based on data drawn from a large, ongoing cohort study of pregnant women in the Hunan province of south central China. In this paper we combined the two feature selection methods and the two ML algorithms described above to assess four PPD prediction models using data during pregnancy to compare the effect of PPD prediction models, pick the optimal predictive model, and provide a reference for the development of ML in PPD.

Methods

Sampling

This study was part of a larger cohort study. All the data included here is original and previously unpublished. Researchers in the study collected the following measures at a series of 7 visits conducted in the first trimester through 6 weeks postpartum: depression (using the Edinburgh Postnatal Depression Scale [EPDS]), social environment, and psychological and biological factors associated with depression. The study was approved by the institutional review board of the institute of clinical pharmacology of Central South University (ChiCTR-ROC-16009255).

Participants were recruited from two maternity and child care centers in the cities of Changsha and Yiyang in the Hunan province. The former is a major provincial teaching hospital located in Changsha, a city with approximately 8.15 million residents. Yiyang city is a less economically developed area of Hunan province, with approximately 4.39 million residents. Researchers sought to recruit women in the obstetric clinics of the two hospitals from September 2016 to February 2017. The following inclusion criteria were used for participants: woman, age ≥18 years, and gestation period ≤13 weeks (pregnancy weeks are estimated based on the first day of the last menstrual period). All participants signed informed consent. In total, 1126 women were recruited.

Measures

The following tools were used to collect data.

1. A purpose-built questionnaire, designed for this study and optimized through a pilot survey, was used to collect information including age, education, monthly income level, occupation, marital satisfaction, first pregnancy, folic acid intake, premenstrual syndrome, history of mental health concerns, family history of mental illness, mother's menopausal symptoms, childhood experiences, and life events.
2. The EPDS was used to self-report maternal symptoms of depression [19]. The EPDS is a 10-item self-rated questionnaire, with each item scored from 0 to 3, with a total score ranging from 0 to 30. The Chinese language EPDS used in this study was translated by Wang Yuqiong [20]. The EPDS is the most common PPD screening tool [21,22]. The critical value was 9.5.
3. The Brief Resilience Scale (BRS) was used to determine the level of psychological resilience. The BRS is a 6-item questionnaire that reflects the respondent’s ability to bounce back or recover from stress. The score is the average score of each item. A higher score indicates a stronger strain and adaptability [23].
4. The Pittsburgh Sleep Quality Index (PSQI) is a comprehensive scale that reflects the sleep quality of subjects. It is composed of 7 dimensions: “Sleep Quality”, “Sleep Latency”, “Sleep Duration”, “Sleep Efficiency”, “Sleep Disorders”, “Use of Sleep Medications”, and “Daytime Dysfunction”. The scores of each dimension are summed to obtain the total PSQI score. Higher scores indicate worse sleep quality. According to the total score, sleep quality can be divided into different grades: 6 to 10 indicates “good sleep quality”, 11 to 15 indicates “average sleep quality”, and 16 to 21 indicates “poor sleep quality” [24]. The scale has good reliability and validity [25].
5. The Social Support Rating Scale (SSRS), which was designed by Shuiyuan Xiao [26], was used to measure social support. The SSRS is a 10-item questionnaire with three dimensions, namely, objective support, subjective support, and use of social support. Higher total scores and higher scores for each dimension indicates a better level of social support for an individual.
6. The Generalized Anxiety Disorder-7 (GAD-7) was developed by Spitzer [27]. The score is obtained by summing the scores of 7 items. Most current studies consider a total score of 10 or higher as indicative of anxiety [27,28].

**Procedure**

Seven time points were selected for depression screening, corresponding to the women’s routine obstetric examinations. We divided these into first trimester (gestational week 13 or earlier), second trimester (weeks 17-20 and 21-24), third trimester (weeks 31-32 and 35-40) and postpartum (7 days and 6 weeks postpartum). Except for the first, screening for perinatal depression by EPDS was performed twice for each trimester. If one or more of the EPDS scores was 9.5 or higher for each grouped set of visits, the participant was regarded as at risk for depression during this period. The study questionnaire, BRS, and GAD-7 were assessed during the first trimester, whereas the PSQI was used during the second trimester, and the SSRS during the third trimester. In total, 508 out of 1126 (45.12%) participants completed all screenings (Figure 1).

**Figure 1.** Participant recruitment and response condition.

![Participant recruitment and response condition](image)

**Feature Selection**

Two simple and easy to implement methods were used for feature selection, namely, the expert consultation and FFS-RF methods. The expert consultation method was used to select clinically relevant factors as appropriate predictors of pre-existing or potential PPD. This was accomplished by consulting experts in the area of obstetrics and gynecology as well as mental health practitioners. The FFS-RF was used to identify proper predictors for PPD. Under this approach, features within a certain bound value range \((P > .05)\) were selected as potential predictors and incorporated into the final prediction model.

**Model Development**

Of the 508 participants, 75% (381) were randomly selected for model training. Data from the remaining 127 participants was held back for use in model testing and verification. Table 1 shows the model selection scheme. Based on the expert consultation method and FFS-RF method, four PPD prediction
models were generated using the SVM and RF algorithms. The parameters of the models were optimized, and the specific parameters are shown in Table 2.

**Table 1.** Names of the postpartum depression prediction models.

<table>
<thead>
<tr>
<th>Machine learning modeling algorithm</th>
<th>Feature selection method</th>
<th>Expert consultation method</th>
<th>FFS-RF&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random forest</td>
<td>E-RF&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td>F-RF&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>E-SVM&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>F-SVM&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>FFS-RF: filter feature selection based on random forest.
<sup>b</sup>E-RF: model built using the random forest algorithm and expert consultation method.
<sup>c</sup>F-RF: model built using the random forest algorithm and Random forest-based filter feature selection method.
<sup>d</sup>E-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method.
<sup>e</sup>F-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method.

**Table 2.** Optimal parameters for each model.

<table>
<thead>
<tr>
<th>PPD&lt;sup&gt;a&lt;/sup&gt; prediction model name</th>
<th>Parameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-RF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>n_estimators=300, criterion=entropy, max_features=sqrt</td>
</tr>
<tr>
<td>E-SVM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Kernel=linear</td>
</tr>
<tr>
<td>F-RF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>n_estimators=300, max_features=auto, criterion=gini</td>
</tr>
<tr>
<td>F-SVM&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Kernel=linear</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPD: postpartum depression.
<sup>b</sup>E-RF: model built using the random forest algorithm and expert consultation method.
<sup>c</sup>E-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method.
<sup>d</sup>F-RF: model built using the random forest algorithm and Random forest-based filter feature selection method.
<sup>e</sup>F-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method.

**Evaluation of Model Effects**

For the test set, we used the trained models to test and compare their prediction of PPD with real data and created a confusion matrix (Table 3). A series of indicators were obtained of each model. The following index formulas were used.

\[
\text{Accuracy} = \frac{a + d}{a + b + c + d}
\]

\[
\text{Misclassification rate} = \frac{b + c}{a + b + c + d}
\]

\[
\text{Positive predictive value} = \frac{a}{a + b}
\]

\[
\text{Negative predictive value} = \frac{d}{c + d}
\]

\[
\text{Sensitivity (Sen)} = \frac{a}{a + c}
\]

\[
\text{Specificity (Spe)} = \frac{d}{b + d}
\]

\[
\text{Geometric mean} = \sqrt{\frac{a \times d}{(a + b)(c + d)}}
\]

**Table 3.** Confusion matrix.

<table>
<thead>
<tr>
<th>Predicted Results</th>
<th>Real Results</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a</td>
<td>c</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>b</td>
<td>d</td>
<td></td>
</tr>
</tbody>
</table>

The sensitivity and the receiver operator curve-area under the curve (ROC-AUC) were used to evaluate the effects of each model and choose the best prediction model. To select the optimal model, we first selected the model with an ROC-AUC>0.75 to confirm that it had a good comprehensive prediction effect. On this basis, we then selected the model with the highest sensitivity as the best prediction model, thus, ensuring that as many mothers as possible with a high risk of PPD would be detected.

**Statistical Analysis**

This study used the REDCap system to build a database and SPSS version 18.0 to clean the data. The training and test sets were analyzed by the “sklearn.model_selection.train_test_split” package. The RF data were analyzed by the “sklearn.ensemble.randomforestclassifiers” package. The SVM data were analyzed by the “sklearn.svm.SVC” package. Cross-validation was performed using the
“sklearn.cross_validation” package. All these packages were available in the Python 3.6 software.

Results

Candidate Predictors

Multimedia Appendix 1 shows the 25 candidate predictors of the subjects with and without PPD. Among the 508 subjects, 173 (34.1%) were regarded as having PPD. The average age of the pregnant women was 28.64 years (SD 4.344). The average BRS score was 3.10 (SD 0.371). The average individual monthly income of the women and their spouses was between 2000 and 5000 yuan (US $393-785). Most of the subjects had a bachelor's degree. Of the 173 women with PPD, 116 (67.1%) had positive EPDS screening results in the third trimester. Multimedia Appendix 1 shows the results of the single-factor analysis ($P<.05$).

Feature Selection

The predictive features obtained by the expert consultation and FFS-RF methods are shown in Textbox 1. This study included a total of 25 features: 17 were selected as predictive characteristics by expert consultation method and 7 were selected by FFS-RF.

Textbox 1. Selected features of the two methods of feature selection in descending order.

<table>
<thead>
<tr>
<th>Expert consultation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Monthly income level</td>
</tr>
<tr>
<td>Husband’s education</td>
</tr>
<tr>
<td>Husband’s monthly income level</td>
</tr>
<tr>
<td>Marital satisfaction</td>
</tr>
<tr>
<td>Sexual, psychological, or physical spousal abuse</td>
</tr>
<tr>
<td>Childhood abuse history</td>
</tr>
<tr>
<td>Premenstrual syndrome-mood instability</td>
</tr>
<tr>
<td>Premenstrual syndrome-sleep changes</td>
</tr>
<tr>
<td>Depression history of woman</td>
</tr>
<tr>
<td>Depression history of family members</td>
</tr>
<tr>
<td>Other mental illness history of woman</td>
</tr>
<tr>
<td>Other mental illness history of family members</td>
</tr>
<tr>
<td>Mother’s menopausal symptoms</td>
</tr>
<tr>
<td>Level of psychological resilience</td>
</tr>
<tr>
<td>Depressive symptoms in the third trimester</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random forest-based filter feature selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of psychological resilience</td>
</tr>
<tr>
<td>Depressive symptoms in first trimester</td>
</tr>
<tr>
<td>Monthly income level</td>
</tr>
<tr>
<td>Husband’s monthly income level</td>
</tr>
<tr>
<td>Husband’s education</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Mother’s menopausal symptoms</td>
</tr>
</tbody>
</table>

Model Effects

PPD prediction models were established using the RF and SVM modeling applied to the training data set, using the feature sets constructed through our two feature selection methods. The optimal parameters of each model are shown in Table 2. After five-fold cross-validation, we found that when n_estimators=200, max_features=sqrt, and criterion=entropy, the model built using the RF algorithm and expert consultation method (E-RF) had the best sensitivity. When n_estimators=200, criterion=gini, and max_features=auto, the model built using the RF algorithm and FFS-RF method (F-RF) had the best sensitivity. Therefore, the software default setting was max_features=auto. With the SVM algorithm, regardless of the feature selection strategy, the kernel function with the highest model sensitivity was a linear kernel function.
The model evaluation index is shown in Table 4, and the ROC curves for the four PPD models are shown in Figures 2-5. The SVM models had a slightly lower classification rate as well as a significantly higher sensitivity than the RF models. No significant differences in the specificity of each prediction model were observed. Both the positive predictive and negative predictive values of the SVM models were significantly higher than those of the RF models. With regard to feature selection, the geometric mean value for the expert consultation method was slightly higher than that of the FFS-RF. The ROC-AUC value under the SVM was slightly higher than under the RF. In summary, among the four models tested, F-SVM was the optimal model.

Table 4. Test data sets for each model evaluation index.

<table>
<thead>
<tr>
<th>Items</th>
<th>E-RF&lt;sup&gt;a&lt;/sup&gt;</th>
<th>E-SVM&lt;sup&gt;b&lt;/sup&gt;</th>
<th>F-RF&lt;sup&gt;c&lt;/sup&gt;</th>
<th>F-SVM&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misclassification rate</td>
<td>0.28</td>
<td>0.20</td>
<td>0.27</td>
<td>0.22</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.48</td>
<td>0.68</td>
<td>0.48</td>
<td>0.69</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.86</td>
<td>0.87</td>
<td>0.86</td>
<td>0.83</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>0.63</td>
<td>0.72</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>0.76</td>
<td>0.84</td>
<td>0.76</td>
<td>0.84</td>
</tr>
<tr>
<td>Geometric mean</td>
<td>0.84</td>
<td>0.76</td>
<td>0.64</td>
<td>0.76</td>
</tr>
<tr>
<td>ROC-AUC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.75</td>
<td>0.81</td>
<td>0.70</td>
<td>0.78</td>
</tr>
</tbody>
</table>

<sup>a</sup>E-RF: model built using the random algorithm and expert consultation method.
<sup>b</sup>E-SVM: model built using the support vector machine algorithm and expert consultation method.
<sup>c</sup>F-RF: model built using the random forest algorithm and random forest-based filter feature selection method.
<sup>d</sup>F-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method.
<sup>e</sup>ROC-AUC: receiver operating characteristic curve-area under the curve.

Figure 2. The receiver operating characteristic curve of E-RF. AUC: area under the curve; ROC: receiver operating characteristic.
Figure 3. The receiver operating characteristic curve of E-SVM. AUC: area under the curve; ROC: receiver operating characteristic.

Figure 4. The receiver operating characteristic curve of F-RF. AUC: area under the curve; ROC: receiver operating characteristic.
Figure 5. The receiver operating characteristic curve of F-SVM. AUC: area under the curve; ROC: receiver operating characteristic curve.

The features selected by the expert consultation method and FFS-RF method were put into the E-RF and F-RF models, respectively. The importance of the features was ranked as shown in Figure 6. The importance of mental elasticity in the model is significantly higher than other factors. Symptoms of depression in late pregnancy was the second most important predictor. Income levels were also important predictors of PPD. There was no significant difference in the importance of each factor to PPD. The top most important features in these two models are shown in Textbox 2.

Figure 6. The relative feature importance rankings of the E-RF and the F-RF based on the two feature selection methods.
Top features according to the E-RF and F-RF in descending order.

Model built using the random forest algorithm and expert consultation method
1. Level of psychological resilience
2. Depressive symptoms in the third trimester
3. Monthly income level
4. Husband’s education
5. Education
6. Husband’s monthly income level
7. Mother’s menopausal symptoms
8. Premenstrual syndrome-mood instability
9. Marital satisfaction
10. Age

Model built using the random forest algorithm and random forest-based filter feature selection method
1. Level of psychological resilience
2. Depressive symptoms in early pregnancy
3. Monthly income level
4. Husband’s monthly income level
5. Husband’s education
6. Education
7. Mother’s menopausal symptoms

Discussion
We compared four PPD prediction models and provided a reference for the application of ML in PPD. Compared with the expert consultation method approach, the FFS-RF method identified fewer predictive factors. We found that the F-SVM model was the best model. The strongest predictive factor was the psychological resilience of pregnant women.

Between the expert consultation method and FFS-RF method, the latter selected far fewer predictive factors. Furthermore, there was no significant difference between the two methods in terms of their effects on model performance, indicating that the FFS-RS method could reduce dimensions and improve the efficiency of the algorithmic function without changing model predictive performance. The reduction in the number of predictive factors means that the burden of collecting information is reduced, making the model easier to implement and popularize, especially in busy obstetric clinics.

The SVM was chosen as the better algorithm, as it showed higher sensitivity than the RF algorithm (E-SVM=0.67, F-SVM=0.69, E-RF=0.48, F-RF=0.48). SVM had a clear advantage over RF in processing our research data, and the smaller sample size may be the main reason for this finding. Previous research on depression suggested that sample size is a key factor affecting the performance of ML models. When the sample size is small, SVM can avoid overfitting while providing efficient computing time and produces better prediction results in depression [29,30]. Our results also support this view. Therefore, we believe that when the data set is small, SVM is more practical than RF in prediction research for PPD. Several previous studies used the SVM algorithm to make PPD predictions. Jiménez [13] collected data on postpartum women from seven Spanish hospitals and used the EPDS score as the outcome indicator to train a PPD prediction model based on SVM. Sriraam [15] used social media as a data source and, based on the mental health data of 173 mothers, a SVM-based PPD prediction model was established. De Choudhury [31] developed a SVM model to identify high-risk emotions and behaviors predictive of PPD using the content of Twitter posts. As these studies either target different populations or use different methods to detect the occurrence of PPD, the model prediction effects cannot be easily compared. However, the results of the optimal F-SVM model in our study are within range (sensitivity=0.69, ROC-AUC=0.78) and consistent with the findings of previous studies (sensitivity=0.56-0.78, ROC-AUC=0.63-0.81) [13,15,31]. Due to the negative effects of PPD on mothers and infants [32,33], such as the negative effects on the physical and mental health of mothers, the closeness of the mother-infant bond, and infant development, it is important to have a model with high sensitivity while maintaining a high ROC-AUC value. The selection of indicators in evaluating depression prediction models varies across studies. For example, Sriraam [15] and De Choudhury [31] emphasized the accuracy of the model’s prediction of PPD. Jiménez [13] emphasized model sensitivity and specificity. The balance between them is the geometric mean. The ROC-AUC is also widely used to evaluate the comprehensive performance of a model [14,15]. Our evaluation criteria provide a reference for

http://medinform.jmir.org/2020/4/e15516/
prediction research for screening purposes, but the approach may be different in research studies.

We found that the top 3 most important predictors in the models were psychological resilience, depression during the third trimester, and monthly income level. First, psychological resilience is the most important factor in the prediction of PPD, which can be attributed to the protective effect of psychological elasticity. Pregnancy and childbirth are a challenging time for women emotionally and physiologically, and the mother's body and mind are under greater stress [15]. Previous research has shown that psychological resilience as an important regulatory process can enable people to recover from and adapt to stress and life events, reducing the occurrence of adverse outcomes [34-36]. Our results also support the findings of Lu [37], who found that the level of psychological elasticity was negatively correlated with the occurrence of PPD. Second, the results regarding depression in the third trimester are consistent with most previous studies. Depression in the third trimester is associated with PPD [9,38,39]. A review by Robertson [5] mentioned that “depression and anxiety during pregnancy are the strongest predictors of PPD”. Mora's [40] research suggests that depression in the third trimester may continue to develop into the postpartum period. Third, the monthly income levels remain important factors affecting PPD, which supports Rhonda's [41] findings that mothers with low income levels faced obstacles in using mental health resources and were more likely to be frustrated. Epidemiological studies of PPD worldwide have also found that the incidence in developing countries is higher than that in developed countries [42].

The identification of these predictors also reveals the different aspects of PPD risk factors. A pregnant woman's psychological elasticity may reflect her personality traits. Depression in the third trimester may be a special symptom accompanying pregnancy. The income of a pregnant woman and her partner reflects the stability and coping resources available to them. It indicates that PPD risk should be assessed based on a combination of individual long-term, short-term, and environmental characteristics.

This study has several limitations. First, there was potential selection bias. Women who were not lost to follow-up might have had a greater awareness of mental health services. Second, the 50% loss to follow-up and small sample size may have negatively affected the applicability of the PPD model, indicating that more extensive validation is required. Third, a larger number of potential predictive factors would have been useful. Further studies should develop different PPD models using other ML algorithms and data from different sources as well as incorporating additional cultural factors to expand the application of the PPD models.

Acknowledgments
We acknowledge the people who have contributed to the field of this study, including professor KK Cheng from University of Birmingham, Liu Lu from Central South University. This project is funded by the National Natural Science Foundation of China (Grant No 81402690, 81773446), the National Natural Science Foundation of Hunan Province (Grant No 2019JJ40351), and the Graduate Research and Innovation Project of Central South University (Grant No 1053320183626).

Authors' Contributions
WZ, as the first author, developed the initial manuscript. She helped with recruitment of the participants and collected the data. Authors WZ and HL performed the statistical analysis. Authors HL and VS contributed substantially to the revision and refinement of the final manuscript study. Authors WG and PQ guided the overall design of the study and supervised the model development and manuscript. WG and PQ contributed equally to this paper.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Comparison of candidate predictors in the sample of pregnant women (N=508).
[DOCX File, 29 KB - medinform_v8i4e15516_app1.docx ]

Multimedia Appendix 2
Comparison of demographic characteristics, including data sets of 618 pregnant women lost in the cohort and 508 mothers who left the cohort study after childbirth.
[DOCX File, 32 KB - medinform_v8i4e15516_app2.docx ]

Multimedia Appendix 3
Definitions and coding of analyzed variables.
[DOCX File, 14 KB - medinform_v8i4e15516_app3.docx ]

References


33. Martini J, Petzoldt J, Einsle F, Beesdo-Baum K, H... (remaining text truncated due to length restrictions)


Abbreviations

BRS: Brief Resilience Scale
E-RF: model built using the random forest algorithm and expert consultation method
E-SVM: model built using the support vector machine algorithm and expert consultation method
EPDS: Edinburgh Postnatal Depression Scale
F-RF: model built using the random forest algorithm and Random forest-based filter feature selection method
F-SVM: model built using the support vector machine algorithm and Random forest-based filter feature selection method
FFS-RF: random forest-based filter feature selection
GAD-7: Generalized Anxiety Disorder-7
ML: machine learning  
PPD: postpartum depression  
PSQI: Pittsburgh Sleep Quality Index  
RF: random forest  
ROC-AUC: receiver operator curve-area under the curve  
SSRS: Social Support Rating Scale  
SVM: support vector machine.
Symptom Distribution Regularity of Insomnia: Network and Spectral Clustering Analysis

Fang Hu1, PhD; Liuhuan Li1, BSc; Xiaoyu Huang2, BSc; Xingyu Yan1, BSc; Panpan Huang2, PhD

1College of Information Engineering, Hubei University of Chinese Medicine, Wuhan, China
2College of Basic Medicine, Hubei University of Chinese Medicine, Wuhan, China

Corresponding Author:
Panpan Huang, PhD
College of Basic Medicine
Hubei University of Chinese Medicine
No. 16 Huangjiahu West Road
Hongshan District
Wuhan, 430065
China
Phone: 86 15327193915
Email: panpanhuang@hbtcm.edu.cn

Abstract

Background: Recent research in machine-learning techniques has led to significant progress in various research fields. In particular, knowledge discovery using this method has become a hot topic in traditional Chinese medicine. As the key clinical manifestations of patients, symptoms play a significant role in clinical diagnosis and treatment, which evidently have their underlying traditional Chinese medicine mechanisms.

Objective: We aimed to explore the core symptoms and potential regularity of symptoms for diagnosing insomnia to reveal the key symptoms, hidden relationships underlying the symptoms, and their corresponding syndromes.

Methods: An insomnia dataset with 807 samples was extracted from real-world electronic medical records. After cleaning and selecting the theme data referring to the syndromes and symptoms, the symptom network analysis model was constructed using complex network theory. We used four evaluation metrics of node centrality to discover the core symptom nodes from multiple aspects. To explore the hidden relationships among symptoms, we trained each symptom node in the network to obtain the symptom embedding representation using the Skip-Gram model and node embedding theory. After acquiring the symptom vocabulary in a digital vector format, we calculated the similarities between any two symptom embeddings, and clustered these symptom embeddings into five communities using the spectral clustering algorithm.

Results: The top five core symptoms of insomnia diagnosis, including difficulty falling asleep, easy to wake up at night, dysphoria and irascibility, forgetful, and spiritlessness and weakness, were identified using evaluation metrics of node centrality. The symptom embeddings with hidden relationships were constructed, which can be considered as the basic dataset for future insomnia research. The symptom network was divided into five communities, and these symptoms were accurately categorized into their corresponding syndromes.

Conclusions: These results highlight that network and clustering analyses can objectively and effectively find the key symptoms and relationships among symptoms. Identification of the symptom distribution and symptom clusters of insomnia further provide valuable guidance for clinical diagnosis and treatment.

(JMIR Med Inform 2020;8(4):e16749) doi:10.2196/16749
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Introduction

Background

Insomnia is a subjective complaint of a sleep disorder in which the patient has difficulty falling asleep or remaining asleep as long as desired. Insomniacs usually have low energy, less concentrating power, reduced appetite, and mood swings, leading to low performance throughout the day at work [1]. Approximately 16% of the population is reported to suffer from insomnia [2]. Clinical research has shown that traditional Chinese medicine (TCM) can be successfully applied in the treatment of insomnia [3,4]. However, the evaluation criteria of TCM diagnosis and treatment of insomnia remain unexplored. The most fundamental reason for this lack is that the clinical manifestations of insomnia are complicated and diverse; therefore, TCM physicians have difficulties in accurately extracting the core symptoms to carry out effective treatment according to clinical characteristic categories.

Machine learning, a subset of artificial intelligence and a data-oriented approach, has attracted substantial attention from various domains [5,6]. Researchers have already proposed a huge number of algorithms and models referring to machine learning to discover the hidden relationships between entities from different research fields [7,8]. TCM datasets have characteristics of “big data,” particularly with respect to the complex relationships among diseases, syndromes, symptoms, prescriptions, herbs, diagnosis, and treatment [9]. As the key clinical manifestations of patients, symptoms play a significant role in clinical diagnosis and treatment, which evidently have their underlying TCM mechanisms. There are frequently multiple interrelated symptoms under the same subgroup. A symptom network reflects the macroscopic law of the dynamic process of complex symptoms under the influence of certain driving forces. In recent decades, several researchers have applied various machine-learning approaches to discover the potential regulations for treating insomnia. Ahuja et al [10] applied 15 machine-learning algorithms and took 14 leading factors into consideration for predicting insomnia. The results of this analysis showed that insomnia primarily depends on vision problems, mobility problems, and sleep disorder. Park et al [11] developed 3 prediction models for sleep quality using machine-learning techniques to uncover the relationships between sleep quality and sleep-related factors. The results suggested that morning activity, and exposure to total and outside light during daytime are important contributors to sleep quality. Based on the Bayesian belief network model, Seixas et al [12] assessed the sleep duration and physical activity profiles that provided the lowest diabetes prevalence among black and white subjects. Hu et al [13,14] discovered the core symptoms and symptom distribution rule of insomnia using a network analysis method. Li et al [15] explored suitable preprocessing methods for analysis of TCM clinical data based on a prospective study on patients with insomnia treated according to syndrome differentiation. Weng et al [16] determined the frequency of each herb and association rules among the herbs for insomnia using data mining methods.

With continuous development of artificial intelligence, heterogeneous information network [17] and graph embedding [18] can be conducted to construct a medical network and train the various medical node embeddings for in-depth analysis of TCM data, including analysis of the molecular mechanisms of symptoms [19], herb target prediction [20], and disease comorbidity patterns [21]. Yang et al [22] proposed a heterogeneous network embedding representation algorithm to construct a heterogeneous symptom-related network, which was applied to obtain the low-dimensional vector representation of symptom nodes. This model was used to predict disease genes with high performance and obtained better results than other well-known disease gene prediction algorithms. Wang et al [20] presented an herb target interaction network approach for novel herb target prediction mainly relying on symptom-related associations. The above studies helped to effectively discover the relationships among disease mechanisms, symptoms, herbs, targets, ingredients, genes, and related factors; however, the critical factors of syndrome differentiation and treatment, and their corresponding relationships require further study. In particular, the most effective methods for exploring the key factors and relationships in TCM data, and to support the clinical diagnosis and treatment remain unclear.

Objectives

In this study, we explored the potential regularity of symptoms for diagnosing insomnia using complex network and machine-learning approaches. After constructing the symptom network with specific criteria, we identified the most important symptom nodes using four node importance evaluation metrics. Using the node-embedding technique [23,24], we acquired each symptom node embedded in the symptom network, and constructed the specific symptom vocabulary with the digital formation of vectors. Further, we divided the symptoms into several communities through similarity calculations between any two symptom embeddings using the spectral clustering algorithm. Finally, we obtained the core symptoms and symptom clusters, and then summarized the symptom distribution rule of insomnia. Compared to previous studies, we combined the complex network with a machine-learning approach to find the key symptoms and their corresponding symptom distribution rule. This study will provide a novel exploratory analysis method to discover clinically relevant information from TCM data.

Methods

Data Extraction

The analysis dataset of insomnia was extracted from the hospital information system at Guo Yi Tang Affiliated Hospital of Hubei University of Chinese Medicine (Wuhan, Hubei, China). The inclusion criteria for record selection were patients diagnosed with typical symptoms of insomnia (sleep disorder is the main symptom and the other symptoms are secondary to insomnia), aged 14-70 years, and insomnia occurring between 1 month and 30 years. The exclusion criteria were noncollaborators, including those unable to adhere to treatment or any noncompliance that would affect data collection and efficacy evaluation, and pregnant women or terminally ill patients.
Based on these criteria, we extracted 807 effective outpatient electronic medical records (EMRs) as the research data. Through analyzing the theme data, we cleaned the raw data and selected some significant features, including syndromes and their corresponding symptoms, and then formed the analysis dataset of insomnia.

### Steps of Data Processing

A summary of the data processing for insomnia is outlined in Figure 1. We divided the data processing into three steps: data preparation, data training, and data clustering.

<table>
<thead>
<tr>
<th>Data Preparation</th>
<th>Data Training</th>
<th>Data Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input the original electronic medical record (EMR) samples of insomnia $S$</td>
<td>Construct the symptom network based on $SS$</td>
<td>Calculate the weight matrix $W$ and similarity matrix $S'$ based on $E$</td>
</tr>
<tr>
<td>Clean and select the symptom information from $S$</td>
<td>Calculate the unnormalized transition probability for each symptom node</td>
<td>Normalize the degree matrix $D$ and get the Laplacian matrix $L$</td>
</tr>
<tr>
<td>Construct the symptom information table $ST$</td>
<td>Normalize the transition probabilities</td>
<td>Calculate the eigenvector matrix $F$</td>
</tr>
<tr>
<td>Encode for each symptom</td>
<td>Acquire the walk sequence $P$ of symptom nodes using the transition probabilities</td>
<td>Cluster each symptom node using K-Means algorithm and get the symptom communities $C$</td>
</tr>
<tr>
<td>Get the list of ordered symptom-symptom pairs $SS$</td>
<td>Train $P$ using Skip-Gram model and get the symptom embedding $E$</td>
<td></td>
</tr>
</tbody>
</table>

In the first step, we obtained the original EMRs dataset $S$ from the hospital information system, cleaned and selected the symptom information from $S$, and then constructed the symptom information table $ST$. After encoding each symptom, the list of ordered symptom-symptom pairs $SS$ was acquired.

In the second step, we constructed the symptom network based on $SS$, calculated the transition probability for each symptom node, and normalized the probabilities to acquire the walk sequence $P$ of symptom nodes. After training $P$ based on the Skip-Gram model [25], we obtained the symptom embeddings $E$.

In the third step, we calculated the weight matrix $W$ and similarity matrix $S'$ based on the symptom embeddings $E$. From the degree matrix $D$ and the Laplacian matrix $L$, we obtained the eigenvector matrix $F$. After clustering $F$ using the K-means algorithm, the symptom communities $C$ were acquired.

### Construction of the Symptom Network Model

Based on complex network theory [26,27], we constructed the insomnia symptom network $G(V,E)$, where $V$ is the node set of symptoms and $E$ denotes the edge set between any two symptoms. The rules of symptom network construction were as follows: each symptom in the records was considered a node in the network, the connection between any two symptoms co-occurring in the same diagnosis was considered an edge, and the weight of an edge was considered as the co-occurrence frequency of any two symptoms.

The construction process of the insomnia symptom network based on these rules is schematically outlined in Figure 2. As shown in Figure 2a, we constructed a network with two symptom nodes, *spiritlessness and weakness* and *difficulty falling asleep*, and denoted an edge representing these two symptoms co-occurring in the same diagnosis. During development, two other symptom nodes, *wake up while sleeping* and *dysphoria*, and their corresponding weighted edges were added to the network, as shown in Figure 2b. Finally, we acquired an undirected and weighted symptom network of insomnia including 164 nodes and 10,244 edges, as shown in Figure 2c.
Evaluation Metrics of Node Centrality

For complex networks, several evaluation metrics of node centrality are typically used to identify the core nodes [28]. The representative metrics include degree centrality, closeness centrality, betweenness centrality, and eigenvector centrality, which can reflect the node centrality (also called node importance) from different aspects. Degree centrality reflects the direct influence and the acquiring information ability of one node [29], closeness centrality reflects the distance properties between one node and other nodes [29], betweenness centrality measures the proportion of the shortest paths through one node [29], and eigenvector centrality represents the importance of one node comprehensively considering the importance of its neighbor nodes [30]. The equations of these four evaluation indices are as follows:

Degree centrality:

$$\text{deg}(v)$$ is the degree of node $$v$$ and $$N$$ is the number of nodes. In the betweenness centrality, $$\delta_{st}$$ is the number of the shortest paths from node $$s$$ to node $$t$$, and $$\delta_{st}(v)$$ is the number of shortest paths through node $$v$$. In the closeness centrality equation, $$d_{G}(v,t)$$ is the shortest path from node $$v$$ to node $$t$$. In the eigenvector centrality, $$A$$ represents the adjacent matrix of a network; if there is an edge between node $$v$$ and node $$t$$, $$a_{vt}=1$$, otherwise $$a_{vt}=0$$. $$\lambda_1, \lambda_2, \ldots, \lambda_N$$ are the eigenvalues of $$A$$, and $$e_t$$ is the eigenvector of $$\lambda_t$$.

Pearson Correlation Coefficients of Symptoms

The Pearson correlation coefficient, sometimes called the Pearson product-moment correlation coefficient, is a measure of the linear correlation between two variables [31,32]. It has a value between –1 and +1, where +1 indicates a complete positive linear correlation, 0 is no linear correlation, and –1 is a complete negative linear correlation. The definition of Pearson correlation coefficient $$r$$ is as follows:

where $$n$$ is the sample size; $$x_i$$ and $$y_i$$ are the individual sample points indexed with $$i$$; $$\bar{x}$$ is the sample mean represented as:

and analogously for $$\bar{y}$$.

We calculated the Pearson correlation coefficients between any 2 of the top 20 core symptom nodes from the symptom network. The relative heatmap is provided in Figure 3, in which the strengths of correlation values are represented using different color shading.
Training the Symptom Embeddings

Based on the matrix of the symptom network, we use the Skip-Gram model [25] to train the insomnia symptom embeddings (also called symptom vectors). We first built a vocabulary of 164 insomnia symptom terms. We represent an input symptom term such as dysphoria as a one-hot vector. This vector will have 164 components (one for every symptom in our vocabulary), and we placed “1” in the position corresponding to the symptom dysphoria and “0” in all other positions. The output of the network is a single vector containing 128 components. For each symptom in our vocabulary, the probability of randomly selecting a nearby symptom was calculated. The neural network model for training the symptom embeddings is outlined in Figure 4. In this model, we set the input layers as the 164 one-hot symptom vectors, the number of neurons in the hidden layer as 128, and the activation function in the output layer as the softmax function. Therefore, when evaluating the trained network on an input symptom one-hot vector, the output vector will be a probability distribution (ie, a series of floating point values rather than a one-hot vector). Consequently, we can obtain the probabilities of the symptoms such as dreaminess, wake up while sleeping, forgetful, and dizziness appearing close to the symptom dysphoria in the network.

Figure 4. Skip-Gram model of symptoms.

After training the model as shown in Figure 4, we acquired the weight matrix (ie, the symptom embeddings with 128 features) in the hidden layer. This weight matrix has 164 rows (one for each symptom in our vocabulary) and 128 columns (one for every hidden neuron). The symptom embedding lookup table is obtained from the weight matrix in the hidden layer as shown in Figure 5.
Clustering the Symptom Embeddings

To find the rule of symptom distribution and the symptom clusters of insomnia, we used the spectral clustering algorithm [33,34]—as a representative community detection algorithm used in complex networks—to divide the symptom network with 164 nodes and 10,244 edges into real communities. A community comprises one group or cluster of nodes in which the links between nodes are densely connected to each other but are sparsely connected with other communities [35].

We calculated the similarity values between any two symptom embeddings and divided the symptoms with high similarity values into the same community. The clustering process is as follows: we constructed the weight matrix \( W \) (ie, similarity matrix) through calculating the specific distance between two arbitrary symptom nodes \( v_i \) and \( v_j \), obtained the degree matrix \( D \), calculated the Laplacian matrix \( L = D - W \), and obtained the normalized Laplacian matrix \( L' \). We then found the first \( k \) minimum eigenvalues and their corresponding eigenvectors of \( L' \) and constructed the eigenmatrix \( F \) using these eigenvectors. \( F \) was clustered using the K-means algorithm to finally acquire the symptom clusters of insomnia.

Results

Core Symptom Analysis

We used four evaluation metrics to calculate the different centrality values of each node in the symptom network, and display the top 20 significant symptoms of 164 nodes in Table 1. The plots for degree centrality, closeness centrality, betweenness centrality, and eigenvector centrality are presented in Figure 6, 7, 8, and 9, respectively. The significant symptoms calculated by these four approaches were nearly identical. In particular, the degree centrality, closeness centrality, and betweenness centrality identified the same top 5 core symptoms, including difficulty falling asleep, easy to wake up at night, dysphoria and irascibility, forgetful, and spiritlessness and weakness. The eigenvector centrality found the same 3 symptoms difficulty falling asleep, easy to wake up at night, and spiritlessness and weakness, and could also find two other symptoms wake up while sleeping and dreaminess. Therefore, based on the symptom network of insomnia, the core symptoms can be identified accurately using these evaluation metrics referring to multiple aspects.
Table 1. Node centrality analysis of the symptom network.

<table>
<thead>
<tr>
<th>No.</th>
<th>Symptoms</th>
<th>Degree</th>
<th>Closeness</th>
<th>Betweenness</th>
<th>Eigenvector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>difficulty falling asleep</td>
<td>0.9632b</td>
<td>0.9645b</td>
<td>0.025b</td>
<td>0.2027b</td>
</tr>
<tr>
<td>2</td>
<td>forgetful</td>
<td>0.9325b</td>
<td>0.9368b</td>
<td>0.0204b</td>
<td>0.1997</td>
</tr>
<tr>
<td>3</td>
<td>dysphoria and irascibility</td>
<td>0.9325b</td>
<td>0.9368b</td>
<td>0.0224b</td>
<td>0.1834</td>
</tr>
<tr>
<td>4</td>
<td>easy to wake up at night</td>
<td>0.9264b</td>
<td>0.9314b</td>
<td>0.0244b</td>
<td>0.2042b</td>
</tr>
<tr>
<td>5</td>
<td>spiritlessness and weakness</td>
<td>0.9202b</td>
<td>0.9261b</td>
<td>0.0183b</td>
<td>0.2093b</td>
</tr>
<tr>
<td>6</td>
<td>wake up while sleeping</td>
<td>0.908</td>
<td>0.9157</td>
<td>0.0176</td>
<td>0.201b</td>
</tr>
<tr>
<td>7</td>
<td>wake up early</td>
<td>0.9018</td>
<td>0.9106</td>
<td>0.0176</td>
<td>0.1945</td>
</tr>
<tr>
<td>8</td>
<td>dreaminess</td>
<td>0.8834</td>
<td>0.8956</td>
<td>0.0129</td>
<td>0.225b</td>
</tr>
<tr>
<td>9</td>
<td>dizziness</td>
<td>0.865</td>
<td>0.8811</td>
<td>0.0162</td>
<td>0.1846</td>
</tr>
<tr>
<td>10</td>
<td>fatigue after waking up</td>
<td>0.865</td>
<td>0.8811</td>
<td>0.0143</td>
<td>0.1705</td>
</tr>
<tr>
<td>11</td>
<td>pulse string</td>
<td>0.865</td>
<td>0.8811</td>
<td>0.0177</td>
<td>0.1642</td>
</tr>
<tr>
<td>12</td>
<td>hard to sleep after waking up</td>
<td>0.8589</td>
<td>0.8763</td>
<td>0.0176</td>
<td>0.1709</td>
</tr>
<tr>
<td>13</td>
<td>dry mouth</td>
<td>0.8528</td>
<td>0.8717</td>
<td>0.0163</td>
<td>0.1746</td>
</tr>
<tr>
<td>14</td>
<td>headache</td>
<td>0.8466</td>
<td>0.867</td>
<td>0.0131</td>
<td>0.186</td>
</tr>
<tr>
<td>15</td>
<td>palpitation</td>
<td>0.8282</td>
<td>0.8534</td>
<td>0.0124</td>
<td>0.1556</td>
</tr>
<tr>
<td>16</td>
<td>abdominal distension</td>
<td>0.7853</td>
<td>0.8232</td>
<td>0.0115</td>
<td>0.1491</td>
</tr>
<tr>
<td>17</td>
<td>soreness and weakness of waist and knees</td>
<td>0.7669</td>
<td>0.8109</td>
<td>0.0099</td>
<td>0.169</td>
</tr>
<tr>
<td>18</td>
<td>tinnitus</td>
<td>0.7607</td>
<td>0.8069</td>
<td>0.0083</td>
<td>0.147</td>
</tr>
<tr>
<td>19</td>
<td>oppression in chest</td>
<td>0.7546</td>
<td>0.803</td>
<td>0.0096</td>
<td>0.1547</td>
</tr>
<tr>
<td>20</td>
<td>lusterless complexion</td>
<td>0.7239</td>
<td>0.7837</td>
<td>0.006</td>
<td>0.1477</td>
</tr>
</tbody>
</table>

*The top 20 symptoms are ranked in order of importance.

*The top 5 most important values in each column.

Figure 6. Degree centrality of symptoms.
**Figure 7.** Closeness centrality of symptoms.

**Figure 8.** Betweenness centrality of symptoms.
Figure 9. Eigenvector centrality of symptoms.

Symptom Correlation Analysis

Based on Figure 3, strong correlations were identified between any two of the top 20 symptoms with a range of 0.91 to 0.97. The correlation coefficient between oppression in chest and abdominal distension was 0.97, denoting that these two symptoms have the strongest correlation. A correlation coefficient of 0.96 was obtained between pairs of the following symptoms: palpitation and soreness and weakness of waist and knee, pulsing string, dry mouth, abdominal distension, tinnitus, lusterless complexion; pulsing string and oppression in chest, tinnitus, lusterless complexion, soreness and weakness of waist and knee, abdominal distension; abdominal distension and tinnitus, lusterless complexion, dizziness; oppression in chest and tinnitus, dry mouth, lusterless complexion; and tinnitus and lusterless complexion. These results indicate that there are strong correlations between these symptoms for the clinical diagnosis of insomnia.

Symptom Clustering Analysis

To obtain the best result of symptom distribution, we trained the symptom embeddings using the different embedding dimensions $d=128$ and $d=164$ in the node-embedding model and divided the symptom network into different communities by changing the cluster numbers ($c=4$ and $c=5$) in the spectral clustering algorithm.

The obtained symptom communities with different embedding dimensions and cluster numbers are shown in Figures 10-13. In these networks, the size of nodes denotes the degree of importance of symptoms of insomnia to the network; that is, a larger node indicates that this symptom is more important to insomnia. The size of the edges represents the co-occurrence frequencies of any two symptoms in the records. The clustering result revealed the classic symptom clusters of insomnia.

Some core symptoms such as dry hair in Figure 10, frequent urination in Figure 12, and oppression in chest in Figure 13 do not appear very frequently among the main complaints of patients. In addition, with regard to the disease subtypes for personalized treatment of insomnia, insomnia symptoms were only divided into four categories based on Figure 10 and Figure 12, which are too simple and cannot reflect the complexity and changeability of symptom characteristics of insomnia patients. In Figure 11, this symptom network (Figure 2) is split into five communities using the spectral clustering algorithm, which are more identical to the clinical diagnosis, as follows.

- Community 1 (green): symptoms including spiritlessness and weakness, wake up while sleeping, fatigue after waking up, easy to wake up at night, and dreaminess are divided into a community with the core symptom difficulty falling asleep.
- Community 2 (purple): symptoms including dry hair, constipation, palpitation, and abdominal distension are divided into a community with the core symptom hard to sleep after waking up.
- Community 3 (blue): the symptoms including bitter taste in mouth, dry eye, rapid pulse, emaciation, and moderate pulse are divided into a community with the core symptom soreness and weakness of waist and knees.
- Community 4 (pink): the symptoms including purplish tongue, ulcer, earache, oppression in chest, and dry mouth are divided into a community with the core symptom pulse string.
- Community 5 (orange): the symptoms including expectoration, night sweating, thin tongue, floating pulse, and dizziness are divided into a community with the core symptom tinnitus.
Figure 10. Symptom communities (d=128 and c=4).

Figure 11. Symptom communities (d=128 and c=5).

Figure 12. Symptom communities (d=164 and c=4).
Discussion

Principal Findings

In this study, we considered insomnia as a model condition, and explored the symptom distribution regularity using complex network and machine-learning approaches focusing on a node-embedding representation. We constructed the symptom network to reflect the hidden relationships between symptoms, and then identified the core symptoms using representative evaluation metrics of node centrality. Based on the symptom network, we trained the symptom vocabulary using the node-embedding technique. After clustering symptom embeddings using the spectral clustering algorithm, we acquired the insomnia symptom communities, which can reveal the symptom distribution rule. The core symptoms were identified using representative evaluation indices of node centrality such as degree centrality, closeness centrality, betweenness centrality, and eigenvector centrality.

The results showed that the core symptoms are difficulty falling asleep, easy to wake up at night, and dysphoria and irascibility. Clinical research demonstrates that these symptoms always appear in the diagnosis of insomnia, and the majority of patients with insomnia have these three symptoms. According to the diagnostic criteria of International Classification of Sleep Disorders-3 in the European guidelines for the diagnosis and treatment of insomnia [36], the diagnostic criteria of chronic insomnia are: difficulty falling asleep, difficulty maintaining sleep, getting up early, unwilling to go to bed on time, and difficulty falling asleep without intervention from parents or caregivers. The five core symptoms of insomnia that we obtained (Figure 11) are difficulty falling asleep, easy to wake up at night, dysphoria and irascibility, forgetful, and spiritlessness and weakness. We further discovered the related symptoms corresponding to the core symptoms such as irritability, dryness of mouth, and sweating at night, which are all derived from the same syndrome. These findings also indicate the main syndrome for different individual cases. Therefore, our results essentially match the diagnostic criteria for the core symptoms of insomnia.

After training the node embeddings in the symptom network using the Skip-Gram model with different embedding dimensions (128 and 164), we acquired the different symptom embedding representations. We then clustered these symptom embeddings using the spectral clustering algorithm with different cluster numbers (4 and 5), and obtained four and five symptom communities, respectively. By comparing the experimental results with different dimensions and cluster numbers, we found that the clusters of insomnia symptoms are more identical to those in clinical practice and the results from previous studies when the dimension of the Skip-Gram model was 128 and the number of clusters in the spectral clustering algorithm was 5. Thus, the network shown in Figure 11 can reflect the distinct clinical symptom characteristics of insomnia, and each community is significantly heterogeneous, which will be helpful to evaluate the condition and guide individualized treatment.

Limitations

To best evaluate the results of core symptom identification or symptom clustering, we have simply presented the conclusion based on the symptom network structure analysis, evaluation metrics of node centrality in a complex network, and the similarity of symptom embeddings. The results were derived from objective calculations using machine-learning approaches. We also referred to the professional suggestions from clinicians working on insomnia, published manuscripts, and guideline for the diagnosis and treatment of insomnia. Because there is still no standard category for each symptom in TCM, the accuracy of the results remains to be verified.

Conclusions

In the clinical practice of TCM, the symptoms of insomnia patients with different syndromes are different. Therefore, research focused on the identification of core symptoms, syndromes, and their corresponding symptoms has significance for the clinical diagnosis and treatment of insomnia. By using complex network and machine-learning approaches, specifically
node-embedding and the spectral clustering algorithm, we constructed the symptom-weighted network model representing the relationships underlying the different symptoms. The insomnia symptoms were divided into five communities according to their distinct clinical characteristics. Multiple interrelated symptoms were frequently observed in the same community, reflecting the fact that different symptoms are derived from the same syndrome. These results can provide meaningful symptom associations, which can help physicians to find the most significant content and regularity from complex symptom relationships.

A similar diagnosis of symptoms appeared in a report by the Committee of the American Academy of Sleep Medicine [37]. Overall, the establishment of different communities can help to explore meaningful symptom associations, which can provide an intuitive understanding of the corresponding basic pathogenesis for physicians. Further, these results clarify that the methodologies used in this study can effectively and accurately find hidden relationships between symptoms for insomnia. These methodologies can filter unimportant symptoms and obtain meaningful symptom correlations and associations, which will help physicians to find the most important core content from complex symptom relationships. The trained insomnia symptom embeddings can be used in additional research as a basic dataset. With further development, similar approaches can be used to explore the symptom distribution regularity for the diagnosis and treatment of other diseases.
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Abstract

Background: Deidentification of clinical records is a critical step before their publication. This is usually treated as a type of sequence labeling task, and ensemble learning is one of the best performing solutions. Under the framework of multi-learner ensemble, the significance of a candidate rule-based learner remains an open issue.

Objective: The aim of this study is to investigate whether a rule-based learner is useful in a hybrid deidentification system and offer suggestions on how to build and integrate a rule-based learner.

Methods: We chose a data-driven rule-learner named transformation-based error-driven learning (TBED) and integrated it into the best performing hybrid system in this task.

Results: On the popular Informatics for Integrating Biology and the Bedside (i2b2) deidentification data set, experiments showed that TBED can offer high performance with its generated rules, and integrating the rule-based model into an ensemble framework, which reached an F1 score of 96.76%, achieved the best performance reported in the community.

Conclusions: We proved the rule-based method offers an effective contribution to the current ensemble learning approach for the deidentification of clinical records. Such a rule system could be automatically learned by TBED, avoiding the high cost and low reliability of manual rule composition. In particular, we boosted the ensemble model with rules to create the best performance of the deidentification of clinical records.

(JMIR Med Inform 2020;8(4):e17622) doi:10.2196/17622
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Introduction

Background

Electronic health records (EHRs) are rich resources for clinical research in which a large amount of medical knowledge is contained. To protect the privacy of patients, EHRs cannot be directly accessed by researchers without deidentification (ie, removing the information that may reveal the patient’s identity). According to the Health Insurance Portability and Accountability Act (HIPAA) of the United States, 18 categories of protected health information (PHI) must be removed before the release of EHRs, such as name, age, and location, which brings big challenges to the process of deidentification.

Deidentification is conventionally processed manually, with crowd-sourced workers tagging the PHI and removing it. This would be prohibitively expensive in terms of manpower considering the existing large scale of the clinical corpus. With the help of natural language processing technology, automatic deidentification becomes possible. To encourage innovations in this field, in 2006, 2014, and 2016, three deidentification shared tasks were organized by Informatics for Integrating Biology and the Bedside (i2b2). In these shared tasks, most approaches take deidentification as a sequence-labeling problem aimed at generating the proper label to each token in the text.
Task Formulation

Formally, given a sequence $S = (s_1, s_2, \ldots, s_n)$ of length $n$ that needs to be tagged, the target of a tagger is to properly generate a tag $t_i$ for the $i$th token $s_i$ to form a tag sequence $T = (t_1, t_2, \ldots, t_n)$. As one PHI entity might span multiple tokens, the output sequence $T$ follows a format that indicates the inside, outside, and begin (IOB) of a PHI.

For example, given the sentence “Harlan Oneil is a 43 years old gentleman”, the outputs of our system should be “B(NAME) I(NAME) O O B(AGE) O O O”. The first two tags B(NAME) and I(NAME) will be merged into a PHI entity, and the fifth tag is a single-token PHI.

Prior Work

Various methods have been designed for deidentification. Methodologically, current solutions to the deidentification of EHRs can be summarized into three categories: rule-based methods, learning-based methods, and ensemble approaches. Early research in this task was mostly based on rules, such as Sweeney et al [2] and Gupta et al [3]. The rule-based systems used dictionaries and hand-crafted rules derived by medical expertise, which are hard to transfer to other domains. With the rapid growth of machine learning methods, researchers quickly switched to learning-based methods including support vector machine (SVM) [4], decision tree [5], and conditional random field (CRF) [6], and recent deep learning models like recurrent neural network (RNN) [7], long short-term memory (LSTM)-CRF [8], and bidirectional encoder representations from transformers (BERT)-CRF [9]. Typically, the learning-based models perform better than the rule-based models due to the difficulty in building an “ideal” rule set.

More recently, the strategy of combining different models was widely adopted, bringing rule-based methods back to the stage. The ensemble approach can take the advantage of different models by finding the best submodel for each case. Previously proposed learning-based models as well as the rule-based models have become candidates of submodels. Taking the i2b2 shared tasks as an example, most participants presented ensemble solutions with different models involved. Among them, Liu et al [10] and Dehghan et al [11] both used rules for some categories and CRF for others in the 2014 challenge. Their rule-based taggers had better precision but inferior recall and was reported effective only for structured PHI like phone numbers. In the 2016 i2b2 shared task, ensemble with rule-based models became more popular. Lee et al [12], Dehghan et al [13], Bui et al [14], and Liu et al [15] all employed rule-based models as a component of their hybrid systems. However, despite the wide use of rules, all the works did not investigate the effect of rule-based models in hybrid architecture. Therefore, it remains an open issue if the rule-based method should be included in the ensemble approach to deidentification.

Technical Challenges

For the ensemble approach, a well-recognized opinion is that the performance of a hybrid system depends on not only the performance of submodels but also the diversity between them. Rule-based methods are usually proven inferior to popular machine learning models in terms of accuracy, which is supposed to hurt the ensemble model. Meanwhile, it was revealed that rules are substantially different from the learning-based models, which could bring a positive impact on the ensemble model. In fact, experimental results [16] provide an inconsistent observation on rule models in ensemble learning, revealing the challenge of determining the best use of the rule-based method in deidentification. It is perceivable that a weak rule-based tagger would generate noisy results and constrain the power of hybrid systems despite the diversity of rule-based models. The challenge is to determine if there is a solution to boost the ensemble approach with a proper rule-based model, which could enhance the performance with negligible cost.

Objectives

In this paper, we present a novel ensemble approach with a rule-based component that top-performed on the 2014 i2b2 deidentification dataset, as well as an examination on the contribution of rule-based models to this task. Our system follows the idea of stacked generalization [17] and employs an ensemble classifier to combine the outputs of two learning-based subtaggers and a rule-based subtagger. We apply a transformation-based error-driven learning (TBED) algorithm [18] to automatically build a powerful rule-based model, and further explore the rule-based model’s effect on a hybrid deidentification system. Experiments show that rule-based models have a notable impact on overall performance; we can boost the F score up to 96.76% with TBED, exceeding the top performance reported in the literature so far.

Methods

Overview

In this section, we describe our system in detail. As shown in (Figure 1), the system is implemented under the framework of ensemble learning, combining two learning-based submodels and a rule-based submodel. Unlike other preliminary explorations, our discussion is centered on a data-driven algorithm that can learn the rules automatically. For a fair comparison with the existing works, we do not change the candidates of learning-based submodels, involving only CRF and LSTM-CRF. The outputs from different models are finally combined with a binary classifier that selects positive PHI entities from predicted PHI candidates.

Formally, given a sequence $S = (s_1, s_2, \ldots, s_n)$ of length $n$ that needs to be tagged, the target of a tagger is to properly generate a tag $t_i$ for the $i$th token $s_i$ to form a tag sequence $T = (t_1, t_2, \ldots, t_n)$. As one PHI entity might span multiple tokens, the output sequence $T$ follows a format that indicates the inside, outside, and begin (IOB) of a PHI.
Figure 1. An overview of our deidentification system. BLSTM: bidirectional long short-term memory; CNN: convolutional neural network; CRF: conditional random field; EHR: electronic health record; PHI: protected health information; TBED: transformation-based error-driven learning.

Rule-Based Approach

Rule-based taggers depend on precise and detailed rules; developing this type of model usually requires domain expertise. To minimize the cost to formulate such rules for deidentification, we leverage the TBED algorithm, which learns rules automatically according to their gains in correcting tagging errors. The following is the pseudocode of the TBED algorithm.

According to the TBED algorithm, at the beginning we need to define an initial annotator (INT). This annotator simply plays the role of providing a tag sequence to $S$, so it does not have to be sophisticated. In our implementation, we mine some typical regex patterns and build initial-state annotators upon them. Part of our regex patterns are shown in Table 1.

Table 1. Part of the patterns used in the initial-state annotator.

<table>
<thead>
<tr>
<th>Regular pattern</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>[A-Za-z]{2,3} [0-9]{2,3}</td>
<td>B(USERNAME)</td>
</tr>
<tr>
<td>Hospital</td>
<td>I(HOSPITAL)</td>
</tr>
<tr>
<td>\w+[@\w.][A-Za-z]{3}</td>
<td>B(EMAIL)</td>
</tr>
<tr>
<td>Street</td>
<td>Avenue</td>
</tr>
<tr>
<td>\d{4}</td>
<td>\d{2}-\d{2}-\d{2}</td>
</tr>
</tbody>
</table>

After applying the initial tagger, the main body of TBED (from line 4 of the TBED algorithm) starts to collect the most profitable transformation in all possible transformations. In line 5, if a tag $t_i$ doesn’t match the correct tag $t_g$ at the $i$th position, a candidate rule changing $t_i$ to $t_g$ is generated (eg, if current token is $s_i$ and if the length of previous token is $l_{i-1}$, then change $t_i$ to $t_g$). The transformations can be conditional on different features (see also the section Unified Feature Set) from different perspectives, forming a group of candidate rules ($C_R_k$). From line 6 to line 8, we scanned each rule through the corpus to determine its benefit $s(r)$ according to the tags in $C_k$. Then from line 9 to line 11, the rule with the best score is chosen to be used in the generated tagger and is appended to an ordered list of rules at each iteration. This rule set can be further improved by another round of iteration. After leveraging this greedy searching strategy several times, we can get many helpful transformation rules, resulting in a greatly empowered rule-based tagger.

Learning-Based Models

The learning-based models are dominating in the recent deidentification research. Among them, two models always appear in the center stage: one is CRF, the other is neural network. Accordingly, we built two different types of models based on CRF and RNN, respectively, and integrated them into the hybrid system.

The CRF models $P(T \mid S)$ using a Markov random field, with nodes corresponding to elements of $T$, and the potential functions are conditional on (features of) $S$. CRF offers several advantages over the hidden Markov model (HMM), including the ability to relax strong independence assumption made in the HMM. Moreover, CRF also avoids a fundamental limitation of maximum entropy Markov models (MEMMs), which can be biased towards states with few successor states. One common use of CRF is sequence labeling problems like named entity recognition (NER), in which case the Markov field is a chain and the CRF predicts the most possible $T$ conditioned on the input sequence $S$ via equation 1.

$$P(T \mid S) = \frac{1}{Z} \exp \sum_j f_j(t_j, S)$$

In equation 1, $f_j(t_{i+1}, t_i, S, i)$ is a feature function, $\omega$ is a learnable weight for the feature function, and $Z$ is the normalization factor. Feature functions are usually defined as indicator functions. For example, a feature function may have a value of 0 in most cases, and a value of 1 if a feature of $t_{i+1}$ is 1 (eg, the length of $t_{i+1}$ is 4) and a feature of $t_i$ is 2 (eg, $t_i$ is a punctuation). $\omega$ can assign the weight of such a feature function.
The neural network (NN)-based one is similar to the BLSTM-CNNs-CRF architecture proposed by Ma et al [19]. It first builds a dense representation of the input sequence by concatenating word embeddings with character embeddings extracted by a convolutional neural network (CNN) layer. This representation is then fed into a bidirectional LSTM encoder, and a CRF layer is employed as the last layer to predict the most probable tag. We modified this model by adding feature embedding to the input, providing more information to the downstream LSTM-CRF network. We omit the details of this model and refer readers to Ma et al [19] for brevity.

Unified Feature Set
As features for the submodels, a unified feature set was constructed. According to previous explorations and our experiments on this data, we chose the following 3 types of features.

- Token-level features: length of the token; whether the token contains only numbers; whether the token starts with an uppercase letter; the stem, prefix, suffix of the token; etc
- Global features: sentence length, section information [15]
- Tagging-based features: general NER tag and part of speech (POS) tag from Stanford CoreNLP [20]

Ensemble Method
Ensemble learning is a technique that combines multiple models to obtain better predictive performance. In the 2014 i2b2 deidentification challenge, 4 of 8 participants used the ensemble of rules and CRFs, and the overall top 3 systems were hybrid systems. For deidentification, ensemble is always performed at the output layer (ie, combining the outputs from the submodels).

The most popular and successful ensemble strategy in the challenge is using rules for some categories and CRFs for others. Although it proved useful in the challenge, there are still many shortcomings for this method. The division of categories are manually made based mainly on intuition, and the category-level choice is inflexible, which misses details of different samples. To avoid these shortcomings, we chose a fine-grained learning-based ensemble method: stacking.

Following Kim et al [21], we combined the predictions of the rule-based model and learning-based models via stacked generalization. Specifically, the predicted PHI from submodels are fed into a binary SVM-based classifier to make the decision about which PHI is more likely to be correct. The ensemble learner scores PHI according to some features (eg, which predictor(s) predicted this PHI, the overlap with other PHI, the type of this PHI) and picks PHI with higher scores.

Results
Data Sets and Evaluation Metrics
In the 2014 i2b2 deidentification shared task, a corpus of clinical narratives were released with PHI expressions, consisting of 1304 English medical records for 296 patients with 805,118 whitespace-separated tokens [22]. The 2014 i2b2 deidentification data set was manually annotated with a total of 28,867 PHIs. The PHI categories defined by HIPAA are extended into 23 fine-grained PHI subcategories (the i2b2 category hereafter). Detailed PHI distributions are shown in Table 2. Note that the corpus is divided into a training set and a testing set, with 790 and 514 records, respectively.
Table 2. Protected health information (PHI) distribution in the 2014 i2b2 deidentification corpus (total PHI in training set=17,405 and total PHI in test set=11,462).

<table>
<thead>
<tr>
<th>HIPAA(^a) categories and i2b2(^b) categories</th>
<th>Training set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATE</td>
<td>7502</td>
<td>4980</td>
</tr>
<tr>
<td>NAME</td>
<td>2885</td>
<td>1912</td>
</tr>
<tr>
<td>DOCTOR</td>
<td>1316</td>
<td>879</td>
</tr>
<tr>
<td>PATIENT</td>
<td>264</td>
<td>92</td>
</tr>
<tr>
<td>AGE</td>
<td>1233</td>
<td>764</td>
</tr>
<tr>
<td>CONTACT</td>
<td>309</td>
<td>215</td>
</tr>
<tr>
<td>PHONE</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>FAX</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>EMAIL</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>ID</td>
<td>611</td>
<td>422</td>
</tr>
<tr>
<td>MEDICALRECORD</td>
<td>261</td>
<td>195</td>
</tr>
<tr>
<td>IDNUM</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>DEVICE</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>BIOD</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>HEALTHPLAN</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>LOCATION</td>
<td>1437</td>
<td>875</td>
</tr>
<tr>
<td>HOSPITAL</td>
<td>394</td>
<td>260</td>
</tr>
<tr>
<td>CITY</td>
<td>314</td>
<td>190</td>
</tr>
<tr>
<td>STATE</td>
<td>216</td>
<td>136</td>
</tr>
<tr>
<td>STREET</td>
<td>212</td>
<td>140</td>
</tr>
<tr>
<td>ZIP</td>
<td>124</td>
<td>82</td>
</tr>
<tr>
<td>ORGANIZATION</td>
<td>66</td>
<td>117</td>
</tr>
<tr>
<td>COUNTRY</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>LOCATION-OTHER</td>
<td>234</td>
<td>179</td>
</tr>
</tbody>
</table>

\(^a\)HIPAA: Health Insurance Portability and Accountability Act.
\(^b\)i2b2: Informatics for Integrating Biology and the Bedside.

Evaluation metrics are selected as the popular precision (P), recall (R) and F1-measure (F1) as illustrated by equation 2. The primary metric of this shared task is the entity-level strictly matched F1 score, which requires that the start, end, and class under i2b2 categories are all matched with the golden annotation. The organizers provided an evaluation script to calculate this score [23]. To make our experiments comparable with baselines, all the results are evaluated using this script.

Preprocessing and Experimental Setups

The whitespace-separated tokens do not exactly match the PHI in the i2b2 corpus (ie, there is PHI starting or ending in the middle of a token), making them impossible to be correctly annotated under the token-level IOB scheme. For example, token “Dr.Smith” contains the PHI “Smith”, but a token-level tagger can only annotate the entire string “Dr.Smith” as an entity and never outputs the correct PHI “Smith”, which hurts performance severely. This is the reason why subword level tokenization is necessary. We performed the following steps for tokenization to tackle this problem. First, all characters are
We performed 10-fold cross-validation to tune the hyper-parameters. TBED outputs 43 transformation rules from 43 iterations. CRF uses an extended feature set with 49 different types of feature crosses. We used linear_chain_crf [24] as the implementation of CRF, which can use a graphics processing unit (GPU) to accelerate. The BLSTM-CNNs-CRF model is implemented with TensorFlow [25]. The SVM-based ensemble learner uses radial basis function (RBF) kernel with LIBSVM [26]. Other hyper-parameters are shown in Table 3.

Table 3. The hyper-parameters setting.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate for conditional random field</td>
<td>0.0005</td>
</tr>
<tr>
<td>Regularization weight</td>
<td>0.0003</td>
</tr>
<tr>
<td>Kernel size for CNN&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2, 3, 4, 5</td>
</tr>
<tr>
<td>Number of channels of CNN</td>
<td>8</td>
</tr>
<tr>
<td>Dimension of character embedding</td>
<td>16</td>
</tr>
<tr>
<td>Dimension of word embedding</td>
<td>128</td>
</tr>
<tr>
<td>Dimension of feature embedding</td>
<td>4 per feature</td>
</tr>
<tr>
<td>LSTM&lt;sup&gt;b&lt;/sup&gt; hidden size</td>
<td>128</td>
</tr>
<tr>
<td>Gradient clip</td>
<td>10</td>
</tr>
<tr>
<td>Learning rate for LSTM</td>
<td>0.0002</td>
</tr>
<tr>
<td>SVM&lt;sup&gt;c&lt;/sup&gt; C value for positive samples</td>
<td>5.2</td>
</tr>
<tr>
<td>SVM C value for negative samples</td>
<td>12.48</td>
</tr>
<tr>
<td>SVM gamma value</td>
<td>0.009</td>
</tr>
</tbody>
</table>

<sup>a</sup>CNN: convolutional neural network.
<sup>b</sup>LSTM: long short-term memory.
<sup>c</sup>SVM: support vector machine.

Statistical Results

In this section, we report the results of our experiments. The results of our models as well as a comparison with baselines are shown in Table 4. We selected three representative previous works as our baselines. Yang et al [27] is the winner of the 2014 i2b2 deidentification challenge, they employed rules for some types of PHI and CRFs for others. Liu et al [15] is a representative work on ensemble learning, which consists of 3 learning-based models, CRF, LSTM-CRF, and LSTM-CRF-FEA (feature), where the LSTM-CRF-FEA takes hand-crafted features as additional inputs. The main difference between Liu et al [15] and our study is that they did not combine a rule-based model. Besides, they used a smaller feature set with no feature crosses for the CRF. Beryozkin et al [28] is the state-of-the-art (SOTA) solution on the 2014 i2b2 data set. They used a BiRNN-CRF model with character-level RNNs and achieved an F1 of 96.00%.
Table 4. Results of the hybrid system and submodels (i2b2 categories, strict entity matching).

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision, %</th>
<th>Recall, %</th>
<th>F1-measure, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et al [27] (CRFa + Rule)</td>
<td>96.45</td>
<td>90.92</td>
<td>93.60</td>
</tr>
<tr>
<td>Liu et al [15] (CRF + LSTMb*2)</td>
<td>96.46</td>
<td>93.80</td>
<td>95.11</td>
</tr>
<tr>
<td>Beryozkin et al [28] (BiRNNc)</td>
<td>d</td>
<td>d</td>
<td>96.00</td>
</tr>
<tr>
<td>Rule-based</td>
<td>91.92</td>
<td>90.36</td>
<td>91.13</td>
</tr>
<tr>
<td>CRF</td>
<td>97.58</td>
<td>93.30</td>
<td>95.39</td>
</tr>
<tr>
<td>BLSTMf-CNNs-CRF</td>
<td>96.91</td>
<td>95.74</td>
<td>96.32</td>
</tr>
<tr>
<td>Ensemble</td>
<td>98.15</td>
<td>95.41</td>
<td>96.76</td>
</tr>
</tbody>
</table>

aCRF: conditional random field.  
bLSTM: long short-term memory.  
cRNN: recurrent neural network.  
dThese results are not reported in the original paper.  
eBLSTM: bidirectional long short-term memory.  

As for our models, the rule-based submodel achieved a satisfactory F1 score of 91.13%; the CRF-based submodel is more powerful with an F1 score of 95.39%; and the NN-based submodel is about 1% better than the CRF-based model with an F1 score of 96.32%. The final result of our ensemble system was 96.76%, achieving a new SOTA system.

To discuss whether TBED is a good solution to rule-based deidentification, a comparison of our data-driven rule-based model and other hand-crafted rule-based models is shown in Table 5. Two distinguished rule-based methods in the 2014 i2b2 competition are selected. The first is Liu et al [10] using regular expressions to identify standardized PHI such as PHONE, FAX, and EMAIL with one pattern per category. Their system achieved a high precision of 97.92% but a low recall of 1.64%, making the averaged F1 only 3.23%. The second is Dehghan et al [11] leveraging dictionaries and more sophisticated rules. With undisclosed manual cost, they achieved an 87.53% F1 score for part of the PHI categories, which is the best-performed rule-based results reported in the literature. We applied TBED to all 23 PHI categories and achieved an F1 score of 91.13%.

Table 5. Results of rule-based taggers (i2b2 categories, strict entity matching).

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision, %</th>
<th>Recall, %</th>
<th>F1-measure, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al [10] (Regex)</td>
<td>97.92</td>
<td>1.64</td>
<td>3.23</td>
</tr>
<tr>
<td>Dehghan et al [11] (dictionary + rules)a</td>
<td>89.68</td>
<td>85.91</td>
<td>87.53</td>
</tr>
<tr>
<td>Our method, initial-state tagger (Regex)</td>
<td>69.28</td>
<td>33.53</td>
<td>45.19</td>
</tr>
<tr>
<td>Our method (Regex + TBED)b</td>
<td>91.92</td>
<td>90.36</td>
<td>91.13</td>
</tr>
</tbody>
</table>

aOnly part of the personal health information categories were counted, resulting in a higher recall.  
bTBED: transformation-based error-driven learning.

We also explored the components in our TBED method. There are two parts in our rule-based model: the initial-state tagger (based on Regex) and the transformation-based tagger (TBED). As shown in Table 5, although our initial-state tagger performs poorly with an F1 of 45.19%, it could be rapidly improved to 91.13% after 43 rounds of iteration.

To further verify the impact of each submodel, especially the role of TBED in the ensemble learning, we performed an ablation study by removing each component of the hybrid system. The corresponding performances are shown in Table 6. If we exclude BLSTM-CNNs-CRF from the hybrid system, the F1 becomes 96.07% with a decrease of 0.69%. When we remove the rule-based model, the ensemble of learning-based models can only reach an F1 of 96.42%, and it can be improved back to 96.46% by recovering the initial-state tagger. CRF has the least impact of 0.1% from 96.76% to 96.66%.
Table 6. Results of the hybrid system without submodels (i2b2 categories, strict entity matching).

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-measure, %</th>
<th>Change, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>96.76</td>
<td>0</td>
</tr>
<tr>
<td>Without TBED(^a) (with Regex)</td>
<td>96.46</td>
<td>-0.30</td>
</tr>
<tr>
<td>Without TBED (without Regex)</td>
<td>96.42</td>
<td>-0.34</td>
</tr>
<tr>
<td>Without CRF(^b)</td>
<td>96.66</td>
<td>-0.10</td>
</tr>
<tr>
<td>Without BLSTM(^c)-CNN(^d)-CRF</td>
<td>96.07</td>
<td>-0.69</td>
</tr>
</tbody>
</table>

\(^a\)TBED: transformation-based error-driven learning.
\(^b\)CRF: conditional random field.
\(^c\)BLSTM: bidirectional long short-term memory.
\(^d\)CNN: convolutional neural network.

**Discussion**

**Analysis of Principal Results**

The results of our system were quite positive. Our rule-based model achieved an F1 of 91.13%, which surpasses the existing practices in rule-based deidentification. From the comparison of Regex and Regex with TBED, we found that TBED is not necessarily dependent on a fine-tuned initial tagger. In other words, TBED could efficiently learn a rule-set to best approximate the training data. The performance of our CRF model was an F1 of 95.39%, which outperforms the previous hybrid systems. We believe that this improvement is mainly from the more detailed feature set and feature crosses between the features. The BLSTM-CNNs-CRF also showed advantage over the BiRNN model presented by Beryozkin et al [28] with a gap of 0.32% in F1, which is the best performing submodel. Integrating them together, our ensemble framework improved the best performing submodel BLSTM-CNNs-CRF by about 0.32% in F1. The improvement of a hybrid system is usually from the diversity of its components. **Table 7** shows some cases of the difference between submodels, which may reveal where the improvement comes from. Opposite to the learning-based models, which are optimized to generalize the whole data set, rule-based models usually focus on a specific condition, which offers the ability to deal with rare cases.

<table>
<thead>
<tr>
<th>Cases</th>
<th>TBED(^a)</th>
<th>CRF(^b)</th>
<th>BLSTM(^c)-CNN(^d)-CRF</th>
<th>Ensemble</th>
<th>Golden standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>with SVR(^e) of 1739(^f)</td>
<td>—</td>
<td>DATE</td>
<td>DATE</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>family contact: Talissa Irish</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Name: FOUST,FAY [50294530(LHCC)]</td>
<td>RECORD</td>
<td>PHONE</td>
<td>RECORD</td>
<td>RECORD</td>
<td>RECORD</td>
</tr>
<tr>
<td>a CK(^h) of 1028</td>
<td></td>
<td>DATE</td>
<td>DATE</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>go back to New Jersey</td>
<td>STATE</td>
<td></td>
<td>HOSPITAL</td>
<td>STATE</td>
<td>STATE</td>
</tr>
<tr>
<td>739 Newburgh Street, Sulphur, AR 26822</td>
<td>ZIP</td>
<td></td>
<td>RECORD</td>
<td>ZIP</td>
<td>ZIP</td>
</tr>
</tbody>
</table>

\(^a\)TBED: transformation-based error-driven learning.
\(^b\)CRF: conditional random field.
\(^c\)BLSTM: bidirectional long short-term memory.
\(^d\)CNN: convolutional neural network.
\(^e\)SVR: systemic vascular resistance
\(^f\)Italics indicate the protected health information for each case.
\(^g\)Not a privacy entity.
\(^h\)CK: creatine kinase

The results of our ensemble system also showed advantages over all previous explorations. Compared with previous top performing hybrid systems (Yang et al [27] and Liu et al [15]), our system offers significant improvements of ≥1.5% in all the metrics. It also creates a new SOTA system that exceeds the previous SOTA of 0.76%, further proving the effectiveness of our approach.

**Interpretations of Ablation Study**

From the results shown in **Table 6**, we can observe that removing any submodel will hurt performance, indicating that the three submodels contribute to the task rather than bring the redundancy. It is natural to observe that the top performing BLSTM-CNNs-CRF submodel has the greatest impact on ensemble results. An amazing discovery is that TBED ranks as second in influence on overall performance, despite it being the least performed single model. This confirms that a rule-based
tagger is more indispensable to the hybrid system than another learning-based submodel. We further examined the components in TBED; it was enlightening to find that the initial tagger (Regex) itself was still beneficial to the final results. This consolidate that even a small part of high-quality rules can be informative to the ensemble model.

To sum up, we found that the performance of rule-based models does not affect overall results, and even an advanced hybrid system with few upside potentials can be further improved by a rule-based model. Although the rule-based model with TBED seems to be a weaker tagger compared with learning-based models, it can still provide information useful for the ensemble model.

Conclusions
In this paper, we introduced a new hybrid system for the anonymization of EHRs, boosted by a rule-based tagger that can automatically search transformation rules via TBED. The ensemble system contains three submodels based on rules, CRF, and NN, and is integrated by SVM-based stacking. In the experiments, we found that a hybrid deidentification system can be boosted by a rule-based model with TBED, achieving top performing results for this task. We also performed an ablation study to prove the necessity of the rule-based submodel with TBED steps, which further proves the accuracy of our findings.

In the future, we will explore the more detailed difference between rule-based models and learning-based models. Possible directions are checking their performance on various categories and analyzing the interactions between different models. We will also take more models into account and check the effect of rules on more powerful models such as the recent astonishing pretrained models like BERT [29].
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BERT: bidirectional encoder representations from transformers
BPE: byte pair encoding
CNN: convolutional neural network
CRF: conditional random field
EHR: electronic health record
FEA: feature
F1: F1-measure
GPU: graphics processing unit
HIPAA: Health Insurance Portability and Accountability Act
HMM: hidden Markov model
i2b2: Informatics for Integrating Biology and the Bedside
INT: initial annotator
IOB: inside, outside, and begin
LSTM: long short-term memory
MEMM: maximum entropy Markov model
NER: named entity recognition
NN: neural network
P: precision
PHI: protected health information
POS: part of speech
R: recall
RBF: radial basis function
RNN: recurrent neural network
SOTA: state-of-the-art
SVM: support vector machine
TBED: transformation-based error-driven learning