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Abstract

Background: To achieve universal access to medical resources, China introduced its second health care reform in 2010, with health information technologies (HIT) as an important technical support point.

Objective: This study is the first attempt to explore the unique contributions and characteristics of HIT development in Chinese hospitals from the three major aspects of hospital HIT—human resources, funding, and materials—in an all-around, multi-angled, and time-longitudinal manner, so as to serve as a reference for decision makers in China and the rest of the world when formulating HIT development strategies.

Methods: A longitudinal research method is used to analyze the results of the CHIMA Annual Survey of Hospital Information System in China carried out by a Chinese national industrial association, CHIMA, from 2007 to 2018. The development characteristics of human resources, funding, and materials of HIT in China for the past 12 years are summarized. The Bass model is used to fit and predict the popularization trend of EMR in Chinese hospitals from 2007 to 2020.

Results: From 2007 to 2018, the CHIMA Annual Survey interviewed 10,954 hospital CIOs across 32 administrative regions in Mainland China. Compared with 2007, as of 2018, in terms of human resources, the average full time equivalent (FTE) count in each hospital’s IT center is still lower than the average level of US counterparts in 2014 (9.66 FTEs vs. 34 FTEs). The proportion of CIOs with a master’s degree or above was 25.61%, showing an increase of 18.51%, among which those with computer-related backgrounds accounted for 64.75%, however, those with a medical informatics background only accounted for 3.67%. In terms of funding, the sampled hospitals’ annual HIT investment increased from ¥957,700 (US $136,874) to ¥6.376 million (US $911,261), and the average investment per bed increased from ¥4,600 (US $658) to ¥8,100 (US $1158). In terms of information system construction, as of 2018, the average EMR implementation rate of the sampled hospitals exceeded the average level of their US
counterparts in 2015 and their German counterparts in 2017 (85.26% vs. 83.8% vs. 68.4%, respectively). The results of the Bass prediction model show that Chinese hospitals will likely reach an adoption rate of 91.4% by 2020 ($R^2=0.95$).

**Conclusions:** In more than 10 years, based on this top-down approach, China’s medical care industry has accepted government instructions and implemented the unified model planned by administrative intervention. With only about one-fifth of the required funding, and about one-fourth of the required human resources per hospital as compared to the US HITECH project, China’s EMR coverage in 2018 exceeded the average level of its US counterparts in 2015 and German counterparts in 2017. This experience deserves further study and analysis by other countries.

*(JMIR Med Inform 2020;8(2):e17006) doi:10.2196/17006*
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**Introduction**

Health information technologies (HIT) can effectively improve the quality and efficiency of medical services, distribution of health care resources, safety in health care, and output of scientific research. Therefore, governments of various countries have set up ambitious plans to develop HIT and invested enormous amounts of money in this development, using HIT as an important starting point for the reformation of medical services and medical systems.

The US government invested $787 billion in the American Recovery and Reinvestment Act of 2009. In particular, $19 billion of this investment was used to promote nationalized and interoperable health information systems and implement them through the Health Information Technology for Economic and Clinical Health (HITECH) Act [1]. Its core Meaningful Use strategy has achieved initial results [2]. As of 2014, approximately 75.5% of US hospitals had at least a basic system with a defined set of functions applied in at least one hospital unit. About 69% of these hospitals supported the exchange of laboratory examination results, 65% supported exchange of radiological examination reports, 64% supported exchange of progress notes, and 55% supported exchange of medication histories, compared with 35%, 37%, 25%, and 21%, respectively, in 2008 [3]. The United Kingdom launched the National Programme for IT in 2005. By 2011, the utilization rate of electronic health records (EHR) for primary care was close to 100% [4], and the successful experience of the US HITECH Act was further introduced in 2014 [4].

China has been no exception to this trend. As early as the beginning of the second health care reform in 2010, the government adopted HIT as one of the “four beams and eight pillars” supporting health care reform [5] and successively promulgated 31 national policies and 134 technical standards covering all aspects of hospital, population health, and medical security system digitalization.

In order to build the HIT system, as detailed in the Healthy China 2020: Strategic Research Report released by the National Health Commission of the People’s Republic of China in 2012 [6], a national budget of US $10 billion will be invested to build the National Electronic Health Information System Project by 2020, more than one-seventh of the total investment of US $68 billion designated for the plan. As of 2015, the central government had actually invested more than US $3.5 billion.

For details of the investment and expected results, see Multimedia Appendix 1. According to the latest administrative directive issued by the National Health Commission of the People’s Republic of China in August 2018, the use of electronic medical records (EMR) in hospitals should be included in the index system for hospital performance evaluation [7].

Despite the formulation of very active macro policies and the investment of a large amount of funds, governments of various countries have always faced significant challenges in the technological research and development, project implementation, effect evaluation, and speed of advancement of HIT. Governments, academic circles, and industries have constantly presented the relevant experience and lessons. Kruse et al [8] collected 3636 articles and selected 37 articles for final research; they found that 81% of the research projects believed that the HIT projects already implemented had a positive effect on the quality and cost of medical care. Gold et al [3] advanced the claim that although HITECH provides administrative and economic resources for the standards and interoperability of EHRs and HIT, the law does not stipulate how to achieve them. The US administrative system retains considerable autonomy for the private sector, making it even more difficult to reach a consensus under the current situation of relatively independent public power at the federal and state levels. This has led to a substantial delay in the implementation of HITECH. At present, it is too early to evaluate the final effect of HIT projects implemented between 2009 and 2015. Adler-Milstein et al [9] found that with the stimulation of HITECH, as of 2013, EHRs have been used in more than 50% of hospitals, with some regional differences; rural and small specialized hospitals lag far behind, potentially leading to problems of medical resource allocation.

As the largest country in the world in terms of population and number of hospitals and the second largest in total economic volume, China currently lacks relevant research on the application status, characteristics, and challenges of HIT in its hospitals. In this study, we try to answer the following questions:

- How can we describe, evaluate, and summarize the achievements and problems in China’s HIT development from 2007 to 2018?
- During this period, compared with countries with advanced HIT such as the United States, what are China’s characteristics in terms of the number and quality of HIT employees, capital and resource investment, network
Methods

Data Resources

Our data are from the 2007-2018 China Hospital Information Management Association (CHIMA) annual survey hospital information systems, which is the only national HIT industry survey covering a period of more than 10 years in China. Over the last decade or so, CHIMA [10] has used the questionnaire issued by the journal Chinese Digital Medicine to conduct continuous research on China’s HIT application market in March of every year. The research area covered 34 administrative regions of mainland China. The institutions reviewed included general hospitals, specialized hospitals, traditional Chinese medicine hospitals, and integrated traditional Chinese and western medicine hospitals. The interviewees were chief information officers (CIOs) who were responsible for the information technology (IT) departments of the hospitals. The research method was designed with reference to the Healthcare Information and Management Systems Society (HIMSS) annual survey in the United States, and hospitals that did not respond in time received email and telephone notifications.

The CHIMA survey comprised 9 parts: respondents’ basic information, IT application, infrastructure and hardware use, information system application, IT outsourcing, IT construction obstacles, information system construction investment, data standardization, and regional medical and health information system construction. We mainly used the data from the first to seventh of the 9 parts; in particular, the data from parts I-V and VII: respondents’ basic information, IT application, infrastructure and hardware use, information system application, IT outsourcing, and information system construction investment. Each year’s survey report provides a summary of the current situation of hospital digitalization and the overall trend of HIT in China. The 2018 survey was completed between March 2019 and June 2019 and released on September 10, 2019.

Research Subjects: Hospital Information Technology Department–Related Attributes of the China Hospital Information Management Association Annual Survey

In China, most hospitals purchase HIT software from the HIT market, which is outsourced by system suppliers. Therefore, the IT departments of hospitals are mainly responsible for the procurement, management, and subsequent maintenance of the system. The head of the IT department is the CIO of the hospital, and these CIOs are the main subjects of this research.

Technology Diffusion Model and Bass Modeling

Bass diffusion modeling was employed as one method to predict the progress of EMR adoption and analyze its characteristics. Diffusion theory is an essential branch of communication theory that has long attracted the attention of scholars in management, marketing, and other disciplines [11]. The Bass model has been widely used in the application and forecasting analysis of new products and technologies [12,13], including many medical-related technologies [14-16]. The Bass model has 9 key assumptions [13,16], most of which satisfy the scenarios of this study (eg, market potential of the new product remains constant over time, the geographic boundaries of the social system do not change over the diffusion process).

There are two important measures for the implementation of the Bass model [17]. The external influence coefficient is called the innovation effect, represented as the p-coefficient. It corresponds to the probability of using the products under the influence of public media or other external factors among users who have not used the product. The internal influence coefficient refers to the imitation effect and is expressed as the q-coefficient. This effect depicts the probability of the same users who would begin to use the product under the influence of peers who have already used the product [18]. The mathematical expression of the Bass model is shown in Figure 1, where M is the potential market, F(t) is the portion of M that have adopted by time t, p is the coefficient of innovation, and q is the coefficient of imitation.

Figure 1. Mathematical expression of the Bass model.

F(t) = \frac{1 - e^{-(p+q)t}}{1 + \frac{q}{p} e^{-(p+q)t}}

We conducted statistical analyses and forecasts using linear optimization in Excel for Mac 2011 (Microsoft Corp). The parameters of the Bass model were trained and estimated using SPSS Statistics software version 20 (IBM Corp). We used the method of least squares to determine the optimal values of q and p.

Results

Descriptive Analysis

Scale and Coverage of Research

The scale and regional coverage of the 2007-2018 CHIMA annual survey of hospital information systems are shown in Figure 2 below. In China, all hospitals are categorized by a government board into three levels: primary (roughly equivalent to community-based health centers in the United States), secondary (county- and municipal-level health care facilities), and level III (large, advanced general or specialty hospitals, often academic medical centers) [19]. In this study, hospitals were divided into two categories: level III and ≤ secondary.
Hospital Health Information Technologies Human Resources: Quantity, Quality, and Work Stress

From 2007 to 2018, the shortage of human resources in China’s hospital IT centers eased and the quality of personnel improved (Figures 3-6).

First, manpower allocation was 9.66 full-time equivalents (FTEs), on average, in 2018. At the same time, the average number of beds managed by each staff member in the hospital IT center decreased from 122 in 2007 to 93 in 2018, as shown in Figure 3. The proportion of IT centers in level III hospitals with 10 or more staff members increased from 27.44% in 2007 to 50.50% in 2018, as shown in Figure 4. However, compared with their US counterparts, the gap was still significant. According to the HIMSS annual survey data, as early as 2006, more than 80% of IT centers in US hospitals were staffed with more than 10 people [20].

Figure 2. China Hospital Information Management Association survey on hospital digitalization in China by hospital level, 2007 to 2018.
Second, the professional quality of CIOs in China’s hospital IT centers also improved significantly. The proportion of hospital CIOs with a master’s degree or above nearly tripled from 7.1% in 2007 to 25.61% in 2018. The proportion of CIOs with a master’s degree in level III hospitals increased from 14.56% in 2007 to 42.17%, and the proportion of CIOs with a master’s degree in level I and II hospitals increased from 2.08% to 6.31%, as shown in Figure 5. The proportion of CIOs with medical-related backgrounds in China’s hospital IT centers was very low and even showed a downward trend, falling from 18.25% in 2007 to 11.37% in 2018, while computer majors became mainstream, rising from 41.95% in 2007 to 64.75% in 2018. As the counterpart discipline of HIT, medical informatics is in a marginally weak position among the background disciplines of CIOs in hospital IT centers, rising only from 2.24% in 2007 to 3.67% in 2018 (see Figure 6 for details).
Figure 5. Proportion of chief information officers with a master’s degree or above in China’s hospital information technology centers from 2007 to 2018. CIO: chief information officer.

Figure 6. Academic background and composition of chief information officers in China's hospital information technology centers from 2007 to 2018. CIO: chief information officer.

Hospital Health Information Technologies Investment

Stimulated and driven by the state’s direct investment and relevant policies, the total direct investment by hospitals in HIT greatly increased.

First, the total investment in HIT rose from ¥957,700 (US $136,875) per year in 2007 to ¥6.376 million (US $0.91 million) per year in 2018, an increase of 5.66 times. The average annual HIT investment of level III hospitals increased from ¥1.689 million (US $0.24 million) per year to ¥10.192 million (US $1.46 million) per year, an increase of 5 times. The average
annual HIT investment of hospitals below level III increased from ¥489,600 (US $69,974) to ¥2.401 million (US $0.34 million) per year, an increase of nearly 4 times, as shown in Figure 7.

Figure 7. Health information technologies investment in Chinese hospitals from 2007 to 2018. IT: information technology.

Second, relative to China’s fast-growing economy (per capita gross domestic product increased from ¥20,500 (US $2930) in 2007 to ¥64,600 (US $9233) in 2018, an increase of 2.15 times) and the rapid increase of medical expenses (per capita medical expenses increased from ¥900 (US $129) in 2007 to ¥3700 (US $528) in 2017, an increase of 4.28 times), the annual IT investment per bed increased insignificantly (only 76%) from ¥4600 (US $657) in 2007 to ¥8100 (US $1158) in 2018, as shown in Figure 8. However, due to the marginal cost of software and service products, the higher the base number of users, the larger the market, and the lower the cost of digitalization allocated to each single service object (bed). We believe that even considering the inflation factor, the connotation of the digitalization investment of ¥8100 (US $1158) per bed in 2018 was much greater than that of ¥4600 (US $657) in 2007.
Figure 8. China’s per capita gross domestic product, medical expenditure per capita, and information technology investment per hospital bed from 2007 to 2018. IT: information technology; GDP: gross domestic product. (Note: As of the date of submission, the per capita health spending data for China in 2018 has not been announced.).

Hospital Network Environment Support

The overall network infrastructure construction and configuration of Chinese hospitals have also been continuously improving. On one hand, in terms of traditional wired Ethernet local area network (LAN) construction, in 2017 about 75.83% of the sampled hospitals had achieved the goal of one wired LAN interface supporting 5 beds or fewer, which was basically the same as in 2008. On the other hand, in terms of wireless network infrastructure, about 69.21% of the sampled hospitals had launched wireless networks, compared with 17.18% in 2007. In addition, about 30.79% of the sampled hospitals that had launched wireless networks had more than 100 wireless network access hotspots in 2017, as shown in Figure 9.
Implementation and Application of Clinical Information Systems (Including Electronic Medical Records) in Chinese Hospitals

CIS has been implemented in Chinese hospitals to a considerable extent. After more than 10 years of development, medical digitalization has been adopted as one of the “four beams and eight pillars” supporting China’s health care reform, especially China’s second health care reform, which began in 2010; a large amount of funds and resources have been invested, and a large number of policies have been promulgated for support and guidance [21]. Under this stimulus, from 2007 to 2018, the utilization rate of major CIS systems (including computerized prescriber order entry [CPOE], laboratory information systems [LIS], picture archiving and communication systems [PACS], and EMR) in sampled hospitals increased significantly.

CIS has been applied to a considerable extent, and the popularization rate of EMR exceeded the average level of its US counterparts in 2015 [22] (85.26% vs 83.8%) and the average level of its German counterparts in 2017 [23] (85.26% vs 68.4%). CPOE outpatient services rose from 30% in 2007 to 65.9% in 2018, CPOE inpatient services rose from 56.1% in 2007 to 85.9% in 2018, EMR rose from 18.6% in 2007 to 85.3% in 2018, LIS rose from 31.3% in 2007 to 75.7% in 2018, and PACS rose from 15.9% in 2007 to 72.5% in 2018, as shown in Figure 10. The construction and implementation of CIS including CPOE, EMR, LIS, and PACS in level III hospitals in China has developed vigorously and is maturing daily. In the 2018 survey, the utilization rates of CPOE, EMR, LIS, and PACS in the sampled hospitals all exceeded 65%. China’s hospital digitalization focuses on the construction of a patient-centered clinical information system that directly serves medical personnel and provides strong support for health care reform.
Bass Model Forecast Analysis: Development Trends of Electronic Medical Records in Chinese Hospitals

We estimated the p- and q-coefficients using the Bass model and linear optimization based on the CHIMA hospital adoption rate of EMR data from 2007-2018 (excluding 2016 and 2017; because of a leadership change in CHIMA in 2016, the 2016 annual survey was not launched). Table 1 describes the parameter estimation results in the final model, which indicates that the Bass model fit the CHIMA dataset well.

Figure 11 shows the fit of the EMR popularization data of Chinese hospitals from 2007-2018 (excluding 2016 and 2017), and assuming that there will be no major policy adjustments and technological upgrades in the future, the forecast of EMR popularization in hospitals by 2020 has the adoption rate of EMR expected to reach about 91.4%. Although great progress has been made, there is still a slight gap compared with US counterparts. According to research by Jha et al [24], the adoption of certified EHR systems among US nonfederal acute care hospitals in 2020 is expected to be close to 100%.

Table 1. The estimating parameters for Chinese hospitals' adoption rate of electronic medical records.

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>Estimated result</th>
</tr>
</thead>
<tbody>
<tr>
<td>External motivation coefficient (p)</td>
<td>0.102</td>
</tr>
<tr>
<td>Internal motivation coefficient (q)</td>
<td>0.106</td>
</tr>
<tr>
<td>Motivation coefficient ratio (q/p)</td>
<td>1.039</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.951</td>
</tr>
</tbody>
</table>
On one hand, the fitted external coefficient ($p=0.102$) of Chinese hospitals’ adoption rate of EMR is much larger than those of medical examination equipment popular in the United States, such as ultrasound images ($p=0.000$) and molybdenum target x-rays ($p=0.000$) [25]. On the other hand, it is relatively small compared with those of other consumer electronic products that provide information support, such as electronic calculators ($p=0.143$) and personal computers ($p=0.121$) [26]. At the same time, we found that for China’s current medical system to join the regional medical care alliance, hospitals would need to invest significant manpower and material resources to build IT infrastructure and transform traditional paper-based medical processes and care, as well as the communication methods and business processes between doctors and patients, so as to provide medical services more effectively and efficiently. From this perspective, EMR may slow the spread of the universal technologies, such as personal computers and electronic calculators, that have been widely publicized. Despite this, the implementation and promotion of EMR have still been effectively advanced under the strong support and publicity of China’s administrative supervision and public media.

On the other hand, compared with certain medical examination equipment, the internal motion coefficient ($q$) fitted in this study is relatively small, which indicates that the internal driving force of the hospitals themselves was relatively weak in this process. First, according to research by Sillup et al [25], the Bass model fitting parameter of ultrasound images in the United States was $q=0.510$ and the model fitting parameter of molybdenum target x-ray data was $q=0.738$, while in our study, $q$ is only 0.106. Second, we believe that it cannot be immediately clear how much benefit hospitals can directly create for doctors and patients from the actual use of EMR. In many cases, the government took the lead, the public media and public opinions promoted it, and HIT technology, including EMR and CIS, was used to realize the artificial project of sharing medical resources in the hospital with information as the link rather than being a spontaneous product of the hospital.

Discussion

Summary

This study uses the data from the survey of medical digitalization construction conducted by CHIMA, a national industrial association in China, on 10,954 Chinese hospital CIOs from 2007 to 2018 to evaluate the progress of HIT in Chinese hospitals in terms of professional staffing, funding, infrastructure construction, and clinical system application. Here we discuss the US HIMSS annual survey exploring the difficulties and challenges encountered in the development of China’s HIT.

Constraints on Health Information Technologies Human Resources

As of 2018, compared with their US counterparts, IT departments in Chinese hospitals were still short of IT human resources. The average allocation of human resources in the IT centers of the sampled Chinese hospitals was only 28% of that of their US counterparts in 2014 (9.66 FTEs vs 34 FTEs). We believe that this may further affect the development and deepening of subsequent HIT applications. In terms of the quantity of human resources, the survey results showed that hospital IT centers had an average of 9.66 FTEs in 2018, and the number of beds served by each IT staff member also dropped from 122 in 2007 to 93 in 2018. However, according to the annual survey of HIMSS in 2014, IT centers in the United States were equipped with an average of 34 FTEs, 3.5 times that of
their Chinese counterparts [27]. As early as 2006, more than 80% of the IT centers in US hospitals were equipped with 10 or more FTEs [20], while in China, by 2018, level III hospitals with 10 or more FTEs accounted for 50.5%, and hospitals classified as level II and below with 10 or more FTEs accounted for only 5.6%. Based on the results of the Information Statistics Center of the National Health Commission of the People’s Republic of China in 2006, 10 to 30 HIT professionals were required for each level III hospital (600 beds or more), 6 to 15 for each level II hospital (300 to 600 beds), and 3 to 6 for each level I hospital (100 to 300 beds) [28].

Hospital information work such as system management; operation and maintenance; system and network security; content management; system integration and interface design; and hardware, network, and software maintenance is tedious and labor intensive, especially providing training for users of various levels and types of systems. Considering that many of the above services need to be provided on a 24/7 basis, it is an objective need and an inevitable trend for the development of hospital information systems to consume a large amount of human resources. We believe that, on one hand, the breadth and depth of HIT application in Chinese hospitals are still relatively low; on the other hand, policy makers and hospital managers do not fully understand that the safe and effective operation of information systems depends on the support of a large number of human resources.

The analysis of the highest degree of CIOs in hospitals indicates that the educational levels of information professionals working in hospitals in China had significantly improved; however, their distribution was not uniform. In 2018, 25.6% of CIOs had a master’s degree or above, an increase of 18.51% compared with 2007; however, there was a significant difference between level III hospitals and hospitals below level III. Taking 2018 as an example, the proportion in the former was 35.8% higher than that in the latter. We believe that IT faces the urgent matter of cultivating interdisciplinary senior management talent who understand both medical care and IT technology. According to the survey results in 2018, more than 60% of the CIOs in China’s hospital IT centers majored in computer information systems, while only 3.67% had a medical informatics background. Hospital CIOs demonstrated a relative lack of knowledge of hospital information management and medical informatics.

Unlike the cross-disciplinary definition of “using computer technology in the fields of health care and medical science” [29] in the United States, the medical informatics discipline in China is very young; however, it is gradually rising with the development of hospital digitalization in China on the basis of library science [30]. It was not formally established as an independent discipline until 2010, and at present, very few educational institutions in China have medical information research institutes or postgraduate programs (27 master’s degree programs and 5 doctoral degree programs), and most of the current students are undergraduates who cannot meet the business needs of hospitals [31]. We suggest that reeducating experts interested in hospital digitalization in current leading positions in Chinese hospitals at all levels (systematically supplementing their knowledge of medical informatics based on International Medical Interpreters Association’s training syllabus) and granting certificates to qualified personnel may be a shortcut to cultivating the required talent [32].

### Hospital Health Information Technologies Investment Trends

HIT investment in a large number of hospitals classified as level II and below in China may be mainly driven by state investment, but their own investment willingness is not strong. After the previous health care reform, hospitals could only receive limited government financial subsidies and had to be self-financing [33]. Therefore, their financial strength was very limited. Beginning in 2010 (Figure 7), the average investment in HIT in Chinese hospitals increased rapidly, from ¥1.9224 million (US $0.27 million) in 2010 to ¥6.3759 million (US $0.91 million) in 2018, an increase of nearly 2.32 times. However, we found that the increase was extremely uneven (ie, after 2010, the HIT investment growth rate of level III hospitals was much higher than that of level II and below hospitals, and this imbalance may have caused new imbalances in medical resources).

According to an analysis of national HIT investment directions from 2010 to 2015 (Multimedia Appendix 1), the investment targets were mainly level II and below hospitals. According to the survey results, HIT investments in such hospitals in 2007, 2008, and 2009 were only ¥489,600 (US $69,974), ¥726,000 (US $103,760), and ¥744,800 (US $106,447), respectively. After 2010, HIT investment increased to ¥1.82 million (US $0.26 million), but subsequent growth was weak, with an increase of only ¥572,600 (US $81,836). During the same period, the increase for level III hospitals was ¥7.0779 million (US $1.01 million), which was 11.3 times the former. We suggest that the issue of how to raise the awareness of the majority of primary-level hospital leaders of the dividend that HIT brings to hospital development is one of the areas for which the National Health Commission should formulate relevant HIT development policies in the next stage.

### Rapid Development of Electronic Medical Records in China and Difficulties in Recycled Use of Precipitated Data

The utilization rate of CIS represented by EMR in Chinese hospitals continued to increase. First, the EMR popularization rate of the sampled hospitals increased from 18.6% in 2007 to 85.3% in 2018, an increase of 3.6 times in 8 years, and the average EMR implementation rate of the sampled hospitals exceeded the average level of their US counterparts in 2015 [22] and their German counterparts in 2017 [23] (85.26% vs 83.8% vs 68.4%, respectively). Considering that as of 2017, the number of various medical institutions in China was more than 27,700, while that in the United States was more than 6300, the former close to 4.5 times of the latter, the growth rate was already considerable. Second, based on the Bass model fitting results of EMR utilization rate data from the sampled hospitals in the 2007-2015 CHIMA annual surveys, it is suggested that this growth was largely driven by external motivation coefficient effects (p-coefficient). That is, hospitals began to use EMR to a large extent under the influence of external administrative forces. The specific manifestation was p=q (p=0.102, q=0.106),...
which is consistent with the Chinese government’s attitude and strategy toward HIT development. We believe that the development mode of China’s medical industry, which accepts government instruction, uses unified planning of administrative intervention, and enables HIT to achieve leapfrog improvements in a short period of time, is one of the most important and unique contributions of China’s HIT.

On the other hand, as CIS, represented by EMR, has gradually been built and put into use, it faces the challenge of how to carry out the secondary application of massive precipitated data in China. In the survey samples in 2018, the implementation rates of CPOE, EMR, LIS, and PACS all exceeded 65%. However, real-world clinical data from EMR and other CIS have not been widely used for secondary data research in China. The second health care reform in China established medical digitalization as an essential strategic development direction [34,35]. The reform also set the long-term goal of building and improving HIT, especially EMR software infrastructure in various hospitals. Based on the research feedback, the coverage of EMRs within hospitals reached 80% in 2018, which exceeds the coverage rate of hospitals in the United States in 2015. However, the interoperability, quality, and ease of use of EMR data are lacking.

In terms of interoperability, the various EMR systems used in different hospitals are incompatible with each other. There are currently more than 300 EMR software providers in China, all with their own proprietary technology structures and data standards. The hospitals have no initiative to exchange data despite the government establishment of some regional health information organizations (RHIOs). As of 2015, the proportion of hospitals participating in RHIOs in the sample had reached 50% [36]. Nevertheless, most of them are in the initial stages and are far from interoperability due to semantic problems.

Concerning the quality of information, EMR data in China is not informative. One study used Charmaz's grounded theory approach to perform a difference analysis of the medical questions and number of examination and treatment terminologies in the EMR corpus samples among 3 US hospitals and a Chinese hospital [37]. The study found that in certain types of medical records, the density of technical terms in Chinese EMRs was much lower than that in English EMRs. Chinese EMRs contained only half the amount of technical terms compared to US EMRs, indicating that the latter is more professional. We believe that this may be due to the more complicated and rigorous legal environment in the United States, where more complete and comprehensive examinations and discussions with patients are required to prevent medical disputes.

Regarding ease of use, there are large discrepancies and gaps between EMR data in China and the United States. This indirectly leads to problems of integrity and accuracy in China’s EMR data. Previous research used the US Stage 2 Meaningful Use objectives to evaluate usability of EMR data from the two best Chinese teaching hospitals affiliated with Peking University Medical School (Peking University First Hospital and Beijing Cancer Hospital) [38]. They found that only 50% of the Meaningful Use targets were supported in the EMRs of Chinese hospitals. Moreover, the Chinese hospitals still used many paper forms to augment the clinical work despite the establishment of EMRs, resulting in a considerable loss of clinical information beyond the EMR system. The ease of use of EMRs at Peking University First Hospital and Beijing Cancer Hospital [39] was examined based on the standard of the Unified Framework For EHR Usability [40], and a total of 85 problems in usability relevant to clinical tasks were found, some of which may even seriously affect the quality and safety of medical services.

**Limitations**

This study is based on self-reported questionnaire survey results from 2007-2018 regarding investment in HIT funds, staffing and training, investment in funds, construction and implementation of applied technologies, and difficulties encountered in the processes of Chinese hospitals. The data have not been independently verified. Therefore, such an analysis is subject to the potential confounding factors of data bias. In addition, we did not use a multivariate model to evaluate the independence of different factors (such as hospital level, hospital type, and economic development level in the region of the hospital). Although we only limit the inference to our own samples, these analyses are still valuable because these data spanning 12 years are the only data on the development trend of HIT in China collected by China’s national industrial association that can be quantitatively analyzed.

In addition, the absence of feedback on data offset will affect the survey results. For example, hospitals with high HIT application levels are more likely to give feedback. However, the feedback providers of this survey should be representative of the true level of HIT application in Chinese hospitals to some extent, especially for the level III hospitals in China, which have an average coverage rate of 34.44% over 12 years.

**Conclusions**

China’s unique institutional model may have distinct advantages in achieving the goals of health care reform. In this case, the Chinese government used a top-down, top-level design mode and took HIT development as an important technical support and starting point to support health care reform through policies, systems, funds, and other comprehensive methods. According to the survey results of the CHIMA annual survey of hospital information systems, with about only one-fifth of the required funding and one-fourth of the required human resources funding per hospital IT FTE as compared with the US HITECH project, China’s EMR coverage in 2018 exceeded the average level of its US counterpart in 2015 and the average level of its German counterpart in 2017. Fitting results based on the Bass model suggest that it is expected that 91% of hospitals in China will use EMR by 2020. All signs show that the Chinese government is gradually approaching and realizing the phased goals set in the second health care reform launched in 2010: integrating medical resources, improving medical care popularization, reducing medical costs, and improving medical care quality.
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Abstract

Background: Precision medicine (PM) is playing a more and more important role in clinical practice. In recent years, the scale of PM research has been growing rapidly. Many reviews have been published to facilitate a better understanding of the status of PM research. However, there is still a lack of research on the intellectual structure in terms of topics.

Objective: This study aimed to identify the intellectual structure and evolutionary trends of PM research through the application of various social network analysis and visualization methods.

Methods: The bibliographies of papers published between 2009 and 2018 were extracted from the Web of Science database. Based on the statistics of keywords in the papers, a coword network was generated and used to calculate network indicators of both the entire network and local networks. Communities were then detected to identify subdirections of PM research. Topological maps of networks, including networks between communities and within each community, were drawn to reveal the correlation structure. An evolutionary graph and a strategic graph were finally produced to reveal research venation and trends in discipline communities.

Results: The results showed that PM research involves extensive themes and, overall, is not balanced. A minority of themes with a high frequency and network indicators, such as Biomarkers, Genomics, Cancer, Therapy, Genetics, Drug, Target Therapy, Pharmacogenomics, Pharmacogenetics, and Molecular, can be considered the core areas of PM research. However, there were five balanced theme directions with distinguished status and tendencies: Cancer, Biomarkers, Genomics, Drug, and Therapy. These were shown to be the main branches that were both focused and well developed. Therapy, though, was shown to be isolated and undeveloped.

Conclusions: The hotspots, structures, evolutions, and development trends of PM research in the past ten years were revealed using social network analysis and visualization. In general, PM research is unbalanced, but its subdirections are balanced. The clear evolutionary and developmental trend indicates that PM research has matured in recent years. The implications of this study involving PM research will provide reasonable and effective support for researchers, funders, policymakers, and clinicians.

(JMIR Med Inform 2020;8(2):e11287) doi:10.2196/11287
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**Introduction**

**Background**

Precision medicine (PM), also called personalized medicine, is a new medical model aimed at providing precise diagnosis, therapy, prognosis prediction, and prevention strategies based on information in a patient’s genes, proteins, and their environment [1]. The scientific basis of PM is molecular pathological epidemiology, and it aims to identify the relationship between biomarkers, the drug response, and outcome in disease [2,3]. During the Human Genome Project, it took “one dollar one bp” and 13 years to complete the sequencing of the whole genome. Owing to breakthroughs in techniques and lower prices, effective, high-throughput, and accurate sequencing can be applied to map genomics, metabolomics, microbiomics, and proteomics, which has led to the discovery of increasingly more causative biomarkers [4-7]. However, clinicians currently use clinical trials and pilot studies to assess the relationship between biomarkers and diseases.

Great progress has been made in personalized treatment in the field of oncology. According to a meta-analysis of phase II clinical trials, a personalized treatment strategy across malignancies yields a better outcome and lower likelihood of death than nonpersonalized targeted therapies [8]. Thus, it can be expected that PM will use new knowledge, including the integration of clinical medicine, pathology, epidemiology, and omics, to provide better therapies for patients.

Owing to the potential importance of PM, a few leading experts reviewed this new medical approach in regards to its relevant history, clinical applications, and any interdisciplinary research associated with PM, such as bioinformatics, artificial intelligence, and big data [9-11]. It is logical to assess the status of the subfields or branches. However, there are still some limitations regarding the review themes; specifically, the overall structure and characteristics of PM research have not been mapped, the relationship between the subfields has not been revealed, and the predictions regarding PM in those reviews were not made based on an accurate quantitative analysis.

Coward analysis is a bibliometric method used to identify relationships between subfields within research areas and to measure the strength of the relationships [12,13]. According to the co-occurrence correlation, the keywords can be classified into clusters and displayed as network maps. Some other indices, such as density and centrality, can be used to evaluate the shape of the maps. By comparing the network maps of different periods, the dynamic evolution of one research area can be clearly displayed. Owing to the characteristics of “quantitative” and “zoom” in coward analysis, scientists can uncover the links within a subfield, obtain the overall structure of networks according to simplified graphs, and focus on one certain subarea to obtain more information [13].

Coward analysis has been widely used to illustrate the intellectual structure and developmental status of research areas [14-16]. Our study applied this method to explore the overall research structure, correlation among themes, and entire set of evolutionary trends in the field of PM. Our results may help scientists and clinicians better understand its developmental characteristics and even yield new insights on breakthroughs.

**Literature Review**

PM is a new medical approach that classifies patients into different groups related to their diagnosis, treatment, and prevention based on individual gene, protein, or environmental information. It is noteworthy that the terms “precision medicine,” “personalized medicine,” “stratified medicine,” and “P4 [predictive, preventative, personalized, and participatory] medicine” are still interchangeable used by some organizations and scientists [17,18]. In the period after the Human Genome Project, considerably more effort was put into exploring the relationship between genomic information and patient care [19]. In 2015, the Precision Medicine Initiative was launched by Barack Obama, then the president of the United States, indicating the beginning of a new medical age [20].

Every person has polymorphisms in their DNA, RNA, and proteins, as well as methylation. Recent scientific methods have enabled the analysis of biomarkers using omics techniques, including genomics, epigenomics, transcriptomics, proteomics, metabolomics, microbiome analysis, and immunomics. However, pathologists, epidemiologists, and clinicians have also made many contributions to the discovery of links between biomarkers and clinical features [21]. Advances in the PM model have played an important role in disease diagnosis, treatment, and prevention. Cancer treatment is the field in which PM originated and it has seen the most mature use of PM, such as when cancer genomics were successfully applied in personalized medicine. With the deep awareness of genetic variations of tumors, treatment strategy can be tailored to the group of cancer patients with the same genotype. For example, the human epidermal growth factor receptor 2 (HER2) gene is amplified and overexpressed in 25-30% of breast cancers. According to evidence from clinical trials, trastuzumab, a targeted therapy drug, increases the clinical benefit of first-line chemotherapy in metastatic breast cancer that overexpresses HER2 [22].

PM also plays an important role in disease treatment and prevention. DNA information from individual phenotyping will lead to more effective and accurate treatment and prevention. For example, the high risk in women for developing breast cancer is strongly correlated with mutations in BRCA1 or BRCA2 [23]. Clinicians can make better decisions regarding prevention for patients carrying these genetic mutations. Pharmacologists and genomic scientists have also provided many contributions to the assessment of genetic variations that affect drug discovery and clinical pharmacology [24]. Considering information on personal phenotypes, physicians can provide reasonable drug prescriptions that represent targeted therapies and are more cost-effective, but also have fewer side effects [25]. Furthermore, PM has changed clinical trials. Among the minority of clinical trials involving PM, the proportion of trials on adult cancers in the United States that require a genomic alteration for enrollment has increased substantially over the past several years [26]. Finally, PM will yield some challenges in the field of ethics, patient privacy, and refurbishment policies, which will require more attention from scientists and policymakers in the field [27,28].
Previous Efforts

With the pace of PM research rapidly increasing, a large number of studies have been performed from different perspectives. Many reviews have been published to facilitate a better understanding of the status of PM research, as well as clarifying the concept, history, clinical application, ethical concerns, and technological challenges. The efforts listed above have helped raise awareness of the new clinical model among patients, clinicians, and even health policy makers. They have played an important role in the development of intelligent support for decision-making, clinical practice, and public health policies.

According to recent reviews, the features of PM research are as follows. First, some reviews reported by top experts in the field of PM research discuss the foundation, techniques, applications, and perspectives of this new discipline [4,20,29]. Second, PM research involves significant interdisciplinary collaboration. Many scientists, such as those specializing in clinical medicine, clinical oncology, systems biology, or biochemistry, are focused on the development of this new field. Advanced technologies, such as next-generation sequencing (NGS), molecular imaging, omics (genomics, proteomics, metabolomics, and microbiomics), nanotechnology, big data, and artificial intelligence, have been applied to laboratory tests in PM to achieve more accurate results [6,7,30-34]. Third, the scope of the PM model has been expanded from clinical oncology to noncancer disciplines. This strategy has led to several innovations in the diagnosis and treatment of mental illness, cardiovascular disease, asthma, and inflammatory bowel disease [35-38]. Finally, the reviewers also emphasized the issues to be solved in the development of PM, such as technological bottlenecks, patient privacy, and ethical challenges [39-41]. The information provided in the reviews made a large contribution to the global acknowledgment of PM.

The Rationale for the Study

Research on PM is still increasing, and some important discoveries have already been beneficial to patients. However, there is still a long way to go in the utilization of PM. How can interdisciplinary researchers start studies? What type of public policy really makes sense regarding the field? How can funders ensure that investment works effectively? All these decisions should be made based on knowledge of PM, so great efforts have been made to describe the nature of this new field. The aim of our study was to address the following problems:

1. What is the distribution of topics in PM research?
2. What is the correlation structure of topics in PM research?
3. What are the evolutionary venations and development trends of PM research?

Methods

Data Collection and Processing

According to previous studies, papers in the Web of Science Core Collection (WOSCC) can represent the status of medical science, including PM; therefore, we chose WOSCC as our data source. Data processing is shown in Figure 1.

Papers were collected from the WOSCC that covered the period from 1999 to 2018. In this study, initial retrieval was conducted using “precision medicine,” “P4 medicine,” “personalized medicine,” and “stratified medicine” as terms in the field of Topic to guarantee a recall ratio. It included the document types of Article, Review, and Proceedings. The retrieval strategy is illustrated as follows: TOPIC: (“precision medicine”) or TOPIC: (“personalized medicine”) or TOPIC: (“individualized medicine”) or TOPIC: (“P4 medicine”) or TOPIC: (“stratified medicine”). Refined by: Document Types: (Article or Review or Proceedings Paper) Timespan: 1999 to 2018. Indices: SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI, CCR-EXPANDED, and IC.

A total of 25,573 publications were retrieved, and their bibliographic records were downloaded through the function Save to Other File Formats provided by WOS. Next, a text file containing all records in Tab-delimited (Win) format was obtained. In general, records without keywords data were excluded. Meanwhile, publications not containing the search terms above in Title (the TI field) or Keywords (the DE field) were identified as unrelated to PM research [31] and also excluded. Thus, 10,177 records were selected as the final data sample, and there were 17,818 unique keywords. Figure 2 shows the number of papers in the sample by year. The PM research started proliferating in 2000, and the number of related papers increased each year.

In this study, mainstream keywords of high frequency were selected for further analysis, that is, based on their coword network. The largest connected component extracted from the whole coword network represents the mainstream research directions of one field [42]. After several rounds of testing of the largest connected component using social network analysis, keywords with a frequency of ≥20 were selected. The sum of the frequency of these words accounts for 52.19% (24,492/46,921) of the total that can represent mainstream research of PM. Meanwhile, keywords were normalized to ensure consistent treatment of the singular and plural forms of words, unifying the synonyms and clarifying the homonyms. For example, the items “target, targets, targeting, target-Specific” were replaced by “Targeted Therapy.” Keywords with a frequency of less than 20 were merged into broader terms. For example, “Hematopoietic Stem Cell” (frequency 6) is replaced by “Stem Cell” (frequency 107). General items which were too broad to be of practical connotation, such as “medicine,” “research,” and “mechanism,” were removed. With the replacement, 244 related words with a frequency greater than 20, which were collected as the basic sample for analysis, were used in this study.
Methodology and Tools

Keywords in a paper provide an adequate description of its contents. A study on the correlation of keywords can reveal connotations of contents [43]. Co-occurrence [13] of words (coword) is a kind of correlation in connotation, that is to say, two keywords co-occurring within the same document (e.g., paper) are an implication of correlation between topics which they refer to [44]. The high frequency of co-occurrence of each keyword pair means a high degree of correlation between them. Coword analysis has been proven to be effective in identifying main themes and revealing the intellectual structure and patterns of a research field in many previous studies [42,43]. In this study, we used coword analysis that combines both social network analysis tools and scientific mapping tools to analyze the research field of PM. These tools were used to detect and visualize its overall research structure and patterns, conceptual subdomains (thematic communities), and thematic evolution.

Social Network Analysis

Many methods have been used to conduct coword analysis, including the method of social network analysis. It is derived...
from mathematical graph theory, which computes indicators of a coword network and identifies characteristics of the whole network and an individual network [45]. SCI2, version 1.2 beta (Cyberinfrastructure for Network Science Center, Indiana University, Bloomington, Indiana, United States), is an effective bibliometric tool to extract items (eg, keywords, authors, and institutions) from bibliography records of articles or other structured research literature [46]. Its feasibility and effectiveness has been widely proven in previous studies [31]. In this study, the bibliographic record file was imported into SCI2 to obtain statistical data of keywords and coword network data. Coword network data include both keywords and their links with the respective weights. The weight of a keyword is its frequency of occurrence and that of the link between the keyword pair is its frequency of co-occurrence.

As unconnected or uncorrelated keywords cannot reflect main thematic subdomains and as what we focused on is the largest component [47], we used SCI2 to exclude isolated nodes and extract the largest component of the coword network [48,49]. Network indicators of the largest component of the coword network were then calculated using Pajek [50], including centralization (centrality), density, and the clustering coefficient. Network indicators of the whole network or nodes can be used to identify the overall intellectual structure and patterns of one research field as well as a keyword’s characteristics, such as power, stratification, ranking, and inequality, in the network [31].

Centralization measures the overall characteristics of global network, degree centralization measures the centripetal degree, and closeness centralization measures the proximity degree between any 2 nodes in the network. Its high level equals the close distance between any 2 nodes on the whole. Betweenness centralization indicates the degree of correlation between any 2 nodes through a third one (bridge), and its high level equal the high possibility of correlation through a bridge. Similarly, centrality, the individual network indicator, measures the capacity of one node in network. High degree centrality of one node indicates that it is central in the network and is correlated to many other nodes. It also indicates its powerful capacity of influence and control. High closeness centrality equals the capacity of one node that correlates others as short as possible or directly correlates others. High betweenness centrality equals the powerful role as a bridge to correlate other 2 nodes. Density measures the correlation strength within the network [51]. It means the higher the density, the more mature the research field. The clustering coefficient indicates the possibility that keywords are clustered into a contrasting group [52].

In addition, community detection is an effective method to discover research directions or subfields according to the correlation structure of the network [53]. The Louvain algorithm embedded in Pajek, the most common algorithm used to detect communities, was also used to detect communities in this study [54]. Different communities, including highly correlated keywords, represent different research directions or subfields.

**Visualization and Evolution Analysis**

Visualization is an important method to intuitively display the intellectual structure of coword correlation, the thematic evolution of a research field, and even the comparative development trends of subfields [55,56]. After repeated comparison of several visualization tools, VOSviewer, version 1.6.13, Centre for Science and Technology Studies, Leiden University, Leiden, Netherlands), was found to enable better visualization of topological networks and was selected to conduct the visualization in this study, including the overall network with communities and the individual networks [57]. The research themes of PM have been evolving over time. We divided bibliographic records chronologically and imported them into Cortext [58]. Evolutionary trends of the keyword community were visualized, allowing for a layout of the dynamics as depicted by tubes in an alluvial model [59].

A strategic diagram indicates the comparative status and evolutionary trends of subfields of one research field. It is a two-dimensional (2D) map in which the x-axis represents centrality and the y-axis represents density [60]. The origin of the axes is determined by the average centrality and density. Centrality can be understood as a measurement of importance and the degree of core in the whole research network. Density can be understood as a measurement of maturity of a theme’s development. A total of 4 quadrants in a strategic diagram represent different meanings. Themes in Quadrant 1 are central and developed, with both high centrality and high density; in Quadrant 2, they are highly developed but isolated, with high density and low centrality; in Quadrant 3, they are marginal and isolated (emerging or declining), with both low centrality and low density; and in Quadrant 4, they are central with a trend toward high centrality but low density. Therefore, the developing status and trends of themes or research communities can be predicted by a strategic diagram.

**Results**

**Themes Involved in Precision Medicine Research**

In this study, a total of 17,818 keywords were extracted from the sample, and the total frequency was 47,883. The frequency distribution conforms to the power law distribution with an exponent of −1.32 (Figure 3). This shows that the frequency of very few keywords is very high, whereas most keywords are of extremely low frequency. The results indicate that the subject trends in current PM research are obvious, and researchers are inclined to focus on a few major themes and pay less attention to most other themes in the PM field.

Table 1 lists the 100 most frequent keywords, the sum of the frequencies of which accounts for up to 39% of the total frequency. The keywords are so typical and representative in research topics that they can be considered as the mainstream themes of PM research in the past decade. It is interesting that the proportion of the 10 most frequent keywords is 14.2%. Biomarkers and Genomics are the first echelon; Cancer, Therapy, and Genetics are the second echelon; Drug, Target Therapy, Pharmacogenomics, Pharmacogenetics, and Molecular belong to the third echelon. The findings highlight the core and mainstream of PM research topics and show the imbalanced status of PM research as well.
Figure 3. The distribution of the keyword frequency in PM research.
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Table 1. Top 100 keywords in precision medicine research.

<table>
<thead>
<tr>
<th>Number</th>
<th>Keywords</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Biomarkers</td>
<td>1018</td>
</tr>
<tr>
<td>2</td>
<td>Genomics</td>
<td>970</td>
</tr>
<tr>
<td>3</td>
<td>Cancer</td>
<td>851</td>
</tr>
<tr>
<td>4</td>
<td>Therapy</td>
<td>731</td>
</tr>
<tr>
<td>5</td>
<td>Genetics</td>
<td>684</td>
</tr>
<tr>
<td>6</td>
<td>Drug</td>
<td>549</td>
</tr>
<tr>
<td>7</td>
<td>Target Therapy</td>
<td>510</td>
</tr>
<tr>
<td>8</td>
<td>Pharmacogenomics</td>
<td>508</td>
</tr>
<tr>
<td>9</td>
<td>Pharmacogenetics</td>
<td>475</td>
</tr>
<tr>
<td>10</td>
<td>Molecular</td>
<td>357</td>
</tr>
<tr>
<td>11</td>
<td>Breast Cancer</td>
<td>333</td>
</tr>
<tr>
<td>12</td>
<td>NGS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>314</td>
</tr>
<tr>
<td>13</td>
<td>Tumor</td>
<td>296</td>
</tr>
<tr>
<td>14</td>
<td>Prediction</td>
<td>287</td>
</tr>
<tr>
<td>15</td>
<td>Mutation</td>
<td>281</td>
</tr>
<tr>
<td>16</td>
<td>Clinical Trials</td>
<td>268</td>
</tr>
<tr>
<td>17</td>
<td>Gene</td>
<td>259</td>
</tr>
<tr>
<td>18</td>
<td>Sequencing</td>
<td>242</td>
</tr>
<tr>
<td>19</td>
<td>Imaging</td>
<td>239</td>
</tr>
<tr>
<td>20</td>
<td>Diagnostics</td>
<td>223</td>
</tr>
<tr>
<td>21</td>
<td>Proteomics</td>
<td>211</td>
</tr>
<tr>
<td>22</td>
<td>Prognosis</td>
<td>209</td>
</tr>
<tr>
<td>23</td>
<td>DNA</td>
<td>195</td>
</tr>
<tr>
<td>24</td>
<td>Phenotype</td>
<td>187</td>
</tr>
<tr>
<td>25</td>
<td>Oncology</td>
<td>185</td>
</tr>
<tr>
<td>26</td>
<td>SNP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>173</td>
</tr>
<tr>
<td>27</td>
<td>Omics</td>
<td>170</td>
</tr>
<tr>
<td>28</td>
<td>Pharmacology</td>
<td>165</td>
</tr>
<tr>
<td>29</td>
<td>Metabolism</td>
<td>160</td>
</tr>
<tr>
<td>30</td>
<td>Lung Cancer</td>
<td>160</td>
</tr>
<tr>
<td>31</td>
<td>Bioinformatics</td>
<td>151</td>
</tr>
<tr>
<td>32</td>
<td>Asthma</td>
<td>148</td>
</tr>
<tr>
<td>33</td>
<td>Chemotherapy</td>
<td>147</td>
</tr>
<tr>
<td>34</td>
<td>Immunotherapy</td>
<td>146</td>
</tr>
<tr>
<td>35</td>
<td>Stem Cell</td>
<td>143</td>
</tr>
<tr>
<td>36</td>
<td>MicroRNA</td>
<td>137</td>
</tr>
<tr>
<td>37</td>
<td>Epigenetics</td>
<td>137</td>
</tr>
<tr>
<td>38</td>
<td>Prostate Cancer</td>
<td>135</td>
</tr>
<tr>
<td>39</td>
<td>Genetic Test</td>
<td>132</td>
</tr>
<tr>
<td>40</td>
<td>EGFR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>129</td>
</tr>
<tr>
<td>41</td>
<td>Risk</td>
<td>129</td>
</tr>
<tr>
<td>Number</td>
<td>Keywords</td>
<td>Frequency</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>42</td>
<td>Inflammation</td>
<td>126</td>
</tr>
<tr>
<td>43</td>
<td>GWAS\textsuperscript{d}</td>
<td>125</td>
</tr>
<tr>
<td>44</td>
<td>Polymorphism</td>
<td>124</td>
</tr>
<tr>
<td>45</td>
<td>Colon Cancer</td>
<td>123</td>
</tr>
<tr>
<td>46</td>
<td>Immune</td>
<td>123</td>
</tr>
<tr>
<td>47</td>
<td>Nanotechnology</td>
<td>122</td>
</tr>
<tr>
<td>48</td>
<td>PET\textsuperscript{e}</td>
<td>122</td>
</tr>
<tr>
<td>49</td>
<td>Translation Medicine</td>
<td>120</td>
</tr>
<tr>
<td>50</td>
<td>NSCLC\textsuperscript{f}</td>
<td>119</td>
</tr>
<tr>
<td>51</td>
<td>Heterogeneity</td>
<td>118</td>
</tr>
<tr>
<td>52</td>
<td>Big Data</td>
<td>118</td>
</tr>
<tr>
<td>53</td>
<td>Systems Biology</td>
<td>117</td>
</tr>
<tr>
<td>54</td>
<td>Machine Learning</td>
<td>117</td>
</tr>
<tr>
<td>55</td>
<td>Protein</td>
<td>115</td>
</tr>
<tr>
<td>56</td>
<td>Pathology</td>
<td>115</td>
</tr>
<tr>
<td>57</td>
<td>Genotype</td>
<td>114</td>
</tr>
<tr>
<td>58</td>
<td>Ethics</td>
<td>111</td>
</tr>
<tr>
<td>59</td>
<td>Health Care</td>
<td>110</td>
</tr>
<tr>
<td>60</td>
<td>Drug Development</td>
<td>110</td>
</tr>
<tr>
<td>61</td>
<td>Pharmacokinetics</td>
<td>109</td>
</tr>
<tr>
<td>62</td>
<td>Drug Delivery</td>
<td>108</td>
</tr>
<tr>
<td>63</td>
<td>RNA</td>
<td>105</td>
</tr>
<tr>
<td>64</td>
<td>Diagnosis</td>
<td>105</td>
</tr>
<tr>
<td>65</td>
<td>Prevention</td>
<td>103</td>
</tr>
<tr>
<td>66</td>
<td>Biobank</td>
<td>103</td>
</tr>
<tr>
<td>67</td>
<td>Biology</td>
<td>102</td>
</tr>
<tr>
<td>68</td>
<td>Patients</td>
<td>100</td>
</tr>
<tr>
<td>69</td>
<td>Diabetes</td>
<td>100</td>
</tr>
<tr>
<td>70</td>
<td>Theranostics</td>
<td>100</td>
</tr>
<tr>
<td>71</td>
<td>Metabolomics</td>
<td>97</td>
</tr>
<tr>
<td>72</td>
<td>Liquid Biopsy</td>
<td>97</td>
</tr>
<tr>
<td>73</td>
<td>Screening</td>
<td>97</td>
</tr>
<tr>
<td>74</td>
<td>Depression</td>
<td>96</td>
</tr>
<tr>
<td>75</td>
<td>Classification</td>
<td>95</td>
</tr>
<tr>
<td>76</td>
<td>MRI</td>
<td>93</td>
</tr>
<tr>
<td>77</td>
<td>Molecular Imaging</td>
<td>92</td>
</tr>
<tr>
<td>78</td>
<td>Brain</td>
<td>91</td>
</tr>
<tr>
<td>79</td>
<td>Decision Support</td>
<td>91</td>
</tr>
<tr>
<td>80</td>
<td>Electronic Health Records</td>
<td>89</td>
</tr>
<tr>
<td>81</td>
<td>Systems Medicine</td>
<td>89</td>
</tr>
<tr>
<td>82</td>
<td>Resistance</td>
<td>88</td>
</tr>
<tr>
<td>83</td>
<td>Cardiology</td>
<td>87</td>
</tr>
</tbody>
</table>
Correlation Network Analysis of Precision Medicine Research

Network Indicators of the Correlation Structure of the Themes

The 244 keywords (frequency above 20) in the study generate a total of 9178 edges, which constitute a keyword correlation network. It is known that the network is the largest connected component, indicating that a relatively consistent mainstream direction has been formed in PM studies in recent years. As shown in Table 2, the degree centralization and closeness centralization of the keywords are relatively high, indicating that the overall network is more concentric, and most of the keywords are clustered, centering on a few core keywords. We also discovered that the keywords in the network tend to be directly correlated rather than indirectly correlated. The path between keywords is short and tends to be directly correlated with the core words. Therefore, it can be concluded that a few core words have very strong control of the entire network. According to the characteristics listed above, we can draw the following conclusions: current PM research is very centralized, the difference between the core words and noncore words is obvious, and the main themes are formed around the core words. However, the lower betweenness centrality also indicates that most of the keyword correlations in PM research can form direct correlations without other words working as bridges. Combined with higher clustering coefficients, it can be observed that there are multiple thematic directions in this PM study with a large degree of difference. The correlation between keywords within the subject direction is higher than that between the other directions. Finally, the overall network is closely correlated, equaling a high network density. This result means that PM research has formed a systematic, relatively mature research pattern.

In the same way, the indices used to describe each keyword (degree centrality, closeness centrality, and betweenness centrality) represent their position and role in the network. As shown in Table 3, Table 4, and Table 5, the keywords, such as Biomarkers, Genomics, Therapy, Cancer, Genetics, Drug, Prediction, Pharmacogenomics, Target Therapy, and Molecular, occupied the top 10 positions on the lists of degree centrality and closeness centrality. It is particularly worth mentioning that the orders of the keywords in the lists of degree centrality and closeness centrality are identical, and both indicators are of high value. These words are clustered around a large number of keywords to a large extent, which are themselves directly correlated with other keywords. This indicates that these keywords are very important, are in the core position, and have a strong influence on the entirety of PM research. In contrast, the value of betweenness centrality is low. Instead of using an intermedia or a bridge word, most keywords are directly correlated, and the connection path is short. Interestingly, the ranking of the keyword “Therapy” is significantly improved in...
the list of betweenness centrality compared with its position in the lists of degree centrality and closeness centrality. It indicates that “Therapy” plays an important role of bridging other keywords in the overall network in PM research.

Table 2. The statistics of the correlation network in precision medicine research.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>244</td>
</tr>
<tr>
<td>Number of edges</td>
<td>9178</td>
</tr>
<tr>
<td>Average degree</td>
<td>75.2295</td>
</tr>
<tr>
<td>Network all degree centralization</td>
<td>0.6214</td>
</tr>
<tr>
<td>Network all closeness centralization</td>
<td>0.6685</td>
</tr>
<tr>
<td>Network betweenness centralization</td>
<td>0.0277</td>
</tr>
<tr>
<td>Network clustering coefficient</td>
<td>0.4843</td>
</tr>
<tr>
<td>Density</td>
<td>0.3096</td>
</tr>
</tbody>
</table>

Table 3. Top 10 keywords in terms of degree centrality.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Keywords</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Biomarkers</td>
<td>225</td>
</tr>
<tr>
<td>2</td>
<td>Genomics</td>
<td>222</td>
</tr>
<tr>
<td>3</td>
<td>Therapy</td>
<td>220</td>
</tr>
<tr>
<td>4</td>
<td>Cancer</td>
<td>215</td>
</tr>
<tr>
<td>5</td>
<td>Genetics</td>
<td>213</td>
</tr>
<tr>
<td>6</td>
<td>Drug</td>
<td>208</td>
</tr>
<tr>
<td>7</td>
<td>Prediction</td>
<td>184</td>
</tr>
<tr>
<td>8</td>
<td>Pharmacogenomics</td>
<td>183</td>
</tr>
<tr>
<td>9</td>
<td>Target therapy</td>
<td>177</td>
</tr>
<tr>
<td>10</td>
<td>Molecular</td>
<td>172</td>
</tr>
</tbody>
</table>

Table 4. Top 10 keywords in terms of closeness centrality.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Keywords</th>
<th>Closeness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Biomarkers</td>
<td>0.9310</td>
</tr>
<tr>
<td>2</td>
<td>Genomics</td>
<td>0.9205</td>
</tr>
<tr>
<td>3</td>
<td>Therapy</td>
<td>0.9135</td>
</tr>
<tr>
<td>4</td>
<td>Cancer</td>
<td>0.8967</td>
</tr>
<tr>
<td>5</td>
<td>Genetics</td>
<td>0.8901</td>
</tr>
<tr>
<td>6</td>
<td>Drug</td>
<td>0.8741</td>
</tr>
<tr>
<td>7</td>
<td>Prediction</td>
<td>0.8046</td>
</tr>
<tr>
<td>8</td>
<td>Pharmacogenomics</td>
<td>0.8020</td>
</tr>
<tr>
<td>9</td>
<td>Target therapy</td>
<td>0.7864</td>
</tr>
<tr>
<td>10</td>
<td>Molecular</td>
<td>0.7739</td>
</tr>
</tbody>
</table>
Table 5. Top 10 keywords in terms of betweenness centrality.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Keywords</th>
<th>Betweenness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Therapy</td>
<td>0.0305</td>
</tr>
<tr>
<td>2</td>
<td>Biomarkers</td>
<td>0.0304</td>
</tr>
<tr>
<td>3</td>
<td>Genomics</td>
<td>0.0304</td>
</tr>
<tr>
<td>4</td>
<td>Drug</td>
<td>0.0289</td>
</tr>
<tr>
<td>5</td>
<td>Genetics</td>
<td>0.0283</td>
</tr>
<tr>
<td>6</td>
<td>Cancer</td>
<td>0.0260</td>
</tr>
<tr>
<td>7</td>
<td>Pharmacogenomics</td>
<td>0.0182</td>
</tr>
<tr>
<td>8</td>
<td>Prediction</td>
<td>0.0166</td>
</tr>
<tr>
<td>9</td>
<td>Target therapy</td>
<td>0.0148</td>
</tr>
<tr>
<td>10</td>
<td>Gene</td>
<td>0.0135</td>
</tr>
</tbody>
</table>

The Themes of the Correlated Communities

On the basis of community detection in the coword network, PM research has focused on 5 theme communities or research subdirections in the last decade. These communities are visualized as Figure 3 in the next section. Modularity (0.2077) [61] of community detection indicates a good result to distinguish topic communities in PM research. Each community has a strong internal correlation, and the distinction between them is obvious. These communities are as follows: C1-Cancer (including Target Therapy, Molecular, Breast Cancer, NGS, Tumor, Mutation, Clinical Trials, Gene, and Prognosis), C2-Biomarkers (including Prediction, Diagnostics, Proteomics, Phenotype, Omics, Metabolism, Bioinformatics, Asthma, and Inflammation), C3-Genomics (including Genetics, Sequencing, Epigenetics, Genetic Test, Risk, Genome-Wide Association Studies, Translation Medicine, Ethics, and Health Care), C4-Drug (including Pharmacogenomics, Pharmacogenetics, Single Nucleotide Polymorphisms, Pharmacology, Polymorphism, Genotype, Drug Development, Pharmacokinetics, and Depression), and C5-Therapy (including Therapy, Imaging, Stem Cell, Nanotechnology, positron emission tomography [PET], Drug Delivery, Theranostics, MRI, Molecular Imaging, and Brain). According to the research scale, PM studies can be divided into 3 levels: Level 1, C1, is the largest level; Level 2, including C2, C3, and C4, is the medium scale; and Level 3, C5, is the smallest. On the basis of the results above, the study of PM mainly focused on Cancer, Biomarkers, Genomics, and Drug in the past decade. More importantly, these themes represent the mainstream direction of PM studies; however, the C5-Therapy community is still weaker than the other 4 communities.

Visualization of the Theme Correlation Network

The structural characteristics of PM research need to be further assessed by the visualization of its coword networks. As shown in Figure 4, each node represents one theme community or research subdirection. The size of the node, determined by the sum of the frequency of all words in the community, represents the scale of this direction. Each edge represents the correlation between the theme communities. Thicker edges indicate greater correlation strengths and a greater influence between communities. In general, C1-Cancer, C2-Biomarkers, C3-Genomics, and C4-Drug have formed a closely related and stable research structure; however, C5-Therapy, loosely correlated with the communities mentioned above, is considered an isolated and marginal research direction. It is noteworthy that the C1-Cancer community has the highest correlation with other communities, highlighting its important position and influence in the entire PM research field. Particularly, C1 has shown that its correlation strength with C2 and C3 is at the highest level. The 3 communities above can be regarded as core directions of PM research, which have the strongest interaction with and influence on each other. In addition, the correlation between the C1 and C5 communities is also strong, indicating interactions between the 2 research directions of Cancer and Therapy, as well as Genomics and Drug.
Furthermore, in terms of the internal correlation of the research themes community (Table 6 and Figure 5), especially regarding the indices of the average degree and density, the degree centrality of C1-Cancer and C2-Biomarkers is the highest. Second, C3-Genomics and C4-Drug are subcore research themes, whereas C5-Therapy is a self-contained research theme in PM research but in a marginal position. Finally, C1-Cancer theme community is the most closely correlated within the community and the most mature subject direction in this PM research. The other thematic communities are also closely correlated within them and have a relatively mature development. Overall, the density of all PM research topic communities is higher than the overall density of the coword network. Each research direction has been self-contained and well-developed. However, the strength of the correlation between communities is much weaker than that within the community. The results show that PM research directions are significantly differentiated and that the correlations and interactions between communities are generally insufficient.

**Table 6.** Indicators of 5 theme communities in precision medicine research.

<table>
<thead>
<tr>
<th>Community</th>
<th>Number of nodes</th>
<th>Number of edges</th>
<th>Total frequency</th>
<th>Average degree</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1-Cancer</td>
<td>76</td>
<td>1535</td>
<td>8221</td>
<td>82.8026</td>
<td>0.5386</td>
</tr>
<tr>
<td>C2-Biomarkers</td>
<td>53</td>
<td>652</td>
<td>5261</td>
<td>78.6792</td>
<td>0.4731</td>
</tr>
<tr>
<td>C3-Genomics</td>
<td>45</td>
<td>469</td>
<td>4473</td>
<td>70.7778</td>
<td>0.4737</td>
</tr>
<tr>
<td>C4-Drug</td>
<td>40</td>
<td>385</td>
<td>3741</td>
<td>68.375</td>
<td>0.4936</td>
</tr>
<tr>
<td>C5-Therapy</td>
<td>30</td>
<td>211</td>
<td>2743</td>
<td>65.7667</td>
<td>0.4851</td>
</tr>
</tbody>
</table>
Evolution of and Trends in Precision Medicine Research

The bibliographic data were divided with the year as the unit of time, and an evolution graph was generated to reveal the evolutionary patterns of PM research. In addition, based on centrality and density, theme communities were graphed in a strategic graph (a 2D map). The relative status and development trend of each theme community in the PM research were revealed.

Evolution Venation of Precision Medicine Research Overview

To clearly show the development, the evolution of PM research was divided into 2 stages, namely, Stage 1 (2009-2013) and Stage 2 (2014-2018), as shown in Figures 6 and 7. Tubes are colored in each year to represent different topic communities. They are linked because of overlap in keywords in 2 adjacent years, and the evolution venations will be generated with the same color as shown in the figures. According to variations in the topics, such as overlapping, differentiation and fusion of topics, and isolation, we aimed to determine the developing trends of PM. In the past ten years, the continuity in PM themes has generally been good, and a consensus on research directions has formed. Moreover, research in PM has deepened and expanded, especially in Stage 2 (2014-2018), where PM research has maintained good continuity. In the same period, there was more differentiation and integration of the research areas; the interaction between the subjects of the studies was also more pronounced.
Figure 6. The evolution of theme communities of precision medicine research over time (2009-2013). ALK: ALK Receptor Tyrosine Kinase; BRAF: v-raf murine sarcoma viral oncogene homolog B1; BRCA: Breast Cancer gene; EGFR: Epidermal growth factor receptor; HER2: Receptor tyrosine-protein kinase erbB-2; NGS: Next-generation sequencing; KRAS: Ki-ras2 Kirsten rat sarcoma viral oncogene homolog; mTOR: The mammalian target of rapamycin; NSCLC: Non–small cell lung cancer.

Figure 7. The evolution of theme communities of precision medicine research over time (2013-2018). ALK: ALK Receptor Tyrosine Kinase; BRAF: v-raf murine sarcoma viral oncogene homolog B1; CYP2C9: Cytochrome P450 2C9; EGFR: Epidermal growth factor receptor; GWAS: genome-wide association study; KRAS: Ki-ras2 Kirsten rat sarcoma viral oncogene homolog; NGS: Next-generation sequencing; NSCLC: Non–small cell lung cancer; PIK3CA: phosphatidylinositol-4,5-bisphosphate 3-kinase, catalytic subunit alpha.

Stage 1 (2009-2013)
First, there are 4 obvious thematic evolutions: the Pharmacogenomics and Pharmacogenetics venation (including Pharmacogenomics, Genetics, Polymorphism, Adverse Drug Reactions, and CYP2C9), the epidermal growth factor receptor (EGFR) and v-raf murine sarcoma viral oncogene homolog B1 (BRAF) venation (including Molecular Imaging, Drug Delivery, non–small-cell lung cancer [NSCLC], and Ki-ras2 Kirsten rat sarcoma viral oncogene homolog [KRAS]), the Proteomics and Metabolomics venation (including Sequencing, Bioinformatics, and Translation Medicine), and the Ethics and...
Cost-Effectiveness venation (including Health Care, Genetic Test, Health Policy, and Breast Cancer).

Each venation is independent and less differentiated, and the internal system for the theme communities is relatively mature. The Pharmacogenomics and Pharmacogenetics venation and the EGFR and BRAF venation are larger scale, so they can thus be considered the 2 important research directions in this period. The evolution of some themes, such as Schizophrenia and Oncogenes, has been interrupted, which may be due to the lack of continuous concern about such subjects or their integration into other subjects. We also find that there are a few isolated themes during different periods, such as Policy, Clinical Practice, Tumor, Chemotherapy, Organ, and NGS. Owing to strong internal correlation, these themes have been clustered as a research direction. However, such studies have not yet formed a systematic and continuous direction.

Stage 2 (2014-2018)

We performed an independent analysis for the years 2013 and 2018 to discover the continuity between 2013 and 2014. There are many overlapping thematic communities in these 2 years as well as overlapping research themes, such as EGFR and BRAF, Molecular Imaging and Drugs, and Pharmacogenomics and Pharmacogenetics, which exhibit good continuity. Overall, the sustainability and stability of PM research in this stage are better than that in Stage 1. Research on PM in terms of themes is more concentrated, which indicates the more consistent and mature direction of progression.

According to the evolutionary graph, there are 3 major research themes at this stage: Molecular Imaging and Drug Delivery, EGFR and Mutation, and Pharmacogenomics and Pharmacogenetics. First, the Molecular Imaging and Drug Delivery venation includes Theranostics, Diagnostics, Immunotherapy, and Machine Learning. The EGFR and Mutation venation includes NSCLC, KRAS, Tumor, Target Therapy, NGS, DNA, and MicroRNA. The Pharmacogenomics and Pharmacogenetics venation includes Cytochrome P450, Epigenetics, Cardiovascular Disease, Omics, and Bioinformatics. Simultaneously, Stratification and Prediction and related topics have also formed an independent evolutionary venation. Although small in scale, they have also become a self-contained system. However, there are also discontinuous evolutions and isolated topics at this stage, such as the evolution of Bipolar Disorder, which was interrupted in 2015. In this period, Parkinson Disease, Stem Cell, and Big Data finally become isolated research themes rather than evolutionary venations.

Development Trends in Precision Medicine Research

The theme community in the PM study is distributed in the strategic map according to centrality and density (Figure 8). On the basis of indicator analysis of the theme communities, we found that C1 is in the first quadrant. Its centrality degree and density are relatively high, indicating that it is the core and mature direction of PM research. C4 is in the second quadrant, with low centrality degree and high density. It can be considered to be the mature direction, but not the core of PM research. In the third quadrant, C3 and C5, with both low centrality and density, are not the core directions and are not mature. However, C3 is close to the origin of density, which means it has the potential to be the core of PM research and that it will develop into a mature community. C2 is in the fourth quadrant, the centrality of which is high, but the density is low. C2 can be considered the core direction, but it is generally immature or involves too many topics.

Figure 8. The relative development status and trends of 5 theme communities in the strategic diagram.
Discussion

Principal Findings

Based on the results, it is possible for us to better understand the main research directions of PM research and accurately evaluate its importance, maturity, and interactions. First, we determined that overall work in PM research is unbalanced but that the theme community is balanced. As PM was newly born as an independent academic subject, researchers paid most of their attention to only a few popular words, such as Biomarkers, Genomics, Cancer, Therapy, Genetics, Drug, Target Therapy, Pharmacogenomics, Pharmacogenetics, and Molecular. The words mentioned above can be classified into the following categories: The applied subject (Cancer), The associated technology and research (Biomarkers, Genomics, and Genetics), pharmacology (Pharmacogenomics), and clinical practice (Treatment, Risk Prediction, Molecular Target Treatment, and Diagnosis). These words not only reflect areas of scientific concern, but more importantly, they indicate the major research directions of PM. However, we also found that the attention paid to most research themes is relatively dispersed. We could speculate that the current status of PM research is possibly as follows: (1) the most mature application of PM is in the subject of Oncology; (2) scientists are interested in discovering Biomarkers, mainly using genomics and genetic methods; (3) pharmacology is an important interdisciplinary field involved with PM, with the aim to make drug utility safer and more efficient; and (4) PM is widely used in Clinical Medicine, including for consulting, diagnosis, and treatment (especially molecular target treatment).

With the visualization of the coword network, we found that the themes were more inclined to be clustered around other popular minority keywords. Thus, the theme communities, both well-layered and balanced-scaled, were finally formed. The communities included C1-Cancer, C2-Biomarkers, C3-Genomics, C4-Drug, and C5-Therapy. According to the analysis of correlation between the theme’s communities, we can draw the following inferences: C1-Cancer, as the largest community, indicates that the application of PM in Clinical Oncology might already be mature. The other directions, such as technical studies and Clinical Medicine, are widely associated with Cancer. C2-Biomarkers is the second largest group and plays a key role as the basis of PM research. Scientists still strive for biomarker discovery with various techniques and for the transformation of these discoveries into clinical therapeutics and the prediction of clinical outcomes [61,62]. Owing to significant progress in Genomics and Pharmacology, C4-Drug community, as an independent community, indicates special concern by both pharmacologists and clinicians. In this area, scientists are trying to explore the genetic correlation of Pharmacology and Genomics. These findings will be the foundation of PM, improving drug efficacy and safety [63,64]. It is also noteworthy that the development time of C4-Drug is short, but the fastest. Significant progress has been made in Genomics, Pharmacological Dynamics, Pharmacology, and Metabolomics, and these disciplines are playing an increasingly important role in the field. Although C3-Genomics is relatively isolated and not at the core of PM research, Genomics is one of the most important methods of detecting Biomarkers and is still widely used in various fields of PM [65]. Its decline is due to the application of new technologies, such as high-throughput Omics [66] and Molecular Imaging technology [67]. C5-Therapy, independent but of the smallest scale, indicates that individualized treatment is the ultimate goal of PM, resulting in this aspect gaining the attention of scientists. However, the strategy for treatment is still far from well-developed, which proves the limited scale of the community. According to the major themes included in the C5-Therapy community, individualized treatment mainly involves traditional strategies such as Surgery, Chemotherapy, and Radiology. Interestingly, new methods such as gene therapy, stem cell, and tissue engineering have been available in PM treatment. On the other hand, PET and Molecular Imaging are new technologies that can be applied for stratifications. Through the strategic diagram, C5-Therapy is noncore in PM research; however, we can infer that while the community has not yet matured, it is of great potential.

Through the analysis of the evolution of theme communities over time, PM research has a clear evolutionary and developmental trend. In 2 stages of evolution, we have discovered a large number of well-concentrated evolutionary pathways, which indicates the maturity of PM. The theme community in PM research is well-structured and contains the core and promising directions, such as Biomarkers, Pharmacogenomics, MicroRNA, Imaging, and even Machine Learning. We also identified a dramatic development in techniques and pharmacology directions. It is worth noting that the trend toward PM in nonscience diseases has the potential to become mature, and NSCLC could develop to become an independent and mature venation. It indicates that the application of PM in NSCLC is relatively mature. Clinicians have applied strategies or technologies involved with PM, such as Biomarker, Molecular Imaging, and Pharmacogenomics, to achieve precise treatment [68–70].

Limitations

Our study reveals the structure and developmental trends of PM research from the perspective of keywords and their relationships. To some extent, this study provides insight into PM research; however, there are still limitations to this work. Regarding the research sample, this study used the literature to reveal the development status of PM. This research method could be regarded as a reasonable and cost-effective strategy rather than a comprehensive and accurate way to evaluate the true status of PM research.

Conclusions and Future Directions

Our study reveals the hotspots, structures, evolutions, and developmental trends of PM research in the past 10 years by means of social network analysis and visualization. We also made the following valuable discoveries: (1) using a graph, the network can describe, in detail, the development of PM research; and (2) the network uncovers the relationship between the themes and the intrinsic mechanism about how they interact, which could provide insights into future research directions.
In the future, we will perform data mining on the content of PM-related literature (e.g., reports and illness records) to better reveal the condition of the entire network from various perspectives. In terms of research methods, based on previous work, the efficacy of co-word analysis has been identified. Our study also validates this research method, and using it, we were able to obtain some valuable discoveries. In future studies, we aim to perform a further, comprehensive assessment of PM research through various perspectives, such as interdisciplinary research and institutes.
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Background: Privacy restrictions limit access to protected patient-derived health information for research purposes. Consequently, data anonymization is required to allow researchers data access for initial analysis before granting institutional review board approval. A system installed and activated at our institution enables synthetic data generation that mimics data from real electronic medical records, wherein only fictitious patients are listed.

Objective: This paper aimed to validate the results obtained when analyzing synthetic structured data for medical research. A comprehensive validation process concerning meaningful clinical questions and various types of data was conducted to assess the accuracy and precision of statistical estimates derived from synthetic patient data.

Methods: A cross-hospital project was conducted to validate results obtained from synthetic data produced for five contemporary studies on various topics. For each study, results derived from synthetic data were compared with those based on real data. In addition, repeatedly generated synthetic datasets were used to estimate the bias and stability of results obtained from synthetic data.

Results: This study demonstrated that results derived from synthetic data were predictive of results from real data. When the number of patients was large relative to the number of variables used, highly accurate and strongly consistent results were observed between synthetic and real data. For studies based on smaller populations that accounted for confounders and modifiers by multivariate models, predictions were of moderate accuracy, yet clear trends were correctly observed.

Conclusions: The use of synthetic structured data provides a close estimate to real data results and is thus a powerful tool in shaping research hypotheses and accessing estimated analyses, without risking patient privacy. Synthetic data enable broad access...
Background

Access to large databases of electronic medical records (EMRs) for research purposes is limited by privacy restriction, security laws and regulations, and organizational guidelines imposed because of the assumed value of the data. It, therefore, requires approval of the local institutional review board (IRB), but this regulatory process is often time consuming, thereby delaying research and imposing difficulties on data sharing and collaborations. In addition, researchers could apply for a research grant if preliminary data could be extracted and analyzed before making an IRB application, but this is impossible if the data are inaccessible.

Consequently, data anonymization, namely, making reidentification of patients impossible, is required to balance the risk of privacy intrusions with research accessibility. Establishing effective anonymization techniques will promote the future release of data for global access, envisioning democratization of data for all researchers, and facilitate the use of real-world data as a base for study.

One approach for preventing identification of personal records is data masking, namely, removal of identifying information from a dataset, so that individual data cannot be linked with specific individuals. Other techniques include pseudoanonymization, in which a coded reference is attached to a record instead of identifying information, and aggregation, in which data are displayed as totals [1,2]. However, nonaggregation techniques still pose the risk of exposing individuals, as shown by multiple reports [3-7]. In addition to preventing any initial exploration of the data before the IRB approval, once the approval is granted, the researcher may still be blocked by regulatory and ethical barriers for sharing, transferring, and securing the stored data. An alternative approach is the generation of realistic synthetic records comprising the same statistical characteristics and time-dependent properties as the original data such that their analysis yields the same results without mapping the data elements to actual individuals. Thus, synthetic data that are prepared properly can achieve full and irreversible anonymization.

However, creating synthetic data that not only ensure privacy but also retain the information needed for analysis is far from trivial. Kartoun [8,9] proposes a methodology for generating virtual patient repositories, termed electronic medical records bots (EMRBots), based on configurations of population-level and patient-level characteristics. He explains that although such repositories are of high value for training and education, developing computational methods, and assisting hackathons, they cannot serve for studying and predicting real patient outcomes, as their creation does not account for combinations of associations and time-dependent interactions. To reliably mimic EMRs, linear and nonlinear relationships between the variables as well as the temporal arrangement of medical events must be considered.

Other systems for generating synthetic data assume that the data are selected from common distributions that do not comply with the characteristics of real-world medical data and, therefore, may not retain the correlations between multiple variables. Furthermore, they may use prior knowledge of the anticipated relationships, thereby limiting the possibility of true discovery [10-15]. The Synthea system (MITRE Corporation, Massachusetts) [3,14] models care processes and outcomes for several clinical conditions along with their progression. It relies on publicly available datasets and health statistics and synthesizes data according to clinical guidelines and expertise, thereby potentially reflecting ideal scenarios that are not sufficient to replace real EMRs. The Observational Medical Dataset Simulator (OSIM) [15] offers to synthesize data related to diseases and drugs, based on probability distributions estimated from real data, while accounting for time, gender, and age. Relationships are restricted by OSIM to behave in a specific format as reflected by the estimated transitional probability matrix, thereby limiting the ability to reflect other and more complex relationships.

Recently, autoencoders, a technique based on unsupervised deep learning models, has been proposed for synthesizing patient data. By assuming a large enough patient population, autoencoders can learn a representation of the data and then generate a representation that is close to the original input. For instance, medGAN [16] uses real patient records as input to generate high-dimensional discrete samples through a combination of autoencoders and generative adversarial networks. Although this method shows promise in terms of imitating distributional measures and predictions [16,17], it can synthesize only count and binary variables and ignores the longitudinal nature of medical events. Furthermore, a limited privacy risk was observed, and thus, autoencoders cannot yet be considered safe.

This paper studied the validity of synthetic data generated by the MDClone system (Beer-Sheba, Israel), which synthesizes data based directly on the actual real data of interest. The real data is automatically queried from the EMR data lake just before the synthesis. The system was implemented in a number of studies at our institution, Rambam Health Care Campus, located in Haifa, Israel. Our institution is a 1000-bed tertiary academic hospital in Northern Israel and has been using a proprietary EMR system since 2000 (Prometheus, developed by the hospital’s department of information technology). Validating
the use of synthetic data for research necessitates a comparison of the results derived from synthetic data with those based on the original data. Previous validation studies on synthetic health data are scarce, of limited scope, and are typically concerned with secondary uses of the data that have minor clinical implications [3,11,14,18,19]. Furthermore, little has been done to compare the statistical results of synthetic data with those of real data [3,14,19]. A more comprehensive validation process concerning meaningful clinical questions and various types of data and outcomes is required for establishing the suitability of synthetic health data for medical research.

We conducted a cross-hospital study to validate the results obtained from synthetic data in various clinical research projects. This paper presents the validation results for five studies conducted at our institution, concerning omission of recommended medication, effect of time to procedure and of hospitalization measures on postdischarge survival, imaging-related risks, and comparison of diabetic treatments. IRB approval to use real data was received, allowing comparative analysis of real vs synthetic data. These studies were used to assess the accuracy and precision of statistical estimates derived from synthetic patient data. The studies represented various population sizes, types of variables and statistical modeling and were based on the hospital’s EMR records routinely generated from 2007 to 2017.

The Synthetic Data Generating System

The MDClone system was used in this study for generating synthetic data. This system has been installed in our institute’s information technology platform since 2017, and its implementation includes the generation of a structured data lake, a query tool, and a synthetic data generator. The data lake integrates the EMR records with all hospital data sources relating to patient visits, hospitalizations, coded diagnoses, medications, surgical and other procedures, laboratory tests, demographics, and administrative information. The data are presented in an anonymous and standardized format (Health Insurance Portability and Accountability Act of 1996 style). The query engine allows the retrieval of a wide range of variables, in a defined time frame, around an index event. Once an IRB authorization has been granted, the system enables the eligible investigators seamless access to real data structure and analysis with respect to the authorized dataset [20-22]. Otherwise, the system provides the investigator with easy access to synthetic data by the defined query, without revealing the real patient data.

The algorithm used for generating synthetic data is multivariate in nature and generates all variables together, using a covariance measure. It maintains multivariate relationships even on subpopulations of the data (see demonstration in Multimedia Appendices 1-3), as long as they are not too small to expose individual subjects. It does so without assuming any specific form of the underlying distributions and can accept any input, allowing for the discovery of relationships not known before loading the data.

The algorithm treats categorical variables at the first step, ensuring the use of values not unique to a small number of patients. If a subpopulation is identified as unique, such that patients could be identified by certain variables, the values of these variables are censored from the data for these patients. The algorithm then proceeds to extract statistical characteristics from the data, which are used to generate synthetic data with similar properties.

The generation of synthetic data is performed by random sampling from statistical distributions estimated from the original data; thus, each round of data synthesis based on the same query yields a different cohort with similar statistical features. To verify the reliability and validity of the synthetic data, the system produces a report with (1) censoring rate for each variable; (2) a summary of the distribution of each variable, original vs synthetic; and (3) a comparison of all pairwise correlations.

Methods

Validation Methodology

For each participating study, we repeatedly produced five synthetic datasets based on the query to be used to extract the real data. We then statistically analyzed each set and compared the results, namely, the effect point estimates and their uncertainty levels, as reflected by the confidence intervals, with those obtained from the real data. The types of effects compared included proportions, odds ratios, hazard ratios, and survival curves, as obtained by applying the relevant statistical models.

In addition, to evaluate the stability of results obtained from synthetic data, we evaluated the consistency of the estimates across the synthetic sets. Although an initial impression was obtained from observing the results across the five synthetic sets, we repeatedly generated numerous synthetic sets to evaluate the bias and stability of the estimates. To obtain small enough standard errors, 1000 repetitions were used. Bias was defined by the difference between the mean across all synthetic sets and the estimate obtained from the real data. Stability was evaluated by the range of this difference. The bias and stability were evaluated for three of the studies, which represented the types of statistical outcomes addressed in this study, and reflected the common measures used in clinical research: proportions (the Proton Pump Inhibitors [PPIs] Prescription Study), hazard ratios and survival curves (the Percutaneous Coronary Intervention [PCI] and ST-Elevation Myocardial Infarction [STEMI] Study), and odds ratios (the Hypoglycemia Insulin Study).

Generation of Synthetic Data

For each participating study, the following steps were taken throughout the analysis:

- The investigator logged into the system and defined the patient cohort by setting inclusion and exclusion criteria.
- The information required for these patients was defined by a query. An approximation for the number of patients meeting the criteria was then provided by the system. The researcher could define a reference event (eg, the first myocardial infarction event) that could be used to pull data in relative temporal terms (eg, the last hospitalization before the event). Any data included in the hospital’s EMR could be requested, provided it was within the access definitions for the researcher, as set by an administrator.
The cohort with its defined data was extracted and seamlessly converted into synthetic information with the same structure as the original data. A data file was prepared and downloaded, along with a report providing a descriptive comparison between the synthetic data and the original data for each variable.

The synthetic data were statistically analyzed.

Following IRB approval, real data were extracted and analyzed using the same analytics.

Participating Studies

A total of five clinical studies conducted in the hospital were selected for the validation process. The studies addressed contemporary topics with important clinical and medical implications. They represented a range of statistical questions, types of analysis, and population sizes that are frequently confronted in hospital research. Tables describing the real populations are provided in Multimedia Appendices 4-7, and synthetic data files are provided in Multimedia Appendices 8 and 9.

The Proportion of Omission of Proton Pump Inhibitor Prescriptions for Gastroprotection

Gastrointestinal bleeding is one of the most common preventable adverse drug events [23,24], and antiplatelet and anticoagulant medications are the most common drugs associated with hospitalization caused by PPI prescription errors [25]. To reduce the risk of gastrointestinal bleeding, guidelines recommend prescribing PPIs to high-risk patients [26,27]. This study assessed the proportion of PPI omission for gastroprotection in patients discharged with prescribed combinations of oral anticoagulants (OACs; warfarin, dabigatran, rivaroxaban, or apixaban) and antiplatelets (aspirin, clopidogrel, prasugrel, or ticagrelor), accounting for additional indications for prophylactic PPI use (age >65 years and concomitant steroid use). In each subgroup, we examined the proportion of patients with recommended administration of concomitant PPIs.

The Effect of Time to Percutaneous Coronary Intervention in ST-Elevation Myocardial Infarction Patients on Death and Heart Failure

This study examined the effect of door-to-balloon time (D2B) among STEMI patients on the occurrence of congestive heart failure (CHF) or mortality, within 180 days of catheterization. According to the guidelines adopted in Israel in 2014, PCI should be performed within 90 min of arrival to the hospital [28]. Kaplan-Meier survival rate estimates were calculated, and the effect of D2B and STEMI-associated factors [29,30] was estimated by a multivariate Cox proportional hazard regression, accounting for other adverse events, such as severe cardiac presentation (cardiogenic shock, cardiac arrest, ventricular fibrillation, ventricular tachycardia, and complete atrioventricular block) and prior ischemic heart disease (IHD; previous coronary artery bypass surgery, myocardial infarction, and PCI). In addition, laboratory test results indicating low hemoglobin (≤10), high creatinine (>1), and high blood urea nitrogen (BUN; >30), as well as potential confounders (age, gender, and year), were all accounted for.

The Impact of Blood Urea Nitrogen on Postdischarge Mortality Among Patients With Acute Decompensated Heart Failure

Acute decompensated heart failure (ADHF) is the leading cause of hospital admission in patients older than 65 years [31]. This study investigated the effect of BUN levels during hospitalization on 3-year mortality after discharge from the hospital among patients with ADHF. Admission and discharge BUN levels were extracted. The predictive value of BUN for mortality was evaluated using multivariate Cox proportional hazard regression, accounting for the number of associated comorbidities. In addition, the levels of brain natriuretic peptide, red cell distribution width, and blood sodium were included in the model as dichotomous variables, in accordance with accepted thresholds.

The Risk of Nephropathy Following Magnetic Resonance Imaging Using Gadolinium-Based Contrast Agents Compared With the Risk Following Computed Tomography–Based Imaging Using Iodine-Based Contrast Agents

Contrast-induced nephropathy (CIN) following iodine-based contrast-enhanced imaging has been widely known as a leading cause of acute kidney injury (AKI) [32-34]. This study aimed to establish the risk of AKI following contrast-enhanced magnetic resonance imaging (MRI) relative to that of contrast-induced computed tomography (CT). We included all adult patients who had undergone a contrast-enhanced CT or MRI. Propensity score matching was used to account for known risk factors for CIN and AKI by applying nearest-neighbor 1:4 matching between MRI and CT patients. Comorbidities such as diabetes and IHD and the target organ of the imaging study were also accounted for. AKI rates were compared by odds ratios calculated from the full data and the matched data by the Fisher exact test and the Mantel-Haenszel test, respectively.

The Risk of Hypoglycemia in Patients With Diabetes Treated by Detemir or Glargine Insulins by Blood Albumin Level

Detemir and glargine are long-acting insulins commonly used for inpatient treatment [35]. However, detemir is albumin bound, raising a concern for increased risk of hypoglycemia for patients with hypoalbuminemia [36,37], and guidelines for treating hyperglycemia do not prefer one insulin over the other [35]. This study assessed the risk of hypoglycemia in patients with low albumin treated with insulin detemir vs glargine. Retrieved data included all adult patients treated with detemir or glargine and laboratory results for albumin, creatinine, and glucose levels during a 5-day time frame. In addition, age, gender, weight, insulin dose, insulin dose-to-weight ratio, home usage of insulin, receiving of short insulin, division of hospital stay, and length of stay were also accounted for. Hypoglycemia risks were estimated by fitting a multivariate logistic regression model that included main effects and second-order interactions as the predictors and hypoglycemia (glucose level <70 mg/dL) as the dependent variable. Variables were selected for the model by a stepwise procedure based on the Akaike Information Criterion.
### Results

#### Protein Pump Inhibitors Prescription Study
Between 2007 and 2017, we identified 12,188 patients discharged on OACs, some of whom additionally received a single antiplatelet, either aspirin (n=3953) or P2Y ADP receptor blockers (clopidogrel, prasugrel, or ticagrelor) antiplatelet therapy (n=882), or a double antiplatelet therapy (DAT; n=417).

Comparisons between results obtained from five synthetic sets and the real data are shown in Figure 1. Overall, good predictions of the real data results were obtained from the synthetic data. For most subgroups, such as patients discharged from internal medicine departments with OAC and antiplatelets and receiving concomitant steroids, generating synthetic data did not require censoring, as no observations were found to be unique. Estimates from synthetic data were, therefore, identical to those from real data, regardless of sample size, including their uncertainty levels, as reflected by the confidence intervals (left panel). On the basis of repeated runs of 1000 synthetic sets, the PPI administration proportions for this subgroup were highly stable, as indicated by the nearly zero bias and their very narrow range across the 1000 repeats.

For small subgroups, some instability was observed, as can be readily seen by the estimates obtained from the five synthetic sets (right panel). The estimates’ range across the 1000 synthetic sets was wider for those two subgroups (minimum −10.5% and maximum +8.5%). Their overall mean across 1000 sets shows biases of −1.3% and 1.9% for AT2 and DAT, respectively, which are small when compared with the uncertainty level (reflected by the confidence intervals) of the estimates from real data.

![Figure 1. PPI administration (%) for patients receiving the clopidogrel, prasugrel or ticagrelor antiplatelet (AT2) or dual antiplatelet (DAT).](image)

#### Percutaneous Coronary Intervention and ST-Elevation Myocardial Infarction Study
Between 2013 and 2016, 597 patients diagnosed with STEMI who underwent primary PCI were identified, excluding cases in which more than 6 hours had passed before performing primary PCI or with CHF before intervention. Boolean classifications were used to extract information on patient conditions: the variable severe cardiac presentation indicated cardiogenic shock, cardiac arrest, ventricular fibrillation, ventricular tachycardia, or atrioventricular block on admission, and the variable prior ischemic heart disease indicated prior coronary artery bypass surgery, myocardial infarction, or PCI.

Survival curves estimated from synthetic data were similar to the curves estimated from real data with little variability between curves obtained from the five synthetic sets (Figure 2) and were within the confidence limits obtained from the real data. The mean curve based on 1000 synthetic sets was similar to the curve obtained from the real data. Hazard ratios for 180 event-free (CHF/death) days are shown in Figure 3. A D2B greater than 90 min revealed no increased risk, based on either the real or the synthetic data. Conclusions were typically consistent between real and synthetic data and across the five synthetic sets. Estimates were also consistent in the uncertainty level (width of confidence intervals). In the case of increased risk with age and borderline significance for a slight increase in risk for patients with prior IHD, as obtained from the real data, some variability was observed. For results with higher confidence, the hazard ratio estimates were more stable. Yet, the bias of the estimate obtained from synthetic data, as estimated by 1000 repeatedly generated synthetic sets, was small when compared with the uncertainty of the estimate from real data. As expected, the stability and the bias of the synthetic results were better for variables with narrower confidence intervals (age group, gender, and year) compared with variables with wider confidence intervals (prior IHD and high BUN).

Importantly, all estimates obtained from synthetic data, for the survival curve and the hazard ratios, were within the 95% confidence limits obtained from the real data, namely, within the range of potential values of the true survival rate and the true hazard ratio.
Figure 2. Kaplan-Meier 180-day event-free (CHF/mortality) survival curves after primary PCI, estimated from the real data with 95% confidence limits (blue) and from five repeatedly generated synthetic datasets (green). Survival curves based on synthetic data were similar to curves based on real data, and the mean curve based on 1000 synthetic sets was similar to the curve obtained from the real data.

Figure 3. Hazard ratios with 95% confidence intervals for CHF or mortality within 180 days of primary PCI based on real data (blue) and on five synthetic datasets (green). For each variable, the number of cases and percentage in the real data is given. Conclusions were typically consistent between the real and the synthetic data, and across the synthetic sets. In the case of increased risk with age, some variability was observed. The mean result across 1000 synthetic sets (dotted red line) for results with high confidence, was close to the result from the real data, implying small bias.
Blood Urea Nitrogen and Acute Decompensated Heart Failure Study

Between 2007 and 2017, 4590 patients were hospitalized with a primary diagnosis of heart failure and survived to discharge. To limit the number of subgroups, a Boolean classification was used for extracting information on comorbidities instead of specific diagnoses. As shown in Figure 4, Kaplan-Meier 3-year survival obtained from the real data was nearly 60% for an admission BUN of below 30, 44% for BUN of 30 to 39, and 37% for BUN of 40 or above, implying that high admission BUN is a risk marker for mortality within 3 years. Similar estimates were obtained from the five synthetic sets. Hazard ratios relative to the below 30 group were estimated from the real data as 1.29 for patients with BUN 30 to 39 and 1.67 for patients with BUN 40 or above. Hazard ratios estimated from synthetic data were slightly lower (Figure 5). As in the PCI-STEMI Study, all estimates from synthetic data, for the survival rate and the hazard ratios, were within the confidence limits obtained from the real data.

Figure 4. Kaplan-Meier three-year survival curves by admission BUN level, as estimated from the real data (in blue) and from five repeatedly generated synthetic datasets (in orange). The survival curves estimated from the synthetic sets were very close to the curve estimated from the real data.

Figure 5. Hazard ratios with confidence intervals by admission BUN level, obtained by Cox proportional hazard regression based on real data and on five synthetic datasets. Hazard ratios relative to the reference group of BUN below 30 based on real data were 1.29 for patients with BUN between 30 and 39 (panel A) and 1.67 for patients with BUN 40 or above (panel B). Hazard ratios estimated from synthetic data were slightly lower. The width of confidence intervals was consistent between the real and the synthetic data, and across the synthetic sets.

Imaging Nephropathy Study

We identified 718 patients who underwent a contrast-enhanced MRI between 2013 and 2017 and 12,592 patients who underwent CT imaging between 2011 and 2017, excluding patients who underwent additional contrast-enhanced imaging within 3 days around the index imaging. To limit the number of subgroups, diagnoses and drugs were defined as Boolean variables. Odds ratios obtained from the real data and five synthetic sets are presented in Figure 6. For the relatively large CT group, AKI rates were consistent between the real and the synthetic sets and across the synthetic sets for all patient subgroups. For
the small MRI group, the number of AKI cases per subgroup was only 18 to 21. The AKI rates were well estimated for patients older than 65 years, and the borderline statistical difference remained consistent; the AKI rate estimates were less stable for patients with high creatinine, yet the conclusion of no difference was consistent. For patients with diabetes, AKI rates and odds ratios were lower across all synthetic sets and should, therefore, be interpreted with caution. All odds ratio estimates obtained from synthetic data were within the 95% confidence limits obtained from the real data.

Figure 6. Acute kidney injury (AKI) rates (lower panel) and odds ratios with 95% confidence intervals (upper panel) in four different subgroups for the real data and five repeatedly generated synthetic datasets (Syn1-Syn5). The number of patients in the data for each subgroup is shown above the rate bars. Results obtained from the synthetic data were generally consistent with those obtained from the real data. AKI rates were well estimated for patients older than 65 years of age, and the borderline statistical difference remained consistent; AKI rate estimates were less stable for patients with high creatinine, yet the conclusion of no statistical difference was consistent; Odds ratios for diabetic patients were under-estimated due to under-estimated AKI rates for the very small number of diabetic patients that underwent MRI.

Hypoglycemia Insulin Study

Between 2012 and 2016, 4677 adult patients were hospitalized and treated with detemir (832/4677, 17.78%) or glargine (3844/4677, 82.19%) insulins. The risk curves estimated from the synthetic sets for detemir and glargine treatments across various albumin values (Figure 7) were highly similar to the curves estimated from the real data and consistently indicated the association of detemir use with a higher prevalence of hypoglycemic events in patients with hypoalbuminemia. Figure 8 presents risk predictions for 1000 repeatedly generated synthetic sets, compared with the estimates obtained from the real data. The estimates from all synthetic sets predicted a higher hypoglycemia rate for detemir and were within the confidence limits obtained from the real data. Their bias was −0.003 for detemir and +0.006 for glargine.
Figure 7. Risk predictions with 95% confidence intervals for detemir and glargine insulin treatments for a range of albumin values, based on the real data (top left) and five synthetic datasets (other panels). The risks estimated from the synthetic sets were highly similar to the curves estimated from the real data, and consistently indicated association of detemir use with a higher prevalence of hypoglycemic events in patients with hypoalbuminemia.

Figure 8. Risk predictions at albumin 2 g/dL for 1000 repeatedly generated synthetic sets, compared to estimates obtained from the real sets (thin dotted line on the left marks the confidence intervals with the point estimates marked on the line). All synthetic sets predicted a higher hypoglycemia rate for detemir, and all were within the confidence limits of the estimates from the real data. The synthetic data estimates, as showed by their means (thick red lines), are biased from the real data estimates by −0.003 for detemir and by +0.006 for glargine.
**Discussion**

**Principal Findings**

The use of synthetic data based on EMR is an approach for obtaining an estimate of real statistical results at a stage when real data are not available for the investigator. This paper examined the validity of statistical results based on synthetic data by comparison with real data for five studies, using medical records from our institution. Our study extended the scope of previous studies and investigated the performance of synthetic data under a variety of medical research questions. We used a system implemented in our institution that transforms the real data to synthetic data, which, when analyzed, provides the investigator with a reasonably accurate estimate of the real data results, and findings based on the synthetic data can be published in accordance with the institution policy. We assumed reliable performance of the system in privacy preservation, yet a future study aimed to investigate and validate issues related to the security and irreversibility of the synthetic data is of high relevance. Furthermore, sharing of synthetic data files that imitate particular real datasets and are generated within the hospital EMR platform must be a strategic decision of the hospital, accounting for concerns that transforms beyond academic considerations, such as costs of generating the data, timing of its release for sharing, and means of storage and access.

Five clinical studies on different topics, performed by separate research groups, were used for this validation study. The studies varied in population sizes and types of variables and statistical analysis. The validation study showed that the results derived from synthetic data were predictive of real data results. This was demonstrated with high consistency across all clinical studies. When the number of patients was large relative to the complexity and number of variables with very little or no censoring, as in the Hypoglycemia Insulin Study, the system proved itself highly predictive, with strong consistency of results between synthetic and real data, even for analyses involving complex computations and multiple stages such as stepwise logistic regression. Thus, the system can be effectively used to assess results from large data. Furthermore, when no censoring was imposed, precise predictions were obtained for proportions from synthetic data, regardless of sample size, as in the PPI Prescription Study.

For studies based on smaller populations that accounted for confounders and modifiers by multivariate models, such as the PCI-STEMI Study (n=597) and the Imaging Nephropathy Study (n=718), clear trends were still correctly observed by the synthetic data, although the predictions were of moderate accuracy. Nevertheless, these predictions are of high importance for guiding investigators before real data analysis and in generating a predictive hypothesis based on synthetic data that can then be applied to real data.

Several steps should be taken to minimize prediction bias caused by censoring when using synthetic data. Similar to any complex multivariate analysis, researchers should limit the number of variables to the minimum necessary and, when formulating the query, define variables to include information at the minimal required resolution, as in Boolean coding. When adhering to this recommendation, high consistency was achieved in the BUN-ADHF Study, which contained a large number of patients (n=4590) but also many subgroups. In addition, as seen in this study, analysis of multiple synthetic sets can guide the investigator by providing information on the stability of the synthetic results and indicating possible bias.

**Comparison With Prior Work**

Previous validation studies on synthetic health data primarily considered secondary use of the data, with few medical implications [3,11,14,18,19]. Loong [19] did a limited comparison of statistical results between real and synthetic data, concluding that synthetic data are suitable for exploratory analysis. Walonoski et al [3] compared statistical properties with publicly available statistics for type 2 diabetes and found incorrect results for several variables, such as age at diagnosis, prevalence by racial groups, comorbidity rates, and survival, and acknowledged the need to increase the realistic level of the patient records. In a later paper, Chen et al [14] compared rates obtained from datasets generated by Synthea with publicly reported rates for four health care quality measures, showing inaccuracies that were partly caused by ignoring noncompliance with clinical guidelines and diversity in health care utilization.

Our validation study included a comprehensive validation process concerning meaningful clinical questions and various types of data and outcomes, which represent the scope of studies and type of statistical analysis conducted on hospital records. We used a system that seamlessly synthesizes data based on the actual original data of interest. We compared results obtained from the synthetic data with those obtained from the original data and included analysis of 1000 repeatedly generated synthetic datasets to estimate the bias and stability of the results.

**Limitations**

Small populations may challenge the synthesis of data by (1) limiting the quality of the estimated statistical characteristics of the original data, particularly for high-dimensional multivariate distributions and outliers, and (2) causing selection bias in the estimates, if censoring of observations is made to prevent patient identification. Yet, as shown in this study, even varied and biased results obtained for very small subgroups, as in the Imaging Nephropathy Study, were still within the confidence limits of the results based on the original data. In addition, although interactions and correlations are preserved by the synthetic data, as shown in this study, high-order and complex relationships can be further investigated for very large study populations that involve hundreds or more variables, where the synthetic data results can also be compared with those generated by autoencoders.

Synthesis of nonstructured data, such as imaging results and free text from medical reports, has not yet been implemented in the synthesis engine and requires structuring of the data using image analysis, natural language processing, or other suitable approaches, enabling the eventual extraction of the statistical characteristics of the data. In addition, for some conditions considered in this paper, such as diabetes and CHF, structured data alone may be incomplete, and thus, extracting information from text can enhance the results on structured data.
Missing values for a particular variable in the original data are treated as a population subcategory by itself, for which statistical characteristics of all other variables are extracted separately. Thus, the synthesized data contain missing values for that subcategory as well. On obtaining the synthetic data, the researcher can decide if and how to impute the missing values, as in the case of real data.

**Conclusions**

We provide a comprehensive evaluation of the use of synthetic data in comparison with real data, from an EMR data bank of a large academic medical center, based on five clinical studies conducted by five different research groups. In general, results based on synthetic data were highly predictive of those based on real data. Cases and conditions for which prediction may be nonprecise or biased were discussed and typically result from either censoring applied by the system to protect patient anonymity or data samples too small for quality estimation. Synthetic data, interpreted with an understanding of its limitations, are a powerful tool to guide clinical data analysis and research and allow for rapid, safe, and repeated analysis of routine data in a hospital setting and other health organizations where patient privacy is imperative.
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Abstract

Background: Sudden unexpected death in epilepsy (SUDEP) is second only to stroke in neurological events resulting in years of potential life lost. Postictal generalized electroencephalogram (EEG) suppression (PGES) is a period of suppressed brain activity often occurring after generalized tonic-clonic seizure, a most significant risk factor for SUDEP. Therefore, PGES has been considered as a potential biomarker for SUDEP risk. Automatic PGES detection tools can address the limitations of labor-intensive, and sometimes inconsistent, visual analysis. A successful approach to automatic PGES detection must overcome computational challenges involved in the detection of subtle amplitude changes in EEG recordings, which may contain physiological and acquisition artifacts.

Objective: This study aimed to present a random forest approach for automatic PGES detection using multichannel human EEG recordings acquired in epilepsy monitoring units.

Methods: We used a combination of temporal, frequency, wavelet, and interchannel correlation features derived from EEG signals to train a random forest classifier. We also constructed and applied confidence-based correction rules based on PGES state changes. Motivated by practical utility, we introduced a new, time distance–based evaluation method for assessing the performance of PGES detection algorithms.

Results: The time distance–based evaluation showed that our approach achieved a 5-second tolerance-based positive prediction rate of 0.95 for artifact-free signals. For signals with different artifact levels, our prediction rates varied from 0.68 to 0.81.

Conclusions: We introduced a feature-based, random forest approach for automatic PGES detection using multichannel EEG recordings. Our approach achieved increasingly better time distance–based performance with reduced signal artifact levels. Further study is needed for PGES detection algorithms to perform well irrespective of the levels of signal artifacts.

(JMIR Med Inform 2020;8(2):e17061) doi:10.2196/17061
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Introduction

Background

Epilepsy is one of the most common neurological disorders, and it affects an estimated 65 million people worldwide [1]. An epileptic seizure (hereafter referred to as seizure) is a brief episode, usually with signs or symptoms because of transient, undesired, excessive, and synchronous electrical discharge, involving large numbers of neurons in the brain [2]. When seizure occurs, altered movement, expression, and levels of consciousness are often observed in the affected person. Seizure
may produce temporary confusion, uncontrollable jerking movements of the arms and legs, inability to speak, or loss of consciousness or awareness [3].

In a worst-case scenario, frequent seizures may predispose a person to sudden unexpected death in epilepsy (SUDEP) [4]. Among neurological events and conditions, SUDEP is second only to stroke in years of potential life lost, highlighting the importance and significance of this condition for public health [5]. SUDEP is a catastrophic and fatal complication of epilepsy. The definition of SUDEP is “sudden, unexpected, witnessed or unwitnessed, non-traumatic and non-drowning death, occurring in benign circumstances, in an individual with epilepsy, with or without evidence for a seizure and including documented status epilepticus, in which postmortem examination does not reveal a cause of death” [6], that is, no other cause of death can be found [7]. However, the mechanisms underlying SUDEP are not completely understood.

Electrophysiological signals such as electroencephalogram (EEG), electrocardiogram, and electromyography, collected together in the epilepsy monitoring unit (EMU), are traditionally used for understanding epileptic seizures [8]. Noninvasive scalp EEG and invasive intracranial EEG are the most commonly used methods for locating seizures and monitoring the interphase activity between seizures [9]. Invasive intracranial EEG is one of the techniques used in localizing the seizure onset zone in preparation for surgery [8]. EEG is a key source of information for the diagnosis of epilepsy, including whether epilepsy is focal or generalized, idiopathic or symptomatic, or part of a specific epilepsy syndrome [10]. Therefore, EEG has also been widely used to identify biomarkers that can help prevent the development of epilepsy, identify focal brain regions that produce epilepsy, and ultimately cure epilepsy through surgical means [11].

Postictal generalized EEG suppression (PGES) is a potential EEG biomarker of SUDEP risk [12-14]. PGES is a period of brain inactivity after seizure. It most often occurs after generalized tonic-clonic seizures (GTCS), particularly in those arising from sleep, and is related to the symmetric tonic phase, postictal immobility, lack of early oxygen administration, duration of oxygen desaturation, and lower peripheral capillary oxygen saturation nadir values [15-17]. GTCS are the most significant risk factor for SUDEP [13]. PGES is defined as a diffused EEG background attenuation (<10 μV) in the postictal period [18]. Prolonged PGES (>50 seconds) has been reported in refractory epilepsy patients who are at risk of SUDEP [14]. For every prolonged second in the duration of PGES, the odds of SUDEP is increased by a factor of 1.7% (P<.005) [14].

Clinically, the determination of the duration of PGES is manually performed by human experts through visual inspection of EEG signals. According to definition, the identification of PGES appears to be straightforward by identifying a period of low-amplitude EEG signals after the seizure, as shown in Figure 1. However, real-world data recorded in EMUs may contain high-amplitude signals caused by physiological artifacts (eg, breathing, muscle, and movement artifacts), as shown in Figure 2. Therefore, clinical experts usually leverage additional video recordings along with signals to identify high-amplitude artifacts that are not real EEG activities [19]. Automated PGES detection tools are highly desirable to assist clinical personnel in reviewing and annotating PGES in EEG recordings. Automated techniques have been extensively studied for epilepsy-related EEG signal analysis [20], including a random forest classifier with empirical wavelet transform for seizure identification [21], a data-driven approach for classifying seizure and nonseizure EEG signals using the multivariate empirical mode decomposition algorithm [22], a whole-brain seizure detection approach using the K-nearest neighbors classifier [23], and extreme epileptic events detection and prediction using neural networks with time-frequency features [24,25]. However, there has been only one study [19] using logistic regression to perform automated PGES detection based on frequency-domain features of EEG signals. The following challenges remain in developing a fully automatic PGES detection tool:

- The presence of artifacts remains the main challenge that makes PGES detection more complex than applying a fixed amplitude threshold.
- There is no sensitive and standardized criterion dedicated to measuring and evaluating the performance of PGES detection algorithms.

**Figure 1.** An example of postictal generalized electroencephalogram suppression and intermittent slow wave activity signals after generalized tonic-clonic seizures. GTCS: generalized tonic-clonic seizures; ISW: intermittent slow wave; PGES: postictal generalized electroencephalogram suppression.
In this paper, we introduce a random forest–based classifier for PGES detection by leveraging a variety of EEG signal features such as time-domain features, frequency-domain features, wavelet-based features, and interchannel correlations. We incorporate confidence-based correction rules to remove suspicious sudden changes of EEG activities. This study focused on identifying the first slow wave brain activity, that is, the onset of the first intermittent slow wave (ISW) activity (see Figure 1 and Figure 2), which indicates that the brain activity will gradually recover [12,14]. Therefore, the output of our PGES detection method for each signal recording is the onset of the first ISW. Accordingly, traditional segment-based performance evaluation methods are not well suited for PGES detection. Instead, we introduced a new, recording-by-recording evaluation method dedicated to PGES detection with direct practical relevance.

The Center for Sudden Unexpected Death in Epilepsy Research

The Center for SUDEP Research (CSR) is a National Institute of Neurological Disorders and Stroke–funded Center Without Walls initiative for collaborative research on epilepsy. It comprises researchers from 14 institutions across the United States and Europe, bringing together extensive and diverse expertise to understand SUDEP [4,26]. The goal of CSR is to better understand cortical, subcortical, and brainstem mechanisms responsible for SUDEP and to use a data-driven, systems biology approach to elucidate the role of cortical influences in SUDEP. To advance SUDEP research, CSR created an infrastructure to fully, effectively, and efficiently utilize a range of prospectively collected data from different domains, including clinical, electrophysiological, biochemical, genetic, and neuropathological fields. CSR provides a comprehensive, curated repository of prospectively collected multimodal data, including electrophysiological signals in European data format. These data are linked to risk factor and outcomes data of over 2500 epilepsy patients (a broad spectrum of ages as well as social, racial, and ethnic groups) with thousands of 24-hour recordings.

Feature Extraction From Electroencephalogram Signals

For EEG signal feature extraction, the following 4 categories of features are considered in this work: (1) time-domain features, (2) frequency-domain features, (3) wavelet-based features, and (4) interchannel correlations.

1. Time-domain features: Time-domain features include statistical measures and Hjorth parameters. Statistical measures include nth percentile of the signal, average, range, standard deviation, skewness, and kurtosis [27]. Here, the mean measures the central tendency, skewness measures the asymmetry, and kurtosis measures the tailedness of a probability distribution. Hjorth parameters are commonly used for feature extraction to perform EEG signal analysis [28], including mobility and complexity [29-31]. The mobility represents the mean frequency or the proportion of the standard deviation of the power spectrum. The complexity indicates the signal’s similarity to a pure sine wave [31].

2. Frequency-domain features: An EEG wave (captured by an electrode) comprises many other waves with different amplitudes and frequencies. Therefore, an EEG signal has different bands, defined by the frequency of the waves, such as slow oscillations (0.5 Hz–1 Hz), delta bands (1 Hz–4 Hz), theta bands (4 Hz–8 Hz), alpha bands (8 Hz–12 Hz), beta bands (14 Hz–30 Hz), and gamma bands (30 Hz–80 Hz). The spectral power in a specific frequency band, for instance, the 0.5 Hz to 1 Hz band, can be regarded as a feature.

3. Wavelet-based features: Wavelets are a relatively recent approach for signal processing, and the main advantage is that wavelets allow multiresolution analysis in time and frequency simultaneously [32,33].

4. Interchannel correlations: Many studies have attempted to find movement-related information of connectivity between different brain regions [34-38]. Correlation analysis represents the degree of relatedness and synchrony between 2 time series. It indicates similar information as a cross-coherence analysis of different EEG channels [39].

Random Forest

Random forest is an ensemble learning method used for classification and regression problems. This method has been used for automated sleep stage classification based on EEG signals [40,41]. Random forest involves a group of decision trees during training and outputs the mode of the classes predicted by individual trees. The overall output is determined by applying the input to each tree and choosing the class that gets the most weighted vote. The weight of each tree is adjusted using misclassification and out-of-bag measures.

As it is different from other traditional classifiers (eg, K-nearest neighbor, support vector machine, and artificial neural network),
we select random forest as the approach for our study because of the following advantages: (1) adaptable, as it estimates the importance of variables and provides a way for tuning with additional training data by assigning different weights for each decision tree; (2) scalable, as it can handle thousands of input variables and work efficiently on large datasets; and (3) robust, as it can balance errors in datasets with unbalanced class population [41].

Methods

Overview

The dataset used for this study comprises 116 EEG signal recordings from 84 patients with GTCS in the CSR data repository, with PGES annotated by domain experts. We extracted the 5-min postictal EEG signals for PGES detection. A total of 8 EEG channels are utilized: Fp1-F7, F7-T7, T7-P7, Fp2-F8, F8-T8, T8-P8, Fz-Cz, and Cz-Pz.

The overall workflow of our PGES detection method is shown in Figure 3. The process started with the preprocessing of the EEG signals (step 1), followed by feature extraction (step 2). Then a random forest classifier was trained and tested based on the extracted features (step 3). We applied correction rules, which are constructed based on the continuity of brain activities, to the prediction of the random forest (step 4) and provided the final detected label for each signal segment (step 5).

Preprocessing

Each postictal EEG signal record is split into signal segments with a length of 1 second (ie, 1-second epoch) from the beginning to the end without overlapping. The common electrophysiological artifacts present in the EEG signal recordings include muscle artifacts, breathing, and body and bed movements [42]. The main frequency of ISW is less than 5 Hz. To minimize the presence of residual artifacts, the signals are filtered with a band-pass filter with cutoff frequencies at 0.5 Hz and 5 Hz.

Feature Extraction

For each signal segment of the 8 EEG channels, we extracted 76 features including time-domain features, frequency-domain features, and wavelet-based features as follows:

- The following 16 time-domain features were extracted: (1) 11 statistic features, including mean, median, maximum, minimum, range, standard deviation, \( n \)th percentile of the signal (\( n = 5, 25, 75, \) and 95), and the root mean square, and (2) 5 time-domain properties of kurtosis, skewness, mobility, complexity, and amplitude energy (AE) of the signal. The time-domain properties for a time series \( X = \{x_1, x_2, ..., x_n\} \) are defined in Figure 4 [27-30], where \( N \) is the number of data points, \( \bar{x} \) is the mean of \( X \), and \( d_i = x_i - \bar{x} \) and \( i = 1, ..., n \).
- A total of 4 frequency-domain features were extracted. As the PGES and ISW are typically low-frequency brain activities (0.5 Hz-5 Hz), we extracted the spectral power of 4 low-frequency bands consisting of 0.5 Hz to 1 Hz, 1 Hz to 2 Hz, 2 Hz to 4 Hz, and 4 Hz to 5 Hz.
- A total of 56 wavelet-based features were extracted. EEG signals were subjected to three-level decomposition using the Daubechies 4 wavelet. From the decomposition process, a total of 4 coefficient sets were generated, and we calculated 14 measurements (except range and AE) used in time-domain features for each coefficient set as wavelet-based features [32,33].
To capture cross-coherence of EEG channels, we further investigated the interchannel correlations using the linear correlation coefficient between selected channels. The correlation coefficient for 2 time series, $X={x_1, x_2, ..., x_n}$ and $Y={y_1, y_2, ..., y_n}$, is defined in Figure 5 [39], where $N$ is the number of data points and $\bar{x}$ is the mean. For each signal segment, we calculated 4 interchannel correlations: \(\text{corr}(Fp1-F7, Fp2-F8)\), \(\text{corr}(Fp2-F8, Fz-Cz)\), \(\text{corr}(Fp1-F7, Fz-Cz)\), and \(\text{corr}(Fz-Cz, Cz-Pz)\).

**Figure 5.** The definitions of the linear correlation coefficient between two time series (X and Y).

**Random Forest Classifier**

There are 5 steps to build the random forest classifier with the bootstrap aggregating (bagging) technique [43], which is an ensemble method to reduce the variance without increasing the bias for decision tree algorithms. Given a training set $X={x_1, x_2, ..., x_n}$ and $Y={y_1, y_2, ..., y_n}$, the 5 steps are as follows:

1. Generate a subtraining set $S={X_s, Y_s}$ by selecting a random number of observations and features from the whole input training dataset.
2. Build and train each decision tree $T_i$ (e.g., regression tree, random tree, and C4.5) with the generated subtraining set $S$. In the construction of each decision tree, nodes and leaves are built by selecting a random number of features. This process will minimize the correlation among the features and decrease the sensitivity to noise [40].
3. Estimate out-of-bag errors. In the training process of each tree, about two-thirds of $S$ are used for tree construction, and the remaining one-third is used to test the classification performance of the tree. Therefore, it gets an unbiased estimate of the test set error internally in a random forest, and there is no need to use further cross-validation [43].
4. Repeat the above steps (step 1, step 2, and step 3) $N$ times to build $N$ decision trees $T={T_1, T_2, ..., T_N}$.
5. Compute the classifier output. After training, the output $y'$ for an unknown sample $x'$ can be made by averaging the output from all the individual decision trees on $x'$:

This classifier can obtain strongly correlated trees by training all trees with the same training set, and bagging is a way to decorrelate the trees. The prediction results of a single decision tree may be highly sensitive to noises in its particular training set, especially with overfitting. However, in a random forest, the average of all trees is less sensitive to noises as the trees are more decorrelated. In this work, we used a random forest with $N=1000$ trees.

**Correction Rules for Continuous Detection**

According to the knowledge of the domain experts, longtime EEG suppression does not often occur after the first ISW happens in practical scenarios. This indicates that sudden changes of PGES/ISW states are unlikely to happen. For example, for a sequence of predicted labels with 10 consecutive 1-second segments (PGES, PGES, ISW, PGES, ISW, PGES, PGES, PGES, PGES, and PGES), the sudden changes from PGES to ISW (from the third segment to the fourth segment) and from ISW back to PGES (from the fourth segment to the fifth segment) are unlikely, that is, the predicted label for the fourth segment is most likely a misclassification and should be corrected and replaced with PGES. Therefore, we considered...
the temporal contextual information of segments to perform correction.

We constructed confidence-based correction rules based on the probability output of the random forest classifier. For each segment \( \text{Seg}_i \), we built a confidence index, \( \text{conf}(\text{Seg}_i) \) based on the average probability from the current segment to the next \( M \) segments; the definition is as follows:

\[
\text{conf}(\text{Seg}_i) = \frac{\text{prob}((\text{Seg}_i, \text{Seg}_{i+1})) + \text{prob}((\text{Seg}_i, \text{Seg}_{i+2})) + \cdots + \text{prob}((\text{Seg}_i, \text{Seg}_{i+M}))}{M}
\]

where \( \text{prob}((\text{Seg}_i, \text{Seg}_{i+j})) \) is the random forest probability output of the segment \( \text{Seg}_{i+j} \).

In this work, we chose \( M=5 \). On the basis of the probability and confidence index of each segment, we applied the following 3 rules to correct suspicious sudden changes of PGES/ISW states in the detected label sequence:

1. If \( \text{prob}((\text{Seg}_i, \text{Seg}_{i+1})) \) had a high value but the probabilities of \( \text{Seg}_{i+1} \)'s surrounding segments (eg, \( \text{prob}((\text{Seg}_{i-1}, \text{Seg}_i)) \) and \( \text{prob}((\text{Seg}_{i+2}, \text{Seg}_{i+1})) \) had low values, then we corrected the detected label of \( \text{Seg}_i \) as PGES.
2. If \( \text{conf}(\text{Seg}_i) \) had a high value but the confidence indexes of \( \text{Seg}_i \)'s surrounding segments (eg, \( \text{conf}(\text{Seg}_{i-1}) \) and \( \text{conf}(\text{Seg}_{i+1}) \) ) had low values, then we corrected the detected label of \( \text{Seg}_i \) as PGES.
3. If \( \text{prob}((\text{Seg}_i, \text{Seg}_{i+1})) \) had a high value but \( \text{conf}(\text{Seg}_i) \) had a low value, then we corrected the detected label of \( \text{Seg}_i \) as PGES.

**Performance Evaluation**

For traditional EEG signal classification tasks such as sleep stage classification [40,44,45], the performance evaluations are segment-based (ie, the predictions for each segment determine the performance metrics such as accuracy, precision, and recall). However, for the PGES detection setting, the prediction result of the onset of the first ISW in a given signal recording (ie, recording-based) is more important as it indicates the end of PGES. In other words, the prediction results of segments after the first ISW become less important for the evaluation. Figure 6 shows an example of the signal that is split into 30 segments of 1-second each, and each segment is annotated with a label \( 0 \) for PGES or \( 1 \) for ISW (see the annotated labels). The predicted labels are generated by the automatic detection method; the predicted label highlighted in bold means that the label is wrongly predicted, whereas other labels are correctly predicted. In this example, only one label is wrongly predicted, indicating that the PGES detection method achieves a high accuracy of 97% (29/30) for the segment-based evaluation. However, the actual first ISW of the signal is 15 seconds away from the predicted first ISW, a 15-second time difference that may not be acceptable in clinical scenarios.

Therefore, for the first time, we proposed time distance–based metrics to evaluate an automated PGES detection method. For a given signal recording \( r \), we defined the **predicted time distance** \( TD \), as the time difference between the predicted end time of PGES (or the predicted time of the first ISW) by the detection method and the actual end time of PGES (or the actual time of the first ISW) according to the expert annotations. A lower value of the time distance indicates a better performance of the PGES detection method.

On the basis of the predicted time distance, we further introduced the 5-second tolerance-based positive prediction rate (PPR5) as another evaluation metric, as a 5-second time distance is acceptable according to clinical experts. Given a collection \( R \) of signal recordings for evaluation, we define PPR5 as follows:

\[
\text{PPR}_5 = \frac{\text{number of signal recordings whose predicted time distances are within 5 seconds divided by the total number of the signal recordings}}{\text{number of signal recordings}}
\]

that is, the number of signal recordings whose predicted time distances are within 5 seconds divided by the total number of the signal recordings.

**Figure 6.** An example of automatic postictal generalized electroencephalogram suppression detection evaluation. Annotated labels are the expert-annotated labels, and predicted labels are generated using the automatic detection algorithm. \(^a\)AL: annotated label; \(^b\)PL: predicted label.

**Results**

**Artifact Level**

To evaluate the performance of our PGES detection method on EEG signals with different levels of artifacts, we categorized EEG signals into 4 levels: artifact-free, mild artifact, moderate artifact, and severe artifact. The domain expert manually reviewed the EEG signals and classified them into 4 levels according to the following criteria:

1. **Artifact-free**: No waveforms in any channels or abrupt waveforms of less than a second duration.
2. **Mild**: Abrupt waveforms in channels other than midline channels (Fz-Cz and Cz-Pz) that do not affect the midline channels or midline channels involved with abrupt waveforms of less than 1-second duration.
3. **Moderate**: One of the midline channels is involved, or both midline channels are involved with waveforms of less than 1-second duration.

4. **Severe**: Both midline channels have abrupt waveforms of more than 1-second duration. An expert may need to analyze all EEG chains, which include 19 EEG channels, or use video recordings to differentiate the artifacts from the brain-generated waveforms.

Among the 116 signal recordings in our dataset, 27 are artifact-free, 31 are with mild artifacts, 25 are with moderate artifacts, and 33 are with severe artifacts. We applied our PGES detection method to 4 groups of signal recordings with different levels of artifacts: only artifact-free (group A); artifact-free and mild artifact (group B); artifact-free, mild artifact, and moderate artifact (group C); and all signal recordings (group D).

**Cross-Validation**

Cross-validation has been generally used for evaluating a model’s performance with low bias and variance. We applied 10-fold cross-validation 10 times to the 4 groups with varying artifact levels to evaluate our PGES detection method. For each group, we randomly separated the signal recordings into two parts each time, training set and testing set, and then calculated the evaluation metrics. Note that there was no overlap between the training set and testing set. For instance, in group D, which included all 116 signal recordings, 11 recordings were used as the testing data and the remaining 105 recordings were used as the training data in each fold. We repeated this procedure 10 times and used the average as the final evaluation result.

For the training set, we selected balanced numbers of PGES and ISW segments for each signal recording. Although every EEG recording was annotated by domain experts with the start of the first ISW, there existed EEG recordings missing the annotations of the end of the first ISW (as the onset of the first ISW is the most important). Therefore, for ISW signal segments, we selected up to 30-second signal (ie, 30 segments) after the onset of the first ISW as follows: if the duration of PGES (say $t$ seconds) is less than 30 seconds, then we used $t$ segments after the first onset of ISW; otherwise, we used 30 segments after the first onset of ISW. For the testing set, we used the entire 5 min of each signal recording to detect the first onset of ISW.

The average predicted time distance is 2.4 seconds for artifact-free signal recordings (group A) and 4.34 seconds for the group containing both artifact-free and mild artifact signal recordings (group B). As the artifact level increases, the average predicted time distance increases as well. The average predicted time distance is 7.54 seconds for the group containing artifact-free, mild artifact, and moderate artifact signal recordings (group C) and 7.84 seconds for all signal recordings (group D).

The $PPR_{S_5}$ of our PGES detection method for each artifact group of signal recordings is as follows: $PPR_{S_5}$ is 0.95 for artifact-free signal recordings (group A); 0.81 for the group containing both artifact-free and mild artifact signal recordings (group B); 0.73 for the group containing artifact-free, mild artifact, and moderate artifact signal recordings (group C); and 0.68 for all signal recordings (group D). It can be seen that $PPR_{S_5}$ decreases as the level of artifacts increases.

As a comparison, we also calculated the segment-based evaluation metrics to evaluate the performance of our PGES detection method for classifying individual signal segments, including accuracy, recall ($R_{PGES}$), precision ($P_{PGES}$), and F1-score ($F1_{PGES}$), as defined in Figure 7, where $TP_{PGES}$ is the number of segments detected as PGES and labeled as PGES by experts, $TP_{PGES}$ is the number of segments detected as ISW and labeled as ISW by experts, $Num_{PGES, expert}$ is the total number of segments labeled as PGES by experts, $Num_{PGES, detect}$ is the total number of segments labeled as PGES by our detection method, and $Num_{total}$ is the total number of segments.

Table 1 shows the segment-based evaluation results of our method. The accuracy of each artifact group is over 0.92. On the other hand, the recall, precision, and F1-score for each group are over 0.95, 0.96, and 0.95, respectively.

**Figure 7.** The definitions of segment-based evaluation metrics.
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**Abstract**

**Background:** Despite the many benefits of electronic health records (EHRs), studies have reported that EHR implementation could create unintended changes in the workflow if not studied and designed properly. These changes may impact the time patients spend on the various steps of their visits, such as the time spent in the waiting area and with a physician. The amount of time patients spend in the waiting area before consultation is often a strong predictor of patient satisfaction, willingness to come back for a return visit, and overall experience. The majority of prior studies that examined the impact of EHR systems on time focused on single aspects of patient visits or user (physicians or nurses) activities. The impact of EHR use on patients’ time spent during the different aspects of the visit is rarely investigated.

**Objective:** This study aimed to evaluate the impact of EHR systems on the amount of time spent by patients on different tasks during their visit to primary health care (PHC) centers.

**Methods:** A time and motion observational study was conducted at 4 PHC centers. The PHC centers were selected using stratified randomized sampling. Of the 4 PHC centers, 2 used an EHR system and 2 used a paper-based system. Each group had 1 center in a metropolitan area and another in a rural area. In addition, a longitudinal observation was conducted at one of the PHC centers after 1 year and again after 2 years of implementation. The analysis included descriptive statistics and group comparisons.

**Results:** The results showed no significant difference in the amount of time spent by patients in the reception area ($P= .26$), in the waiting area ($P= .57$), consultation time ($P= .08$), and at the pharmacy ($P= .28$) between the EHR and paper based groups. However, there was a significant difference ($P< .001$) in the amount of time spent on all tasks between the PHC centers located in metropolitan and rural areas. The longitudinal observation also showed reduction in the registration time (from 5.5 [SD 3.5] min to 0.9 [SD 0.5] min), which could be attributed to the introduction of a Web-based booking system.

**Conclusions:** The variation in the time patients spend at PHC centers is more likely to be attributed to the facility location than EHR use. The changes in the introduction of new tools and functions, however, such as the Web-based booking system, can impact the duration of patients’ visits.

*(JMIR Med Inform 2020;8(2):e16502) doi:10.2196/16502*
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**Introduction**

Many studies have shown the benefits of electronic health records (EHRs) in reducing duplicate tests and procedures, reducing drug expenditures, improving the utilization of radiology tests, allowing for better documentation of charges, and decreasing billing errors [1-6]. On the other hand, some studies have reported that the new systems can disturb the current workflows and result in unintended consequences.
Agency for Healthcare Research and Quality defined workflow as “a sequence of physical and mental tasks performed by various people within and between work environments. It can occur at several levels (one person, between people, across organizations) and can occur sequentially or simultaneously” [1].

The patients’ waiting time and the consultation time are very important parts of patients’ experience that could be impacted by the introduction of EHR systems. Many studies have shown that physicians are concerned about the amount of time needed for data entry, and the physicians have stated that the data entry time could be better used to provide direct patient care [2-7]. The distribution of patients’ time during visits to primary health care (PHC) centers is a strong predictor of patient satisfaction and, thus, utilization. Studies have found that patients prefer to spend less time waiting for doctors, registering, or at the pharmacy and would prefer to have more time with physicians [8-10].

The vast majority of prior studies that investigated the impact of EHR on time can be categorized into two general classes of studies: efficiency studies and time and motion studies. Efficiency studies tend to focus on the number of patients who can be seen in a given period, whereas the majority of the EHR-related time and motion studies investigate the duration of a single task performed by health care providers [2-4,11-16]. Most patient-centered studies focused on the patient-physician interaction and the amount of time physicians allocate to patients. These studies examined the consultation time by comparing the time physicians allocate to EHR or electronic data entry with the amount of time physicians need for completing conventional paper-based documentation. Studies reported conflicting results regarding EHR’s effects on consultation time [11,15,17]. In addition, one study also reported that more variation was attributed to the facility location than the system being implemented [11].

The results of these studies provided details about patients’ experience and the amount of time spent at the doctor’s office but did not provide information about the time spent before or after a physician visit. Examples of time spent before and after a physician visit include the time spent in the waiting room before seeing a physician. To determine the impact of EHR on patients, it is important to investigate the impact of EHR from a patient’s perspective. The amount of time spent in a waiting area is strongly associated with patients’ satisfaction and willingness to revisit [8-10,18-20]. Similarly, other tasks that do not involve interactions with a physician impact patients’ satisfaction. These tasks could include registration and pharmacy services, which can add to the total duration of patients’ visit.

The duration of users’ experience with EHR can contribute to the duration of tasks at EHR-based facilities. Studies have indicated that user familiarity with a system is related to the amount of time per task. Some studies have highlighted reduced productivity in hospitals shortly after EHR implementation. The reduced productivity often improves as users become more familiar with the new system and develop the necessary skills to use the system efficiently. In some cases, the longer amount of time needed to perform tasks may continue, which can be explained by an EHR system having more functions and being more complicated than a comparable paper-based system [14]. The additional functions and features could result in a longer amount of time needed to complete tasks.

The aim of this study was to investigate the time patients spend at the various departments in PHC centers. The study focused on the following: time at registration, time spent in the waiting room, consultation time, and the time spent at the pharmacy. We hypothesized that the time patients spend at EHR-based and paper-based PHC centers is different. Furthermore, we hypothesized that the time patients spend at the EHR-based PHC centers will decrease with time after implementation.

**Methods**

**Sites, Context, and Sampling**

The Research Ethical Committee at Jazan University approved the study (approval number REC-39/4S005). We selected 4 PHC centers within Jazan area, Saudi Arabia, using a stratified randomized sampling. Of the 4 PHC centers, 2 used an EHR-based and 2 used a paper-based system. One of the 2 PHC centers using the EHR-based system was located in a metropolitan area and the other was located in a rural area. Similarly, 1 of the 2 PHC centers using a paper-based system was located in a metropolitan area and the other was located in a rural area.

Only public PHC centers operating under the Ministry of Health (MOH) were included in the study. These centers used the same policies and regulations related to funding, patient eligibility and coverage, and resources and were subject to the same laws. The MOH PHC centers provide public-free services to national citizens who make over 94% of the visitors, and the remaining noncitizens were covered through a private insurance or out-of-pocket [21]. Health care providers at the PHC centers included were general practitioners; some of the PHC centers provide basic dental services, which we excluded from this study.

As all PHC centers operate under the MOH, the 2 EHR-based PHC centers included were using the same EHR system, and the 2 paper-based PHC centers were using the same forms and documentation guidelines. Private and semipublic centers were excluded from the study to maintain homogeneity of sampling and to control for other confounding variables. More details about the MOH government solution strategy can be found on the Ministry of Health website [22].

**Observation and Data Collection**

The data collected included both cross-sectional and longitudinal observations. To investigate the impact of familiarity and facility experience with EHR on the time patients spend at each phase of the visit, longitudinal data were collected. The longitudinal observation was carried out at 1 of the EHR-based PHC centers, first at baseline during January 2018 and then at follow-up during December 2018. The remaining 3 PHC centers were observed cross-sectionally during the same period of the longitudinal follow-up observation (during November 2018 and December 2018).
The observation was conducted by 8 undergraduate health informatics interns. To ensure the consistency of data collection, observers were trained for 2 weeks on the workflow concepts, observation, and the data collection techniques of the study. Before data collection, they also spent 3 days at each site to familiarize themselves with the workflow processes. On the fourth day, they began the collection of data via direct observation. The duration of each task was documented using a stopwatch and papers. The observers were also sharing their findings and experiences with the research team on a weekly basis during the observation period.

The study focused on the time spent on each task from a patient’s perspective and not the health provider’s perspective. For example, a patient’s waiting time is not a task that is based on the provider’s activity time. Moreover, because the emphasis was on the time spent from a patient’s perspective, the details of tasks or subtasks from a health care provider’s perspective were not differentiated. For example, from a health care provider’s perspective, patient registration involves the subtask of checking patient identities, entering patient information, and searching for the patient file. In this study, these tasks were considered as a single step—patient registration. In addition, if health care providers were performing parallel tasks, the duration of the tasks was measured as the time spent by the patient.

The definition of the beginning and end of each task was also defined from the patient’s perspective. The reception time was defined as the time from the beginning of patient-clerk encounter to the end of the registration process. The waiting time was defined as the time from the end of the reception time to the time patients entered the physician’s office. The consultation time was defined as the time from entering the physician’s office to the time exiting the office. The pharmacy time was defined as the time from the beginning of patient-pharmacist encounter to the time patients receive the medication and instruction. An important point to highlight is that all waiting (before consultation) takes place in the waiting room. Some studies showed that a physician may serve multiple rooms sequentially by inviting patients to one of the rooms, getting their vital signs taken by the nurse, and then having them wait for the physician in the same room. We found that each physician has a single room and patients were instructed to enter the main physician’s room when it was time to be seen.

For comparability, we also excluded the tasks that were not applicable to all PHC centers, such as the dental clinic or laboratory and x-ray. Patients who came for a dental visit or who end up going to the laboratory or x-ray department were excluded from the analysis. The reason for this is that patients who revisit the physician after an x-ray may have a different waiting time and consultation time from those visiting for an initial consultation.

**Analysis**

Data were analyzed using the Statistical Package for the Social Sciences version 21 (IBM Corp). The analysis performed included descriptive statistics to show the time per task for the different groups.

For the group comparison, we performed the Mann-Whitney test, a nonparametric test. The comparison included the time patients spent at each phase of their visit at the PHC centers. The factors evaluated were EHR system versus paper-based system and metropolitan area versus rural area.

The Mann-Whitney test was also used to examine the impact of PHC familiarity with the EHR system and the time patients spent on each task during visits. This included comparing the time per task during the baseline and follow-up.

**Results**

The results included comparing the time per task at the PHC centers using the EHR-based system with the PHC centers using the paper-based system and comparing the metropolitan PHC centers with the rural PHC centers. The results also included comparing the changes in the duration of tasks at 1 of the PHC centers after 1 year and after 2 years of using EHR.

**Electronic Health Record Versus Paper-Based Primary Health Care Centers**

First, we observed the time spent performing basic tasks such as the registration time at the reception, time waiting for the physicians, consultation time, and time spent at the pharmacy. These observations were made at the 4 PHC centers. Other tasks such as getting x-rays and laboratory tests were excluded as these services were not available at all PHC centers. After the exclusion, the remaining number of events were 118 and 106 at the PHC centers using the EHR-based system and the PHC centers using the paper-based system, respectively. No significant differences were found between PHC centers that used an EHR-based system and those that used a paper-based system (P=.26, P=.57, P=.08, and P=.28 for the reception time, waiting time, consultation time, and time spent at the pharmacy, respectively; Table 1 and Figure 1).

**Table 1.** The time per task for primary health care centers using the electronic health record (EHR)–based system versus the paper-based system.

<table>
<thead>
<tr>
<th>Task</th>
<th>EHR Events, n</th>
<th>Time (min), mean (SD)</th>
<th>Paper Events, n</th>
<th>Time (min), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reception</td>
<td>31</td>
<td>1.52 (1.02)</td>
<td>31</td>
<td>1.89 (1.36)</td>
<td>.26</td>
</tr>
<tr>
<td>Waiting for doctor</td>
<td>30</td>
<td>6.33 (7.37)</td>
<td>21</td>
<td>5.47 (6.11)</td>
<td>.57</td>
</tr>
<tr>
<td>Consultation time</td>
<td>28</td>
<td>3.30 (1.86)</td>
<td>26</td>
<td>6.39 (6.79)</td>
<td>.08</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>29</td>
<td>1.61 (1.20)</td>
<td>28</td>
<td>1.95 (1.33)</td>
<td>.28</td>
</tr>
</tbody>
</table>

http://medinform.jmir.org/2020/2/e16502/
**Figure 1.** The time spent performing tasks at primary health care centers that use the electronic health record system and the paper-based system. EHR: electronic health record.

**Figure 2.** The time spent performing tasks at primary health care centers in metropolitan and rural areas.

**Rural Versus Metropolitan Primary Health Care Centers**

The time spent performing tasks at each of the 4 PHC centers was also compared based on the location of the PHC centers (Figure 2). There were 2 metropolitan PHC centers and 2 rural PHC centers with 109 and 115 events, respectively. Our results showed statistically significant difference between the PHC centers located in metropolitan areas and the PHC centers located in rural areas for all 4 tasks, with \( P < .001 \) (Table 2).
Table 2. The time per task for primary health care centers located in metropolitan areas versus primary health care centers located in rural areas.

<table>
<thead>
<tr>
<th>Task</th>
<th>Metropolitan</th>
<th>Rural</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of events, n</td>
<td>Number of events, n</td>
<td>Time (min), mean (SD)</td>
<td>Time (min), mean (SD)</td>
</tr>
<tr>
<td>Reception</td>
<td>30</td>
<td>32</td>
<td>2.36 (1.299)</td>
</tr>
<tr>
<td>Waiting for doctor</td>
<td>26</td>
<td>25</td>
<td>9.73 (6.20)</td>
</tr>
<tr>
<td>Consultation time</td>
<td>23</td>
<td>31</td>
<td>7.43 (6.79)</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>30</td>
<td>27</td>
<td>2.60 (1.22)</td>
</tr>
</tbody>
</table>

Longitudinal Observation for Electronic Health Record–Based Primary Health Care Center

Finally, we examined the effect of familiarity with the EHR on the duration of tasks. At one of the EHR-based PHC centers, the observation was conducted longitudinally (Figure 3). There were 72 events at the baseline observation and 63 events at the 12-month follow-up. When comparing the time patients spent at each phase during their visits at baseline and follow-up, there was a significant difference in the time spent at the reception ($P<.001$) and at the pharmacy ($P=.01$). The difference in time patients spent waiting for the doctor and the consultation time was insignificant, with $P=.22$ and $P=.36$, respectively (Table 3).

Figure 3. The time spent performing tasks at 1 electronic health record–based primary health care center after 1 year.
The vast majority of prior research examined the impact of EHR on the duration of tasks from the user’s perspective (such as examining the time taken by doctors and other hospital staff to perform tasks). They often focus on a particular task or subtask that was aided by a new tool such as the computerized provider order entry or personal digital assistant. The impact of these tools on a patient’s time was rarely examined from the patient’s perspective [14]. In this study, we examined the difference in time taken per task for patients at PHC centers that used an EHR-based system compared with those that used a paper-based system. We also compared the time taken per task at PHC centers in the metropolitan and rural areas. Then, we examined the differences in task duration in 1 year and 2 years of EHR implementation.

One advantage of our study is that it controlled for many of the confounding variables that could vary based on the PHC centers. Some of these variables were the facility rules and regulations, funding, the type of system used (either EHR or paper form), and patient eligibility. We also applied the same data collection techniques using time and motion observations for both groups instead of using artifacts or a timestamp analysis.

Compared with prior studies, the average waiting time was relatively short. In a study conducted in the United States for instance, the average waiting time for a family physician was 13.5 min [23]. In our study, the average waiting time was 6.33, 5.47, 9.73, and 2.07 min for the PHC centers using an EHR-based system, using a paper-based system, in the metropolitan areas, and in the rural areas, respectively. Consistent with our result, a study conducted in Saudi reported that 83% of patients had a waiting time of less than 5 min [24].

Consistent with our findings, prior studies showed variations in the waiting time based on the geographical area [25]. Studies also reported that the distribution of PHC centers in the country was consistent with population distribution. This distribution resulted in overutilization of some PHC centers and underutilization of others [26]. The overutilization or underutilization of certain PHC centers could help explain why certain patients were unsatisfied with the waiting time at particular locations [8,20]. The concept of satisfaction was based on a self-administered survey, and the survey did not inquire about the exact waiting time and also did not provide documentation of the waiting time based on direct observations or EHR audit files [20].

Consultation time was an important factor as it impacts the quality of care, patient satisfaction, and level of utilization [18,27-29]. Although consultation time varies based on the country, studies showed that patients, in general, prefer a longer consultation time [18]. Studies based in the United States reported an average consultation time of 10 to 15 min, whereas a local study reported that 80% to 85% of patients spent less than 5 min with the doctor and 10% to 16% of patients spent 5 to 10 min with the doctor [24].

Comparing consultation times in this study with consultation times in prior studies must be done cautiously, as the local studies are outdated, and those that were conducted in the United States follow different workflow practices. In the United States, patients typically see a nurse who will take basic vital signs, collect medical history, and obtain general signs and symptoms [25]. Following this interaction with a nurse, patients will then wait at the doctor’s office to be seen [25]. This waiting time is sometimes counted as part of the consultation time, which will result in a longer patient-doctor interaction. In the PHC centers where our study was conducted, patients are called directly into the room to see the doctor, and the visit with the doctor begins at this point with no waiting time in between [25].

Consistent with prior studies, no significant difference was found in the duration of tasks between the PHC centers that use EHR-based systems and the PHC centers that use paper-based systems [12,17]. A significant difference was found in the duration of tasks between PHC centers based on location.

Our results did not show any significant difference in patients’ waiting time or consultation time after 2 years of EHR adoption. There was a significant difference in the time spent registering and at the pharmacy. The time spent at the reception decreased from an average of 5.5 min (SD 3.5) in January 2018 to an average of 0.9 min (SD 0.5) in December 2018. The decrease in time could be attributed to the MOH Web-based booking system, which was adopted between January 2018 and December 2018. The MOH Web-based booking system called Mawid was implemented to allow patients to book, cancel, or reschedule appointments while also allowing individuals to manage referral appointments [30]. This booking service was provided by the government as part of a larger initiative, which was intended to help to verify patient identities by linking patients to a national ID. The Web-based booking system required patients to enter the information needed by the registration office online before visiting the PHC center. Although this service was provided initially as an optional service, many PHC centers have made the service mandatory for accepting nonurgent patients.
Limitations and Future Work

Although we tried to control for confounding variables such as the type of EHR system being used, facility rules and regulations, funding, and patient eligibility, we did not account for some factors that could impact the generalizability of our study. One of the factors was patients’ conditions and demographics. Patients with more complex diseases may require more time for consultation and data entry. In addition, the type of EHR system being used can impact the outcome. Although the system being used at PHC centers is provided and approved by MOH [22], the generalizability of our finding to PHC centers that use a different EHR system is unknown. Moreover, we were unable to determine the effect of system familiarity on the reception time for the longitudinal part of the study because of the introduction of the Web-based booking system after the baseline period. Another limitation is that we did not measure the interobserver reliability. However, all observers were similar in their academic qualification, experience, and training received before data collection. For future studies, we recommend controlling for patients’ conditions and reasons for visits because of their expected impact on the duration of visits. This will not only help in explaining the source of variation in time but also improve the generalizability of the results.

Our result shows a significant difference in the duration of tasks between metropolitan and rural PHC centers; however, the cause of these differences is yet unknown. This could be further investigated in future studies by including more PHC centers and examining the potential factors such as reason for visits, staffing, and variation in workflow and clinical practice. Moreover, we recommend examining the waiting time and consultation time in the different cities within the country. In addition, more studies are needed to examine the impact of EHR on the way patients spend their time when visiting the doctor in more busy environments.

Conclusions

Our study showed that the time spent by patients on the various tasks during PHC center visits is the same at both EHR- and paper-based PHC centers. We also found that patients’ waiting time and consultation time were the same after 1 year and 2 years of EHR implementation. The registration time, however, decreased when comparing the time after 1 year with the time after 2 years of EHR implementation. We expect that the change was attributed to the Web-based booking systems rather than EHR itself. Apart from the training and skills related to short-term impact after EHR implementation, we believe that changes in time after EHR use are often attributed to the addition or elimination of tasks and functions rather than EHR itself. Therefore, focusing on the EHR function that minimizes the tasks performed by patients can shorten the duration of their visits and enhance their satisfaction. Some of these tasks include Web-based tools for booking, entry of patients’ history, and medication refill.
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Background: Computed phenotypes have the ability to utilize data within the electronic health record (EHR) to identify patients with certain characteristics. Many computed phenotypes rely on multiple types of data within the EHR including prescription drug information. Hypertension (HTN)-related computed phenotypes are particularly dependent on the correct classification of antihypertensive prescription drug information, as well as corresponding diagnoses and blood pressure information.

Objective: This study aimed to create an antihypertensive drug classification system to be utilized with EHR-based data as part of HTN-related computable phenotypes.

Methods: We compared 4 different antihypertensive drug classification systems based off of 4 different methodologies and terminologies, including 3 RxNorm Concept Unique Identifier (RxCUI)-based classifications and 1 medication name–based classification. The RxCUI-based classifications utilized data from (1) the Drug Ontology, (2) the new Medication Reference Terminology, and (3) the Anatomical Therapeutic Chemical Classification System and DrugBank, whereas the medication name–based classification relied on antihypertensive drug names. Each classification system was applied to EHR-based prescription drug data from hypertensive patients in the OneFlorida Data Trust.

Results: There were 13,627 unique RxCUIs and 8025 unique medication names from the 13,879,046 prescriptions. We observed a broad overlap between the 4 methods, with 84.1% (691/822) to 95.3% (695/729) of terms overlapping pairwise between the different classification methods. Key differences arose from drug products with multiple dosage forms, drug products with an indication of benign prostatic hyperplasia, drug products that contain more than 1 ingredient (combination products), and terms within the classification systems corresponding to retired or obsolete RxCUIs.

Conclusions: In total, 2 antihypertensive drug classifications were constructed, one based on RxCUIs and one based on medication name, that can be used in future computable phenotypes that require antihypertensive drug classifications.

(JMIR Med Inform 2020;8(2):e14777) doi:10.2196/14777
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Introduction

Background

Electronic health records (EHRs) contain a wealth of clinical information, and the development of tools to perform structured queries of common data models (CDMs) to standardized data formats has allowed researchers to utilize EHR data for discriminating complex clinical phenotypes with high measurement validity [1-4]. Measuring such complex phenotypes often requires integration of multiple streams of EHR data, including diagnoses or procedures, clinical measurements (eg, vitals and laboratory parameters), and medications or other exposures [5]. Additionally, the accurate measurement of these complex phenotypes relies on accurate measurement and classification of the individual components [6,7]. The classification of medication use in this context offers unique challenges because many medications have multiple indications and dosage forms. Furthermore, existing therapeutic classification systems generally group drug entities in ways that may only partially correlate with intended use [8], eg, numerous medications block beta-adrenergic receptors (beta-blockers), and such an effect can lower blood pressure (BP), but not all beta-blockers are used clinically as antihypertensives. Even among beta-blockers that are used clinically as antihypertensives, not all dosage forms effectively treat systemic hypertension (HTN) [9]. Thus, the mere presence of a drug entity in the prescribing record may not be sufficient to meet medication-related criteria in a complex phenotype.

Objectives

Accordingly, we aimed to design a set of standardized antihypertensive drug codes to be usable and maintainable by both ourselves and others in the research community [10]. We performed this study in the context of optimizing medication classification for use in HTN-related computable phenotypes. To properly identify patients who are taking antihypertensive medications, the prescription drug information from the EHR must be properly classified into antihypertensive therapeutic indications and antihypertensive drug classes. We designed our study by utilizing concepts (RxNorm and medication name) present in the prescription drug information from data models common in the United States (Informatics for Integrating Biology & the Bedside [i2b2], The National Patient Centered Clinical Research Network [PCORnet] CDM, and The Observational Medical Outcomes Partnership [OMOP] CDM) [1,3,4]. The main objective of this study was to report the development of a set of standardized drug codes and names for use in querying EHR data for antihypertensive medication prescriptions. The second objective was to compare different methods and resources for creating the antihypertensive drug classification. The third and final objective was to explore the coverage of different methods and resources (for creating the classification) on querying a large EHR-based dataset.

Methods

Resources

RxNorm

RxNorm is a standardized terminology to represent drugs. It was developed by the US National Library of Medicine (NLM) in 2002 and represents medications through normalized names for clinical drugs, which include ingredient or ingredients strength or strengths, and dose form [11,12]. The normalized names allow equivalent drug terms from different source vocabularies to be grouped together under the same RxNorm Concept Unique Identifier (RxCUI) [11]. RxNorm was designed to support electronic prescribing, mapping between different drug vocabularies, and the development of medication-related clinical decision support rules [11,12]. RxNorm can be accessed through an application programming interface (API), the RxNorm Navigator (RxNav) [12-14]. Currently, RxNorm integrates drug terminology from many sources including most drug knowledge bases (eg, Multum, Micromedex, and First DataBank), standard terminologies (eg, SNOMED CT and MeSH), the new Medication Reference Terminology (MED-RT), federal agencies in the United States (eg, Food and Drug Administration Structured Product labels), and international drug resources such as the Anatomical Therapeutic Chemical (ATC) Classification System and DrugBank [11,15].

Drug Ontology

The Drug Ontology (DrOn) is a formal representation of drug products, drug ingredients, mechanisms of action, therapeutic indications, strengths, and dosage forms based on the OWL2 Web Ontology Language [8,16-18]. These representations were created to allow researchers to query drug datasets, which usually come from EHRs or health insurance claim databases and typically use RxCUIs to identify different aspects of drug products (ie, ingredient or ingredients, dose forms, and strength or strengths), and National Drug Codes to identify individual drug products and the manufacturer and packaging thereof [16,17]. Currently, DrOn represents a drug’s therapeutic indication as being a property of a drug product, which is a composite of one or more drug ingredients and excipients, whereas its mechanism of action (MoA) is represented as a property of the chemical compound or chemical compounds that constitutes the drug’s ingredients [8,16,17]. DrOn has a hand-curation component and a component built automatically from RxNorm [16-18]. At present, DrOn contains representations for several mechanisms of action belonging to various antihypertensive drugs classes [8,16,17]. It also contains class representations for the drug products and ingredients, dosage forms, strengths, and therapeutic indications.

Data Source

OneFlorida and the OneFlorida Hypertension Population

The OneFlorida Clinical Research Consortium is a statewide network of health systems, providers, and payers covering more than 74% of Florida’s population [19]. The network’s catchment area covers all 67 Florida counties and allows for the facilitation
of clinical and translational research in health care settings and communities throughout the state. OneFlorida houses a Data Trust, which contains longitudinal EHR data on approximately 14 million Floridians (approximately 66%), mapped to the PCORnet CDM [19,20]. The HTN population within OneFlorida was defined as all adults (aged ≥18 years) with ≥1 HTN diagnosis from an outpatient encounter, defined as International Classification of Diseases (ICD)-9 code 401.x (Essential HTN) or ICD-10 code I10 (Essential [primary] HTN). The data utilized for this study were extracted from the OneFlorida Data Trust on December 14, 2017, in the PCORnet CDM, version 3.0, and included EHR data from June 2000 to July 2017, with 99.97% from encounters occurring from January 2011 onward. All (100%) of the prescription drug data were from January 2011 onward.

**Prescription Drug Data**

All prescription drug data for the HTN population were extracted from the Prescribing Table, including information on raw medication name and RxCUI. A total of 2 drug lists were created from this dataset. The first contained all unique raw medication names (see Drug Classification by Ingredient Name) derived directly from source EHRs, ie, not cleaned or curated during mapping to the PCORnet CDM. The second contained all unique RxCUIs (see Drug Classification by RxCUI utilizing DrOn and Drug Classification by RxCUI utilizing RxClass), which may be derived from source EHRs or created during mapping to the PCORnet CDM.

**Drug Classification by Ingredient Name**

A Medication Name Classification was constructed for antihypertensive medications, utilizing drug ingredient names. A summary of the features included is available in Multimedia Appendix 1. Both brand name and generic name were included. The list was constructed through manual curation, including methods from prior antihypertensive drug classifications [21,22]. The manually curated list was also reviewed by authors with biomedical informatics expertise (CM and WH) and HTN pharmacotherapy expertise (CM, SS, and RC). The DrOn RxCUI Classification contains 2543 antihypertensive RxCUIs, of SCDF, SCD, and SBD term types, organized by antihypertensive drug class or drug classes.

The unique RxCUIs from the OneFlorida dataset were merged with the DrOn RxCUI Classification to map the drugs by antihypertensive drug class. All of the RxCUIs that did not merge with the DrOn RxCUI Classification were discarded (eg, statins, insulin, etc).

**Drug Classification by RxNorm Concept Unique Identifier Utilizing RxClass**

The unique list of RxCUIs extracted from OneFlorida were also mapped utilizing the RxClass API on RxMix [23]. RxCUIs with less than 4 digits were removed (n=25). The function, “getClassByRxNormDrugId,” was used to obtain the drug classes for a specified drug identifier. In total, 2 different relationship sources (relaSource) were tested: ATC and MED-RT (Multimedia Appendix 1). Within MED-RT, the following relationships (rela) were selected: “has_MoA” and “may_treat.” The unique RxCUIs from the OneFlorida dataset were classified using the ATC and MED-RT relationship sources through the batch input mode.

**Comparison Between Drug Classifications**

The different drug classification methods were compared pairwise by calculating percent coverage and by reviewing the overlapping and nonoverlapping sets of RxCUIs among them. For all classification methods, the percent of antihypertensive drugs covered was calculated as the number of antihypertensive medications mapped by the classification method divided by the total number of unique terms (Raw Name or RxCUI) contained in the OneFlorida Prescribing Table. Within the ATC relationship source from RxClass, the antihypertensive classes were selected from the “name” field. A complete list of the ATC relationships included as antihypertensive drugs is available in Multimedia Appendix 2. Within the MED-RT relationship source from RxClass, 2 steps were used to select antihypertensive drugs: (1) RxCUIs were selected with the “may_treat” HTN relationship and (2) RxCUIs were further filtered based on the “has_MoA” relationship, including only those drugs from antihypertensive classes. A complete list of...
the MED-RT “has_MoA” relationships included as antihypertensive drugs is available in Multimedia Appendix 3. Within the MED-RT relationship source from RxClass, the results from “may_treat” relationship were used to calculate total coverage. Differences between the antihypertensive coverage results were identified by pairwise comparisons and merges between the DrOn RxCUI Classification and every other classification.

On the basis of our review of the overlapping and nonoverlapping sets of names and RxCUIs among the classifications, we created a version 1.0 of 2 finalized classifications—one for ingredient names and one for RxCUIs—for use by us and other researchers. We published them on GitHub [10] to make them findable and reusable and to enable community contributions to future versions.

Application of the Drug Classifications to OneFlorida
The Medication Name Classification and the DrOn RxCUI Classification were applied to all of the prescription drug data from the OneFlorida HTN population. All available prescriptions from January 2011 onward were considered. Antihypertensive coverage by each method was calculated as number of prescription records mapped to an antihypertensive drug class by each map divided by the total number of prescriptions. Differences between the coverage results were identified by pairwise comparison. Additionally, summary-level frequency counts and percentages by the antihypertensive drug class were also calculated. All coding for mapping the drug data and the summary statistics was conducted using SAS version 9.4 (SAS).

Results

Data Source
At the time of the data extraction, there were 1,188,977 patients in the OneFlorida Data Trust with an ICD-9 or ICD-10 diagnosis code for HTN (Table 1). In total, there were 13,879,046 prescriptions from these patients over the study period (January 2011 to July 2017; approximately 6.6 years). These prescriptions consisted of 13,627 unique RxCUIs and 8025 unique first words from the raw medication name string (Table 1).

Table 1. Counts of data attributes in the OneFlorida hypertensive patient prescribing table dataset.

<table>
<thead>
<tr>
<th>Data attributes</th>
<th>Values, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertensive patients</td>
<td>1,188,977</td>
</tr>
<tr>
<td>Prescription records</td>
<td>13,879,046</td>
</tr>
<tr>
<td>Unique RxCUIs(^a)</td>
<td>13,627</td>
</tr>
<tr>
<td>Unique Raw Med Name(^b)</td>
<td>8025</td>
</tr>
</tbody>
</table>

\(^a\)RxCUI: RxNorm Concept Unique Identifier.
\(^b\)Unique first word of the Raw_Med_Name field, after additional data cleaning and quality control steps.

Drug Classification by Ingredient Name
The initial Medication Name Classification contained 286 antihypertensive medications that are mapped to 35 antihypertensive medication classes or combination medication classes (eg, ACE inhibitors, ARBs, CCBs, CCB-ARB combinations, etc). We chose to exclude timolol to be conservative. On the basis of this classification system, it is impossible to distinguish between oral and ophthalmic products. An excerpt from the Medication Name Classification is shown in Table 2, whereas the full map is available in Multimedia Appendix 4. Each entry consists of an arbitrary code, the single word drug name, the generic name (if applicable), and the drug class.
Drug Classification by RxNorm Concept Unique Identifier Utilizing the Drug Ontology

The initial DrOn RxCUI Classification contained 2543 antihypertensive RxCUIs that were mapped to 46 antihypertensive medication classes or combination medication classes. Each RxCUI entry contains the RxCUI, the drug product, and the drug class. An excerpt of the DrOn RxCUI Classification is shown in Table 3, and the full map is available in Multimedia Appendix 5.

**Table 3.** Excerpt from the Drug Ontology RxNorm Concept Unique Identifier classification.

<table>
<thead>
<tr>
<th>RxCUIa,b</th>
<th>Drug_Product</th>
<th>Rx_Norm_Drug_Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>858926</td>
<td>Enalapril Maleate 20 MG Chewable Tablet</td>
<td>ACEc</td>
</tr>
<tr>
<td>378269</td>
<td>Enalapril Chewable Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>858810</td>
<td>Enalapril Maleate 20 MG Oral Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>858804</td>
<td>Enalapril Maleate 2.5 MG Oral Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>858821</td>
<td>Enalapril Maleate 1.25 MG/ML Injectable Solution</td>
<td>ACE</td>
</tr>
<tr>
<td>858817</td>
<td>Enalapril Maleate 10 MG Oral Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>858813</td>
<td>Enalapril Maleate 5 MG Oral Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>372007</td>
<td>Enalapril Oral Tablet</td>
<td>ACE</td>
</tr>
<tr>
<td>378288</td>
<td>Enalapril Injectable Solution</td>
<td>ACE</td>
</tr>
<tr>
<td>246264</td>
<td>Enalaprilat 1 MG/ML Injectable Solution</td>
<td>ACE</td>
</tr>
<tr>
<td>374378</td>
<td>Enalaprilat Injectable Solution</td>
<td>ACE</td>
</tr>
<tr>
<td>252820</td>
<td>Enalaprilat 0.625 MG/ML Injectable Solution</td>
<td>ACE</td>
</tr>
<tr>
<td>204404</td>
<td>Enalaprilat 1.25 MG/ML Injectable Solution</td>
<td>ACE</td>
</tr>
</tbody>
</table>

aFull map available in Multimedia Appendix 5.
bRxCUI: RxNorm Concept Unique Identifier.
cACE: angiotensin-converting enzyme inhibitor.

comparison Between Drug Classifications

The percent of drugs covered by each antihypertensive map is shown in Table 4. Using the Medication Name Classification, 207 ingredient terms were mapped to antihypertensive drug classes out of a total of 8025 unique raw medication names (2.58%; Table 4). When the DrOn RxCUI Classification was applied to the unique RxCUIs (n=13,627), 729 were successfully mapped to antihypertensive drug classes (5.35%; Table 4). Through the RxClass API, using ATC as the relationship source, 822 out of 13,602 RxCUIs were mapped to antihypertensive
drug classes (6.04%; Table 4). Finally, when the RxClass API was used with MED-RT as the relationship source, 792 RxCUIs had the relationship of “may_treat” HTN and a “has_MoA” that corresponded to an antihypertensive drug class (792/13,602, 5.82%; Table 4).

When the DrOn RxCUI Classification was compared with the other classifications, they broadly overlapped; however, there were some key differences (Figure 1). When the DrOn RxCUI Classification was compared with the other RxCUI-based maps constructed through the RxClass API, 691 terms overlapped with the RxClass-ATC map and 683 terms overlapped with the RxClass–MED-RT map. There were 38 terms and 46 terms that were unique to the DrOn RxCUI map when compared with the RxClass-ATC map and RxClass–MED-RT map, respectively.

Additionally, there were 131 terms that were unique to the RxClass-ATC map, and 109 terms that were unique to the RxClass–MED-RT map. Of these 131 terms and 109 terms, respectively, there were 135 unique terms, with 105 overlapping between the RxClass-ATC map and the RxClass–MED-RT map.

Of the 135 unique RxCUIs from the RxClass ATC and MED-RT maps, 29 had a term type of IN, MIN, or PIN, representing antihypertensive medications. These term types were not included in the DrOn RxCUI map owing to their low level of specificity. Next, there were 24 RxCUIs that were either ophthalmic or topical drug products. Examples of these are shown in Table 5.

### Table 4. Drug coverage by each classification method.

<table>
<thead>
<tr>
<th>Classification method</th>
<th>Input term</th>
<th>Input, N</th>
<th>Antihypertensive Mapped, n</th>
<th>Coverage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication Name</td>
<td>Raw Name</td>
<td>8025</td>
<td>207</td>
<td>2.58</td>
</tr>
<tr>
<td>DrOn&lt;sup&gt;a&lt;/sup&gt; RxCUI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>RxCUI</td>
<td>13,627</td>
<td>729</td>
<td>5.35</td>
</tr>
<tr>
<td>RxClass-ATC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>RxCUI</td>
<td>13,602</td>
<td>822</td>
<td>6.04</td>
</tr>
<tr>
<td>RxClass–MED-RT&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>RXCUI</td>
<td>13,602</td>
<td>792</td>
<td>5.82</td>
</tr>
</tbody>
</table>

<sup>a</sup>DrOn: Drug Ontology.
<sup>b</sup>RxCUI: RxNorm Concept Unique Identifier.
<sup>c</sup>ATC: Anatomical Therapeutic Chemical.
<sup>d</sup>MED-RT Antihypertensive coverage was mapped using 2 steps: (1) “may_treat” hypertension and (2) mechanism of action of an antihypertensive drug class.
<sup>e</sup>MED-RT: Medication Reference Terminology.

Figure 1. Comparisons of the Drug Ontology RxNorm Concept Unique Identifier Classification to the other classification methods. Results are shown for the number overlapping between the methods (Both) and the numbers unique to each method. ATC: Anatomical Therapeutic Chemical; MED-RT: Medication Reference Terminology.
Table 5. Examples of RxNorm Concept Unique Identifiers inappropriately mapped as antihypertensives utilizing the RxMix tools.

<table>
<thead>
<tr>
<th>RxCUI</th>
<th>DrugName</th>
<th>ConceptName</th>
<th>hasMOA</th>
<th>DoseForm</th>
</tr>
</thead>
<tbody>
<tr>
<td>207371</td>
<td>Minoxidil</td>
<td>Potassium Channel Interactions</td>
<td>Minoxidil 20 MG/ML Topical Solution (Rogaine)</td>
<td>Topical solution</td>
</tr>
<tr>
<td>208560</td>
<td>Timolol</td>
<td>Adrenergic beta1-Antagonists</td>
<td>Timolol 2.5 MG/ML Ophthalmic Solution (Betimol)</td>
<td>Ophthalmic solution</td>
</tr>
<tr>
<td>213729</td>
<td>Betaxolol</td>
<td>Adrenergic beta1-Antagonists</td>
<td>Betaxolol 2.5 MG/ML Ophthalmic Suspension (Betoptic S)</td>
<td>Ophthalmic suspension</td>
</tr>
</tbody>
</table>

Of the remaining 82 RxCUIs, 11 were RxCUIs corresponding to alpha-blockers primarily indicated for benign prostatic hyperplasia, 6 were RxCUIs for sacubitril/valsartan (Entresto) indicated for chronic heart failure with reduced ejection fraction, 1 was an RxCUI corresponding to an injectable antihypertensive product that is rarely used to treat HTN outside of a hypertensive crisis, and 1 was the IV term-type RxCUI for Potassium. A total of 63 were true antihypertensive drugs that were inadvertently omitted from the DrOn RxCUI map.

When the DrOn RxCUI Classification was compared with the Medication Name Classification using the DrOn RxCUI Classification as the reference, 695 terms overlapped, and 34 terms were unique to the DrOn RxCUI Classification (Figure 1). When the DrOn RxCUI Classification was compared with the Medication Name Classification using the Medication Name Classification as the reference, 195 terms overlapped, and 12 terms were unique to the Medication Name Classification. In total, 11 of the 12 terms that were unique to the Medication Name Classification were also included in the 135 terms that were unique to the RxClass ATC and MED-RT maps. The other term represented the brand name (Loniten) for the vasodilator minoxidil and was not present in any of the other classifications.

From the comparisons, the DrOn RxCUI Classification had 71 unique RxCUIs/terms that were not present in the RxClass MED-RT, RxClass ATC, and/or Medication Name classifications. Many were combination products (n=29), and the remaining 42 RxCUIs were spread across the other antihypertensive drug classes: ACE inhibitor (n=1), alpha-blocker (n=1), ARB (n=1), beta-blocker (n=17), CCB (n=11), loop diuretic (n=1), thiazide diuretic (n=3), and vasodilator (n=7).

Following the comparisons between the different drug classifications, 96 RxCUIs were added to the DrOn RxCUI Classification, and 15 antihypertensive medication names were added to the Medication Name Classification. The DrOn RxCUI Classification version 1.0 contains 2639 RxCUIs and is available in Multimedia Appendix 6, and the Medication Name Classification version 1.0 contains 301 antihypertensive medication names and is available in Multimedia Appendix 7 [10].

Application of the Drug Classifications to OneFlorida

The results from applying the DrOn RxCUI Classification v1.0 and the Medication Name Classification v1.0 to the prescribing information from the OneFlorida HTN population are shown in Table 6.

Overall, the methods performed very similarly, with approximately 15% (2,080,685 versus 2,089,557/13,879,046) of the total prescriptions mapping to antihypertensive drugs. The DrOn RxCUI Classification v1.0 was able to map 8872 more prescription records to an antihypertensive drug class compared with the Medication Name Classification v1.0 (Table 6). When the different methods were compared by antihypertensive class, all classes were within 1% of each other (eg, 443,835/2,089,557, 21.24% vs 443,540/2,080,685, 21.32% of prescriptions mapped to the ACE inhibitor class using the DrOn RxCUI Classification method and Medication Name Classification method, respectively). Table 7 shows the specific antihypertensive class or classes each prescription was mapped to using the DrOn RxCUI Classification v1.0. The majority of the prescriptions mapped to a single antihypertensive class (eg, ACE inhibitors, beta-blockers; Table 7). However, 10.42% (217,682/2,089,557) mapped to combination antihypertensive products (Table 7).

Table 6. Summary of the methods to the OneFlorida Antihypertensive Prescribing Dataset.

<table>
<thead>
<tr>
<th>Classification method</th>
<th>Antihypertensive (N=13,879,046)</th>
<th>Coverage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication Name</td>
<td>2,080,685</td>
<td>14.99</td>
</tr>
<tr>
<td>DrOn&lt;sup&gt;a&lt;/sup&gt; RxCUI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2,089,557</td>
<td>15.06</td>
</tr>
</tbody>
</table>

<sup>a</sup>DrOn: Drug Ontology.
<sup>b</sup>RxCUI: RxNorm Concept Unique Identifier.
Table 7. Application of the Drug Ontology RxNorm Concept Unique Identifier Classification to the OneFlorida antihypertensive prescribing dataset (N=2,089,557).

<table>
<thead>
<tr>
<th>Antihypertensive Drug Class or Classes(a)</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE(^b)</td>
<td>443,835 (21.24)</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>411,721 (19.70)</td>
</tr>
<tr>
<td>Calcium Channel Blocker</td>
<td>360,653 (17.26)</td>
</tr>
<tr>
<td>Diuretic (Thiazide/Thiazide Like)</td>
<td>217,474 (10.41)</td>
</tr>
<tr>
<td>ARB(^c)</td>
<td>178,252 (8.53)</td>
</tr>
<tr>
<td>Loop Diuretic</td>
<td>115,931 (5.55)</td>
</tr>
<tr>
<td>Diuretic/ACE Combo</td>
<td>92,275 (4.42)</td>
</tr>
<tr>
<td>Diuretic/ARB Combo</td>
<td>63,010 (3.02)</td>
</tr>
<tr>
<td>Centrally Acting</td>
<td>56,501 (2.70)</td>
</tr>
<tr>
<td>Vasodilator</td>
<td>30,665 (1.47)</td>
</tr>
<tr>
<td>Aldosterone Antagonist</td>
<td>29,214 (1.40)</td>
</tr>
<tr>
<td>Alpha Blocker</td>
<td>26,995 (1.29)</td>
</tr>
</tbody>
</table>

\(a\) Results are shown for antihypertensive drug classes that represent \(\geq1\%\) of all antihypertensive prescriptions among the OneFlorida HTN population.

\(b\) ACE: angiotensin-converting enzyme inhibitor

\(c\) ARB: angiotensin II receptor inhibitor.

Discussion

We created 2 different medication classification systems for antihypertensive drugs: one utilizing medication names and the other utilizing RxCUIs. After comparing these classification systems to each other, and to existing drug class terminologies available through RxNorm, we identified key areas that can lead to misclassification of antihypertensive medications and drug classes. Most misclassifications stemmed from failure to discriminate between dosage forms or issues related to primary indications of drugs (eg, selection of drugs that are primarily indicated for benign prostatic hyperplasia).

To illustrate, timolol is a beta-blocker that has both oral and ophthalmic dosage forms. The oral form is used to treat HTN, whereas the ophthalmic form is used to treat glaucoma [9,24]. An ideal antihypertensive drug classification system would include the oral form of timolol, but not the ophthalmic form. This is exactly what we see with the DrOn RxCUI Classification, as DrOn represents the therapeutic indication (HTN) for oral timolol separate from its MoA (beta-blocker) [8]. In contrast, all forms of timolol were included in our analysis that utilized the ATC and MED-RT terminologies. ATC only modeled the drug class, with all forms of timolol included as beta-blocking agents. MED-RT allowed for filtering through both a MoA relationship and a may-treat relationship. However, all forms of timolol, both oral and ophthalmic are mapped back to the ingredient term type for timolol, which has the may-treat relationship with HTN. Although this method allows for simplicity in mapping multiple drug products, it assigns an incorrect therapeutic indication (for our purposes) to the ophthalmic forms of timolol. We observed similar misclassification for other medications that have multiple clinical uses beyond HTN (eg, the vasodilator minoxidil and the alpha-1-blockers silodosin, alfuzosin, and tamsulosin).

Minoxidil has oral dosage forms to treat HTN and topical foams to treat hair loss [25,26], whereas silodosin, alfuzosin, and tamsulosin are all alpha-1-blockers that are indicated for the treatment of benign prostatic hyperplasia as opposed to HTN [27,28].

Retired RxCUIs, or those that have been remapped to other classes, were classified by DrOn but not by MED-RT or ATC. This illustrates the need for maps and terminologies that include retired and obsolete RxCUIs as many of our longitudinal data sources include these. The data source used in this study contains data from January 2011 to July 2017, and contained 1170 RxCUIs that have been retired and 421 that have been remapped.

We conducted this work in the context of optimizing antihypertensive medication classification for use in HTN-related computable phenotypes. In other disease states where there are not as many options for pharmaceutical treatment, the classification of drug products may not be as complicated. However, in the case of HTN, and particularly the complex clinical phenotype of resistant hypertension (RHTN) [29-31], there are multiple classes of antihypertensive drugs with different mechanisms of action [30,32]. With RHTN, it is necessary to properly assign each antihypertensive medication to a medication class to determine if a patient meets the definition for RHTN, which is classically defined as requiring 4 or more antihypertensive drugs from different antihypertensive drug classes to achieve BP control [30,31]. This also illustrates the need to include a subject matter expert (eg, PharmD) during the creation of drug classification systems.

We also observed differences in the classification of combination drug products. There were some combination antihypertensive drug products that were not identified in the MED-RT terminology through the methods that we utilized in this study. Additionally, when utilizing a classification system...
based on medication name, all possible permutations of the combination name must be considered and included in the map (e.g., HCTZ-metoprolol, hydrochlorothiazide-metoprolol, metoprolol-HCTZ, and metoprolol-hydrochlorothiazide). Without each of these permutations, it is possible to miss certain combination products. Finally, as a phenotype such as RHTN is determined partially, or fully, based on the antihypertensive drug count, a correct drug count must be assigned to each combination product. We have added this field into our DrOn RxCUI Classification v1.0.

Our study is not without limitation; currently, we do not have a gold standard antihypertensive medication classification list. We selected different data sources and compared classification based on these sources. However, we only used terminologies available through the US NLM. We have not included terminologies maintained by other groups (e.g., American Hospital Formulary Service Pharmacologic-Therapeutic Classification) [33]. In addition, to classify based off of RxCUI, an RxCUI must be present. This may require additional work in some health care systems or datasets. We did not explore the temporal relationship between HTN diagnosis and antihypertensive medication prescription within our data. This could have resulted in the inclusion of medication data that was prescribed for indications other than HTN (e.g., heart failure, atrial fibrillation, etc). We can examine this relationship more in our future work. Additionally, we did not explore the effect of the different methods and resources for creating the drug classification on the number of patients with RHTN within OneFlorida. We chose our study methodology because we first needed to create and validate this antihypertensive drug classification before we could use it in creating and validating our RHTN computable phenotype. Once our RHTN computable phenotype is validated, we can subsequently explore the effect of the different drug classification methods on the RHTN phenotype in future work. Other future work will include incorporating RxNorm Term Type (SCDF, SCD, SBD, etc), indicating retired RxCUIs, expanding to other disease states (diabetes, chronic kidney disease, heart failure, etc), and exploring the application to clinical decision support within the EHR [34,35].

In conclusion, we created and compared 4 different drug classification methods, focusing on the classification of antihypertensive drug products. We observed key differences in how each classification system handled drug products with multiple dosage forms, drug products with indications for benign prostatic hyperplasia, drug products that contain multiple antihypertensive ingredients (combination drug products), and RxCUIs that have been retired or remapped. We constructed 2 antihypertensive drug classification systems, 1 based off of RxCUIs and 1 based off of medication names. These are available for public use [10], and we will continue to update them through our own research.
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Abstract

Background: Patient privacy is a ubiquitous problem around the world. Many existing studies have demonstrated the potential privacy risks associated with sharing of biomedical data. Owing to the increasing need for data sharing and analysis, health care data privacy is drawing more attention. However, to better protect biomedical data privacy, it is essential to assess the privacy risk in the first place.

Objective: In China, there is no clear regulation for health systems to de Identify data. It is also not known whether a mechanism such as the Health Insurance Portability and Accountability Act (HIPAA) safe harbor policy will achieve sufficient protection. This study aimed to conduct a pilot study using patient data from Chinese hospitals to understand and quantify the privacy risks of Chinese patients.

Methods: We used g-distinct analysis to evaluate the reidentification risks with regard to the HIPAA safe harbor approach when applied to Chinese patients’ data. More specifically, we estimated the risks based on the HIPAA safe harbor and limited dataset policies by assuming an attacker has background knowledge of the patient from the public domain.

Results: The experiments were conducted on 0.83 million patients (with data field of date of birth, gender, and surrogate ZIP codes generated based on home address) across 33 provincial-level administrative divisions in China. Under the Limited Dataset policy, 19.58% (163,262/833,235) of the population could be uniquely identifiable under the g-distinct metric (i.e., 1-distinct). In contrast, the Safe Harbor policy is able to significantly reduce privacy risk, where only 0.072% (601/833,235) of individuals are uniquely identifiable, and the majority of the population is 3000 indistinguishable (i.e., the population is expected to share common attributes with 3000 or less people).

Conclusions: Through the experiments based on real-world patient data, this work illustrates that the results of g-distinct analysis about Chinese patient privacy risk are similar to those from a previous US study, in which data from different organizations/regions might be vulnerable to different reidentification risks under different policies. This work provides reference to Chinese health care entities for estimating patients’ privacy risk during data sharing, which laid the foundation of privacy risk study about Chinese patients’ data in the future.
Introduction

Background

Medical data are naturally distributed across institutions as patients might visit different hospitals at different times or for different diseases. To better understand the risk factors and efficacy of treatment, it is necessary to share data and analyze them. However, patient data are highly sensitive as they contain medical and personal identity information [1-5]. This is a ubiquitous problem. China has the largest population in the world, and the issue of privacy is becoming a big concern for the health care system to share medical data. Inappropriate handling of these sensitive data can lead to privacy leakage, which in turn can result in social embarrassment and commercial fraudulence [6-10].

In the United States, the Health Insurance Portability and Accountability Act (HIPAA) [11] safeguards the health care data. Thus, protected health information can only be considered as deidentified if it is sanitized by one of the following approaches specified by the HIPAA privacy rule [12]: (1) expert determination or (2) safe harbor. The first approach is to recruit an expert with appropriate knowledge and experience to render information with minimal risk to be reidentified. The second approach is to use the safe harbor approach, which explicitly denotes 18 identifiers that need to be removed. The average fine levied for a HIPAA breach is between US $10,000 and US $50,000 per medical record. There are similar guidelines in other countries, for example, the European Union’s General Data Protection Regulation [13] and Canada’s Personal Information Protection and Electronic Documents Act [14], which regulate patient records and other sensitive information. In South Korea (Korea) and Japan, the general law regulating privacy and data protection is the Personal Information Protection Act, and there is a more complete list of international privacy-related laws by country and region.

In China, the *Network Security Law of the People’s Republic of China* [15], which was formally put into effect on June 1, 2017, regulates that network providers must not disclose, falsify, or destroy any personal information they have collected. Any network provider must not disclose this personal information to any third party without obtaining consent from data owners, except for the data that cannot be used to reidentify a specific individual. However, there are no guidelines on how personal information can be processed to satisfy the above regulation. On December 29, 2017, the Chinese government formally released a new regulation called *Information Security Technology and Personal Information Security Specification* (referred to as *Specification*) [16]. In the *Specification*, the Chinese government has clearly defined privacy-related terms such as “personal information controller,” “collection,” “informed consent,” “user portrait,” “personal information security impact assessment,” “deletion,” and “deidentification.” The *Specification* also defines security requirements for different phases (eg, collection, storage, processing, transfer, and disclosure) in handling personal data. However, the *Specification* also has several limitations. First, the *Specification* is a recommended national standard and not a legal regulation; thus, it might not be stringently enforced by different entities. Second, the *Specification* mainly focuses on general purpose information security, where no specific guidance is provided for tackling medical or health care data. For example, in the *Specification*, almost all medical-related data are defined as highly sensitive data. The *Specification*, on one hand, emphasizes the importance of obtaining explicit consent of individuals when collecting, using, or disclosing sensitive personal information, whereas, on the other hand, there are several situations that are excluded as exceptions. For instance, if the personal information controller is an academic research institution, then it is necessary for them to perform statistical or academic research in public interest. If they provide external academic research or description results with deidentified personal information, they will be exempted from obtaining explicit consent from each individual. In addition, if the use of personal data is directly related to public safety, public health, and major public interest, then there is no need to obtain individual consent on personal data usage. In the third case, if there are certain difficulties in obtaining personal consent and if the use of personal data is to safeguard the major legal rights such as the life and property of the subject or individuals, then such usage of personal information will be exempted from obtaining explicit consent. In the *Specification*, deidentification is defined as a process by which the personal information is technically marked out so that the remaining information cannot be used to reidentify the individual without using additional information. On August 15, 2017, *Information Security Technology and Personal Information Deidentification Specification* was published by the Chinese government for public comments, which also introduced many existing deidentification procedures. However, there is still no clear guidance in China about how to deidentify health care data to ensure sufficient protection of the privacy of individual patients. Owing to the difference in population density, it is also not clear if similar protection mechanisms such as the HIPAA safe harbor rule will provide comparable protection to the Chinese patients’ data. There is also a difference between the external sources of background information that attackers can leverage. For example, there is no public voter’s registry in China, but social networks make public a considerable amount of demographic information of their users such as gender, birthday, school, and job. It is necessary to measure the privacy risks of Chinese patients’ data to better understand the associated privacy risk.

Besides direct identifiers (such as name, national ID, and address), the privacy risk of a medical record is related to the rareness of its key variable values. For example, if there is a unique combination of birthday, gender, and ZIP code, the corresponding record is more likely to be reidentified when compared with records that have duplicated characteristics in the database. It has been shown in the study by Sweeney [17]
that 87% of the US population can be uniquely identified by the triplet (birthday, gender, and ZIP code), which reveals a high privacy risk if data are shared without sanitization. It is important to measure the rareness of individual records in a database to understand the potential risk it carries.

Privacy risk measurements and anonymization methods such as $k$-anonymity [18], $l$-diversity [19], $t$-closeness [20], and differential privacy (DP) [21] have motivated many algorithmic and theoretical studies. $k$-anonymity reduces the granularity of data representation using data generalization and suppression technologies. The parameter $k$ indicates the number of records within the equivalence class, in which an adversary cannot distinguish an individual. A larger $k$ implies a smaller reidentification risk. El Emam et al [22] applied an optimized $k$-anonymity algorithm for health data deidentification. $l$-diversity improves $k$-anonymity by ensuring that the intragroup diversity for sensitive values is controlled by the parameter $l$ [19]. $t$-closeness provides a stronger privacy notion than $l$-diversity, where $t$-closeness requires that the distribution of a private attribute in any equivalence class is computationally indistinguishable (ie, no larger than $t$) from the distribution of the attribute in the overall table. Both techniques have been adopted in many medical data deidentification applications [23]. Recently, DP became one of the de facto standards for achieving strong privacy guarantees, which assumes that an attacker with any background knowledge cannot tell if a particular individual’s information has been included or not based on the differentially private outputs [24]. DP technology has also been applied to protect health care data dissemination and analysis [25-27]. In this work, we were interested in a measurement to evaluate the reidentification risks with respect to the HIPAA privacy rule when applied to Chinese patients’ data. However, none of the aforementioned methods can be directly adopted for serving this goal. Therefore, this work resorts to the $g$-distinct method previously proposed in the study by Malin et al [28] for evaluating reidentification risks of HIPAA-deidentified data in the United States.

**Objectives**

The main objectives and contributions of this work are three-fold: (1) to provide one of the first large-scale studies on the privacy risks of Chinese patients’ data, (2) to design specifically experimental studies based on the characteristics of Chinese patients’ data for evaluating the patient privacy risks in China, and (3) to provide references for improving the current privacy protection and rulemaking for Chinese patients’ data.

**Methods**

**Data Preprocessing**

The datasets used for conducting our experiments are based on cancer patients’ records in the Malignant Cancer Big-data Processing Analysis and Application Research Project (MCBPAARP), which is supported by the National Cancer Institute’s High-Tech Research and Development 863 program. The 863 program was led by the Ministry of Science and Technology of the People’s Republic of China, where the goal of this program is to promote the development of advanced technologies across different fields. This study under MCBPAARP has been approved by the Institutional Review Board of National Cancer Center/National Cancer Hospital and Chinese Academy of Medical Sciences, also known as Ethics Committee of National Cancer Center, National Cancer Hospital, and Chinese Academy of Medical Sciences of Peking Union Medical College under the project ID 2017YFCTC131000. In China, hospitals have to update inpatients’ medical record home page to National Health Commission of the People’s Republic of China under a unified standard. The Chinese patients’ data attributes used in this study include fields P5 gender, P6 birthday, and P801 home address (used to generate masked ZIP codes).

Figure 1 illustrates the methods used for the raw data preprocessing in this study for privacy risk analysis, which includes four phases: (1) data encoding; (2) data partition; (3) limited dataset generation; and (4) deidentified dataset generation. The phases are described as follows:

**Figure 1.** The workflow of raw data preprocessing in this study. HIPAA: Health Insurance Portability and Accountability Act; NLP: neurolinguistic programming; PAD: provincial-level administrative division.
Data Encoding

In Chinese patients’ data, the quality of ZIP codes from patients’ raw data is extremely low, which may be either missing or too generalized (ie, only at city level). To overcome this problem, we introduced the following encoding scheme to convert the patient’s address information into geocodes as surrogate ZIP codes in this study. We first divided the patient’s residence address into three sections (ie, provincial-level administrative divisions [PADs], city, and district) by using natural language processing methods. Thereafter, we encoded PAD, city, and district with 2 digits, 3 digits, and 4 digits, respectively, which resulted in surrogate ZIP codes for a total of 9 digits. To ensure the data quality, we conducted two rounds of manual checking for the mapping correctness between the patient’s residence addresses and their surrogate ZIP codes. We excluded patients with missing residence address information and the records with obvious logical error (ie, the patient’s date of birth [DOB] is 1900-01-01). Finally, 0.83 million hospitalized patients’ medical records were selected in this study.

Data Partition

We partitioned raw patient data into different groups based on their PADs. Through this phase, we ended up with 33 nonempty PADs except for Hong Kong PAD (see Multimedia Appendix I for more details of PADs).

Limited Dataset Generation

After the data encoding phase, we further removed additional explicit identifiers, such as name, address, and national ID number from the raw data, which left us with the limited dataset with only DOB, gender, and surrogate ZIP codes.

Deidentified Dataset Generation

On the basis of the HIPAA safe harbor rule, we further sanitized the limited dataset by generalizing DOB to year and all surrogate ZIP codes to the first 6 digits.

Risk Evaluation

To evaluate the privacy risk of the preprocessed Chinese patients’ data, we adopted the g-distinct method introduced in the study by Malin et al [28] for studying a similar problem in the United States. The g-distinct method quantifies the uniqueness of individual records within a database, where an individual is said to be unique if such an individual has a combination of personal attributes that no other individuals in the same dataset has. Furthermore, we say an individual is g-distinct if the combination of their attributes is identical to at least the most g-1 other individuals in the whole dataset space. For example, suppose an individual has the following combination of attributes: age at 35 years and gender as male. If there does not exist any other individual whose age and gender are also 35 years and male, respectively, then such an individual is considered as unique (ie, 1-distinct). In addition, if the total number of individuals with the same combination of attributes is equal to \( k \), then we state this individual is \( k \)-distinct.

In other words, we can also describe the g-distinct as the sum over the number of patients in all bins with less than or equal to \( g \) individuals, which can be written as shown in equation (1):

\[
h(g) = \sum_{i=1}^{g} i | \text{bin}(i) | \quad (1)
\]

Here \( g \) denotes the parameter and \( | \text{bin}(i) | \) refers to the number of bins with exact \( i \) patients having identical attributes. This measurement serves as a proxy to the risk of stratified population with different combinations of characteristics. In this study, we applied the above g-distinct metric to the Chinese patients’ data to evaluate the privacy risk.

Results

Experimental Setup

The g-distinct analysis is a population inspection method that allows us to investigate a particular cross-section for specific population collection. Such particular cross-section represents the set of individuals whose private records are most vulnerable to reidentification attacks. In our experiments, we conducted g-distinct analysis over the limited dataset (ie, DOB, gender, and ZIP code) and the safe harbor dataset (ie, birth year, gender, and masked ZIP code) to examine how the safe harbor data can improve the privacy of individual patients over limited data.

Experimental Results

The results of g-distinct analysis based on nationwide datasets for both the safe harbor dataset and limited dataset are illustrated in Figure 2. In Figure 2, the left and right subgraphs represent the g-distinct analysis results for limited and safe harbor datasets, respectively. According to the nationwide g-distinct analysis results, we have two major observations. On the one hand, without sufficient deidentification process (ie, the limited data on the left), the whole dataset is highly risky. For instance, 19.58% (163,262/833,235) of the population is 1-distinct in the limited dataset (ie, uniquely identifiable under the g-distinct metric). In addition, more than 90.6% of the population is 10-distinct, which implies that the majority of the population in the limited dataset is expected to share common attributes with 10 or less people. Such sheer number of distinct individuals results in a huge difficulty for privacy protection. Thus, in such cases, the limited data are extremely vulnerable to reidentification attacks. In the other hand, as shown in Figure 2, the safe harbor dataset is able to significantly preserve the patient’s privacy, in which only 0.072% (601/833,235) of individuals are uniquely identifiable (ie, 1-distinct), and the majority of the population (around 95%) is 3000 indistinguishable.

We also studied the relationship between distinct individuals and the underlying populations, which simulates the impact of different ZIP code–masking strategies on the privacy protection. The results of this experiment have been illustrated in Figure 3. There are a total of 34 PADs in China. As there were no patient records with residence address within Hong Kong in the collected datasets, we estimated the percentage of 1-distinct population over the other 33 PADs (see Multimedia Appendix 2 for more details). Figure 3 shows the percentage of 1-distinct population associated with each PAD in an ascending order of the sample population in the given PAD. The 2 subgraphs are the results over limited dataset and the safe harbor dataset, respectively. Owing to the accommodation of different scales of 1-distinct percentage along with the increase in population,
the 2 plots are depicted in log-log scale. As shown in Figure 3, both results show a similar tendency, where the percentage of 1-distinct population decreases as the sampled population increases in different PADs. This is because a PAD with more sampled population tends to result in a higher probability to have more than 1 patient who shares the same attributes. Another observation from the result is that when the sampled population increases, the percentage of 1-distinct population of the safe harbor dataset decreases dramatically. When the population has increased to 10,000, the 1-distinct percentage has already dropped to 0.05%. In contrast, the decreasing tendency for the limited dataset seems more moderate (ie, potentially higher privacy risks). We can see that there is still 5% population more with 1-distinct for a PAD of 200,000 population in the limited dataset.

Figure 2. The g-distinct versus percentage of population under limited dataset and safe harbor dataset, respectively.

Figure 3. Percentage of 1-distinct versus total population under limited dataset and safe harbor dataset, respectively.
Discussion

Principal Findings

This work is one of the first large-scale studies on evaluating privacy risks of Chinese patients’ data, which analyzed the reidentification risks based on the HIPAA safe harbor and limited dataset policies. The originality of this work can be summarized in three ways:

1. Originality in exploring new observations: Although many Chinese Acts [15] and national specification/regulations [16] have cited the HIPAA safe harbor rule [11] as a reference standard for guiding patient data deidentification in China, there is still a lack of quantitative observation on the reidentification risk of Chinese patient data when applying the HIPAA safe harbor standard. This work provides one of the first quantitative studies on large-scale nationwide Chinese patients’ data toward this goal.

2. Originality in designing new experiments: Some Chinese patients’ data attributes are unique and different from those in the United States. Therefore, these data cannot be applied directly to the risk assessment method used in previous US studies. For example, Chinese patients’ data typically have extremely low quality of ZIP codes, which may be either missing or too generalized (ie, only at city level). Thus, we designed new data encoding, data partition, and data masking schemes based on Chinese patients’ data characteristics to meet this goal.

3. Originality in contributing new knowledge: We made an assumption that the risk evaluation scheme defined by the HIPAA is satisfactory with respect to Chinese patient data as well. According to this assumption, we designed and implemented our experimental studies based on Chinese patients’ data. As patient privacy protection is a very important topic, many other research studies have been conducted in Europe [29-31], Japan [32,33], and Australia [34]. However, most of these studies are more qualitative in orientation and usually not suitable for Chinese patients’ data, which mainly focus on the interpretation and comparison of laws and regulations. In contrast, the focus of this work was to quantify the Chinese patient privacy risks with large-scale and real-world patient data collected from China. According to our experimental studies, our assumption is supported by the results of this work, which illustrates findings similar to those of a previous US study by Malin et al [28] that evaluated reidentification of US patient data associated with the HIPAA policies. Such studies are amenable to various kinds of meta-evaluations, enabling administrative roles such as government’s policy makers and datacenter administrators to be able to evaluate policies and to determine the potential impact on reidentification risk. The experimental results demonstrate the power of the g-distinct analysis applied on Chinese patients’ data. In general, according to the experimental results, the safe harbor dataset provides much stronger privacy protection in terms of 1-distinct than that provided by the limited dataset in Chinese patients’ data.

Limitations

In general, this work provides justification for reidentification risk estimates on Chinese patient records before sharing data. However, the proposed studies still have a few limitations. First, the privacy risk that we estimated for the case study is based on the cancer patients’ data without including patients with other diseases. Second, although the datasets are from 33 of 34 PADs, the study is still limited by the data scale, which only covers less than 0.06% of the Chinese population (ie, 0.83 million patients’ records vs 1.5 billion total population). Third, the demographic information used in this study is also limited. For example, it is unfeasible to measure the identifiability based on nationality. Therefore, raw data are collected with selection bias because of aforementioned limitations. All these limitations justify further investigation along this line.

Conclusions

The study of Chinese patients’ privacy risk in this work fills the gap of the privacy research between the United States and China. Moreover, as the Chinese government has not yet issued specific regulations or policies directly against privacy protection of citizens’ health data, our experimental studies have the potential for Chinese officials to improve current health data–sharing regulations. The policy might vary largely among provinces, as according to the statistics, the g-distinct measurements vary widely across the provinces as well. Privacy officials might issue flexible policies for different regions.
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Abstract

Background: Acute and chronic low back pain (LBP) are different conditions with different treatments. However, they are coded in electronic health records with the same International Classification of Diseases, 10th revision (ICD-10) code (M54.5) and can be differentiated only by retrospective chart reviews. This prevents an efficient definition of data-driven guidelines for billing and therapy recommendations, such as return-to-work options.

Objective: The objective of this study was to evaluate the feasibility of automatically distinguishing acute LBP episodes by analyzing free-text clinical notes.

Methods: We used a dataset of 17,409 clinical notes from different primary care practices; of these, 891 documents were manually annotated as acute LBP and 2973 were generally associated with LBP via the recorded ICD-10 code. We compared different supervised and unsupervised strategies for automated identification: keyword search, topic modeling, logistic regression with bag of n-grams and manual features, and deep learning (a convolutional neural network-based architecture [ConvNet]). We trained the supervised models using either manual annotations or ICD-10 codes as positive labels.

Results: ConvNet trained using manual annotations obtained the best results with an area under the receiver operating characteristic curve of 0.98 and an F score of 0.70. ConvNet’s results were also robust to reduction of the number of manually annotated documents. In the absence of manual annotations, topic models performed better than methods trained using ICD-10 codes, which were unsatisfactory for identifying LBP acuity.

Conclusions: This study uses clinical notes to delineate a potential path toward systematic learning of therapeutic strategies, billing guidelines, and management options for acute LBP at the point of care.

\textit{(JMIR Med Inform 2020;8(2):e16878)} doi:\texttt{10.2196/16878}
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Introduction

Low back pain (LBP) is one of the most common causes of disability in US adults younger than 45 years [1], with 10 to 20% of American workers reporting persistent back pain [2]. LBP impacts one’s ability to work and affects the quality of life. For example, in 2015, Luckhaupt et al showed that, from a pool of 19,441 people, 16.9% of workers with any LBP and 19.0% of those with frequent and severe LBP missed at least one full day of work over a period of 3 months [3]. LBP events
also lead to a significant financial burden for both individuals and clinical facilities, with combined direct and indirect costs of treatment for musculoskeletal injuries and associated pain estimated to be approximately US $213 billion annually [4].

LBP events fall into 2 major categories: acute and chronic [5]. Acute LBP occurs suddenly, usually associated with trauma or injury with subsequent pain, whereas chronic LBP is often reported by patients in regular checkups and has led to a significant increase in the use of health care services over the past two decades. It is very important to differentiate between acute and chronic LBP in the clinical setting as these conditions—as well as their management and billing—are substantially different. Chronic back pain is generally treated with spinal injections [6,7], surgery [8,9], and/or pain medications [10,11], whereas anti-inflammatories and a rapid return to normal activities of daily living are generally the best recommendations for acute LBP [12].

However, acute and chronic LBP are usually not explicitly separated in electronic health records (EHRs) because of a lack of distinguishing codes. The International Classification of Diseases, 10th revision (ICD-10) standard only includes the code M54.5 to characterize low back pain diagnosis, and it does not provide modifiers to distinguish different LBP acuities [13]. Acuity is usually reported in clinical notes, requiring a retrospective chart review of the free text to characterize LBP events, which is time consuming and not scalable [14]. Moreover, acuity can be expressed in different ways. For example, the text could mention acute low back pain or acute LBP, but could also simply report shooting pain down into the lower extremities, limited spine range of motion, vertebral tenderness, diffuse pain in lumbar muscles, and so on [15]. This variability makes it difficult for clinical facilities and researchers to group LBP episodes by acuity to perform key tasks, such as defining appropriate diagnostic and billing codes; evaluating the effectiveness of prescribed treatments; and deriving data-driven therapeutic guidelines and improved diagnostic methods that could reduce time, disability, and cost.

This paper is the first to explore the use of automated approaches based on machine learning and information retrieval to analyze free-text clinical notes and identify the acuity of LBP episodes. Specifically, we use a set of manually annotated notes to train and evaluate various machine learning architectures based on logistic regression (LR), n-grams, topic models, word embeddings, and convolutional neural networks, and to demonstrate that some of these models are able to identify acute LBP episodes with promising precision. In addition, we demonstrate the ineffectiveness of using ICD-10 codes alone to train the models, reinforcing the idea that they are not sufficient to differentiate the acuity of LBP. Our overall objective was to build an automated framework that can help front line primary care providers (PCPs) in the development of targeted strategies and return-to-work (RTW) options for acute LBP episodes in clinical practice.

**Background and Significance**

PCPs are commonly the first medical practitioners to assess patient’s musculoskeletal injuries and pain associated with these injuries and are, therefore, in a unique position to offer reassurance, treatment options, and RTW recommendations catered to the acuity of the injury and pain associated with it. Several studies have documented increases in medication prescriptions and visits to physicians, physical therapists, and chiropractors for LBP episodes [16-18]. As individuals with chronic LBP seek care and use health care services more frequently than those with acute LBP, increases in health care use and costs for back pain are driven more by chronic than acute cases [19].

A rapid return to normal activities of daily living, including work, is generally the best activity recommendation for acute LBP management [12]. The number of workdays that are lost because of acute LBP can be reduced by implementing clinical practice guidelines in the primary care setting [20]. In previous work, Cruz et al. built an RTW protocol tool for PCPs based on guidelines from the LBP literature [21]. On the basis of the type of work (eg, clerical, manual, or heavy) and the severity of the condition, the doctor would recommend RTW options (in partial or full duty capacity) within a certain number of days. The study found that physicians were likely to use this protocol, especially when it was integrated into the EHRs. However, the protocol was not always used for patients suffering from acute LBP as the research team was unable to quickly identify the acuity using only the structured EHR data (eg., ICD-10 codes). Acuity information was only available in the progress notes and was thus not incorporated into the automated recommendations. This prevented the research team from providing accurate feedback to PCPs based on a full picture of the patient’s condition. A similar tool that could incorporate acuity information from notes could provide much more specific recommendations to PCPs that incorporate best practice guidelines for each acuity level. Besides leading to more precise care, this would streamline billing for LBP [22]. Similar needs arise for other musculoskeletal conditions, such as knee, elbow, and shoulder pain, where ICD-10 codes do not differentiate by pain level and acuity [23,24].

Machine learning methods for EHR data processing are enabling improved understanding of patient clinical trajectories, creating opportunities to derive new clinical insights [25,26]. In recent years, the application of deep learning, a hierarchical computational design based on layers of neural networks [27], to structured EHRs has led to promising results on clinical tasks such as disease phenotyping and prediction [28-33]. However, a wealth of relevant clinical information remains locked behind clinical narratives in the free text of notes. Natural language processing (NLP)—a branch of computer science that enables machines to process human language [34] for applications such as machine translation [35], text generation [36], and image captioning [37]—has been used to parse clinical notes to extract relevant insights that can guide clinical decisions [38]. Recent applications of deep learning to clinical NLP have classified clinical notes according to diagnosis or disease codes [39-41], predicted disease onset [32,42], and extracted primary cancer sites and their laterality in pathology reports [43,44]. However, although deep learning has successfully been applied to analyze clinical notes, traditional methods are still preferable when training data are limited [45,46].
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Regardless of the specific methodology, tools based on NLP applied to clinical narratives have not been widely used in clinical settings [31,38], despite the fact that physicians are likely to follow computer-assisted guidelines if recommendations are tied to their own observations [47]. In this paper, we present an NLP-based framework that can help physicians adhere to best practices and RTW recommendations for LBP. To the best of our knowledge, there are no studies to date that have applied machine learning to clinical notes to distinguish the acuity of a musculoskeletal condition in cases where it is not explicitly coded.

**Methods**

**Overview**

The conceptual steps of this study are summarized in Figure 1, specifically dataset composition, text processing, clinical notes modeling, and experimental evaluation. The overall goal was to evaluate the feasibility of automatically identifying clinical notes reporting acute LBP episodes.

**Figure 1.** Conceptual framework used to evaluate the use of automated approaches based on machine learning and information retrieval to analyze free-text clinical notes and identify acute low back pain episodes (a). The various unsupervised and supervised machine learning approaches used for clinical note modeling (b). ConvNet: convolutional neural network-based architecture; ICD-10: International Classification of Diseases, 10th revision.

**Dataset**

We used a set of free-text clinical notes extracted from the Mount Sinai data warehouse, made available for use under institutional review board approval following Health Insurance Portability and Accountability Act guidelines. The Mount Sinai Health System is an urban tertiary care hospital located in the Upper East Side of Manhattan in New York City. It generates...
a high volume of structured, semistructured, and unstructured data as part of its routine health care and clinical operations, which include inpatient, outpatient, and emergency room visits. These clinical notes were collected during a previous pilot study evaluating an RTW tool based on EHR data that included nearly 40,000 encounters for 15,715 patients spanning from 2016 to 2018 and clinical notes written by 81 different providers [21].

In that study, we used the published literature to develop a list of guidelines to determine the assessment and management of acute LBP episodes in clinical practice. In particular, we used ICD-10 codes and other parameters, such as presenting complaint, pre-existing conditions, management factors, and imaging/radiology/test ordered, to define and label the acuity of LBP in a clinical encounter. Following these guidelines, 14 individuals (physical medicine and rehabilitation fellows, residents, and medical students) manually reviewed a random set of 4291 clinical notes associated with these encounters and labeled all acute low back pain events. Each note was reviewed by at least two individuals and was further checked by a lead physician researcher if it was marked as ambiguous and/or there was discordance between reviewers.

This project leveraged the entire set of clinical notes that were collected in the previous study. In particular, we joined all the progress notes of these encounters under the same initial visit, and we eliminated duplicate, short (less than 3 words), and nonmeaningful reports. The final dataset was composed of 17,409 distinct clinical notes, with length ranging from 7 to 6638 words. Of this set, 3092 notes were manually reviewed in the previous study, and 891 of them were annotated as acute LBP. The remaining 14,317 notes were not manually evaluated and were related to different clinical domains, including various musculoskeletal disorders and potentially LBP events. In this final dataset, 1973 notes were also associated with an encounter billed with an ICD-10 M54.5 Low back pain code.

Text Processing

Every note in the dataset was tokenized, divided into sentences, and checked to remove punctuation; numbers; and nonrelevant concepts such as URLs, emails, and dates. Each note was then represented as a list of sentences, with every sentence being a list of lemmatized words represented as one-hot encodings. The vocabulary was composed of all the words appearing at least five times in the training set. The discarded words were corrected to the terms in the vocabulary having the minimum edit distance, that is, the minimum number of operations required to transform one string into the other [48]. This step reduced the number of misspelled words and prevented the accidental discarding of relevant information; at the same time, it also limited the size of the vocabulary to improve scalability [39]. Overall, the vocabulary covering the whole dataset comprised 56,142 unique words.

Clinical Note Modeling

We evaluated different approaches for identifying clinical notes that refer to acute LBP episodes. These included both supervised and unsupervised methods. Although we benefited from the use of high-quality manual annotations to train the supervised models, we also investigated alternatives that did not require manual annotation of notes. All these methods provided straightforward explanations of their predictions, enabling us to validate each model and to identify parts of text and patterns that are relevant to the acute LBP predictions.

Keyword Search

We searched for a set of relevant keywords in the text. In particular, we looked for “acute low back pain,” “acute lbp,” “acute low bp,” and “acute back pain,” and we counted their occurrences in the text. We used the NegEx algorithm [49] to annotate and remove negated occurrences of the keywords. In the evaluation, we refer to this model as WordSearch.

Topic Modeling

We used topic modeling on the full set of words contained in the notes to capture abstract topics referred to in the dataset [50]. Topic modeling is an unsupervised inference process, in this case, implemented using latent Dirichlet allocation [51], which captures patterns of word co-occurrences within documents to define interpretable topics (ie, multinomial distribution of words) and represent a document as a multinomial over these topics. Every document can then be classified as talking about 1 or (usually) more topics. Topic modeling is often used in health care to generalize clinical notes, improve the automatic processing of patient data, and explore clinical datasets [52-55].

In this study, we assumed that 1 or more of these topics might refer to acute LBP. To discover them, we identified the most likely topics for a set of keywords (ie, “acute,” “low,” “back,” “pain,” “lbp,” and “bp”), and we manually reviewed them to retain only those that seemed more likely to characterize acute LBP episodes (ie, that included most of the keywords with high probability). We then considered the maximum likelihood among these topics as the probability that a report referred to acute LBP (ie, TopicModel in the experiments).

Bag of N-Grams

Each clinical note was represented as a bag of n-grams (BoN; with n=1, ..., 5), with term frequency-inverse document frequency (TF-IDF) weights (determined from the corpus of documents). Each n-gram is a contiguous sequence of n words from the text. We considered all the words in the vocabulary and filtered the common stop words based on the English dictionary before building all the n-grams. The classification was implemented using LR with least absolute shrinkage and selection operator (LASSO; ie, BoN-LR).

Feature Engineering

We used the protocol built by Cruz et al [21] to define acute LBP episodes in the clinical notes. In particular, we used all the concepts described in that guideline, preprocessed them with the same algorithm used for the clinical notes, and built a set of 5154 distinct n-grams (with n=1, ..., 5), which we refer to as FeatEng. We then represented each clinical note as a bag of FeatEng (ie, we counted the occurrences of only these n-grams in the text), normalized with TF-IDF weights, and classified them using LR with LASSO (ie, FeatEng-LR).
Deep Learning

We implemented an end-to-end deep neural network architecture based on convolutional neural networks that takes as input the full note and outputs its probability of being related to acute LBP (ie, ConvNet in the experiments). The first layer of the architecture maps the words to dense vector representations (ie, embeddings), which attempt to contextualize the semantic meaning of each word by creating a metric space where vectors of semantically similar words are close to each other. We applied word2vec with the skip-gram algorithm to the parsed notes [56] to initialize the embedding of each word in the vocabulary. Word2vec is commonly used with EHRs to learn embeddings of medical concepts from structured data and clinical notes [46,57-59].

The embeddings were then fed to a convolutional neural network inspired by the model described by Kim [60] and Liu et al [42]. This architecture concatenates representations of the text at different levels of abstraction by essentially choosing the most relevant n-grams at each level. Here, we first applied a set of parallel 1 dimensional (1D) convolutions on the input sequence with kernel sizes ranging from 1 to 5, thus simulating n-grams with n=1,...,5. The outputs of each of these convolutions were then max-pooled over the whole sequence and concatenated to a $5 \times d$ dimensional vector, where d is the number of 1D convolutional filters. This representation was then fed to sequences of fully connected layers, which learn the interactions between the text features, and finally to a sigmoid layer that outputs the prediction probability.

The n-grams that are most relevant to the prediction, in this architecture, are those that activate the neurons in the max-pooling layer. Therefore, we used the log-odds that the n-gram contributes to the sigmoid decision function [42] as an indication of how much each n-gram influences the decision.

Evaluation Design

We evaluated all the architectures using a 10-fold cross-validation experiment, with every note appearing in the test set only once. In each training set, we used a random 90/10 split to train and validate all the model configurations. As baseline, we also report the results obtained by considering as acute LBP all the notes associated with the Low back pain M54.5 ICD-10 code (ie, ICD-10 in the results).

Training Annotations

We considered 2 different sets of annotations as gold standards to train the supervised models. In the first experiment, we used the manually curated annotations provided with the dataset from previous work [21], whereas in the second experiment, we trained the models using the ICD-10 codes associated with each note encounter. Both experiments were evaluated using manual annotations. The rationale was to compare the feasibility of identifying acute LBP events when manual annotations are and are not available. We trained the classifier to output acute LBP versus other because the goal of the project was to identify clinical notes with acute LBP events rather than discriminate different facets of LBP events (eg, chronic LBP vs acute LBP).

Metrics

For all experiments, we report area under the receiver operating characteristic curve (AUC-ROC); precision, recall, and F score; and area under the precision-recall curve (AUC-PRC) [61]. The ROC curve is a plot of true positive rate versus false positive rate found over the set of predictions. F score is the harmonic mean of classification precision and recall per annotation, where precision is the number of correct positive results divided by the number of all positive results, and recall is the number of correct positive results divided by the number of positive results that should have been returned. The PRC is a plot of precision and recall for different thresholds. The areas under the ROC and PR curves are computed by integrating the corresponding curves.

Model Hyperparameters

The model hyperparameters were empirically tuned using the validation sets to optimize the results with both training annotations. In the topic modeling method, we inferred topics using the whole training set of documents and 200 topics (derived using perplexity analysis). Although seemingly more intuitive, using only the notes associated with the M54.5 Low back pain ICD-10 code actually produced worse results. For each fold, the most relevant topics associated with acute LBP were manually reviewed and used to annotate the notes. In the deep learning architecture, we used embeddings with size 300 and full-length notes. We trained word2vec just on the clinical note dataset to initialize embeddings. Preinitializing the embeddings with a general-purpose corpus did not lead to any improvement. Each convolutional neural network had 200 filters and used a rectified linear unit (ReLU) activation function. We added 2 fully connected layers of size 600 following the convolutional neural networks with ReLU activations and batch normalization. Dropout values across the layers were all set to 0.5. The architecture was trained using cross-entropy loss with the Adam optimizer for 5 epochs and batch size 32 (learning rate=0.001). The classification thresholds for precision, recall, and F score were found by ranging the value from 0.1 to 1, with 0.1 increments, and retaining, for each model, the value leading to the best results on the validation set.

Results

Table 1 and Figure 2 show the average results of the 10-fold cross-validation experiment for all the models considered. The best results were obtained by convolutional neural network-based architecture (ConvNet) when trained with the manual annotations. Although this is not entirely surprising given the success of deep learning for NLP when high-quality annotations and a large amount of data (ie, on the order of millions of training examples) are available, this was not certain in this domain where the training dataset was much smaller. As expected, the results obtained by the baseline and by training the models using the ICD-10 codes were not as good, confirming that the M54.5 ICD-10 code is not a sufficient indicator of acute LBP. TopicModel leads to similar performance but provides a more intuitive and potentially effective way for exploring the collection, extracting meaningful patterns that are related to acute LBP episodes. The most relevant topics included words...
defining acute LBP (eg, acute, low, back, pain, lbp, spasm, lifting, sciatica) and also included several medications that are usually prescribed to treat inflammation and pain (eg, Cyclobenzaprine, Flexeril, and Advil). Although this approach might not be robust enough for clinical application, a refined and manually curated version of TopicModel promises to allow an efficient prefiltering of clinical reports that can speed up the manual work required to annotate them. On the contrary, but as expected, WordSearch performed poorly as the condition is mentioned in too many different ways across the text, and simple keywords were not sufficient.

Table 1. The classification results in identifying clinical notes with acute low back pain (LBP) episodes averaged over the 10-fold cross-validation experiment. We compared different supervised and unsupervised strategies: keyword search (WordSearch), topic modeling (TopicModel), logistic regression with bag of n-grams (BoN-LR) and manual features (FeatEng-LR), and deep learning (ConvNet). The supervised models (ie, BoN-LR, FeatEng-LR, and ConvNet) were trained using manual annotations or M54.5 International Classification of Diseases, 10th revision (ICD-10) codes. The ICD-10 baseline simply considered as acute LBP all the notes associated with the generic M54.5 Low back pain ICD-10 code.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F score</th>
<th>Area under the precision-recall curve</th>
<th>Area under the receiver operating characteristic curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.32</td>
<td>0.68</td>
<td>0.41</td>
<td>0.81</td>
<td>0.42</td>
</tr>
<tr>
<td>Unsupervised methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WordSearch</td>
<td>0.71</td>
<td>0.03</td>
<td>0.06</td>
<td>0.52</td>
<td>0.40</td>
</tr>
<tr>
<td>TopicModel</td>
<td>0.44</td>
<td>0.58</td>
<td>0.50</td>
<td>0.92</td>
<td>0.46</td>
</tr>
<tr>
<td>Trained with the M54.5 ICD-10 code</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BoN-LR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.50</td>
<td>0.70</td>
<td>0.59</td>
<td>0.83</td>
<td>0.42</td>
</tr>
<tr>
<td>FeatEng-LR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.47</td>
<td>0.59</td>
<td>0.52</td>
<td>0.88</td>
<td>0.41</td>
</tr>
<tr>
<td>ConvNet&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.55</td>
<td>0.68</td>
<td>0.61</td>
<td>0.89</td>
<td>0.46</td>
</tr>
<tr>
<td>Trained with manual annotations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BoN-LR</td>
<td>0.53</td>
<td>0.64</td>
<td>0.58</td>
<td>0.93</td>
<td>0.56</td>
</tr>
<tr>
<td>FeatEng-LR</td>
<td>0.58</td>
<td>0.66</td>
<td>0.62</td>
<td>0.93</td>
<td>0.58</td>
</tr>
<tr>
<td>ConvNet</td>
<td>0.65</td>
<td>0.73</td>
<td>0.70</td>
<td>0.98</td>
<td>0.72</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-10: International Classification of Diseases, 10th revision codes.
<sup>b</sup>BoN-LR: logistic regression with bag of n-grams.
<sup>c</sup>FeatEng-LR: logistic regression with feature engineering.
<sup>d</sup>ConvNet: convolutional neural network-based architecture.
Figure 2. Receiver operating characteristic and precision-recall curves obtained when using as training data for BoN-LR, FeatEng-LR and ConvNet the manual annotations (a) and the M54.5 ICD-10 codes (b). ConvNet trained using the manual annotations obtained the best results. In the absence of manual annotations to use for training, TopicModel worked better than methods trained using ICD-10 codes, which proved not to be a good indicator to identify acuity in low back pain episodes. BoN-LR: logistic regression with bag of n-grams; ConvNet: convolutional neural network-based architecture; FeatEng-LR: logistic regression with feature engineering; ICD-10: international classification of diseases, 10th revision; PR: precision-recall; ROC: receiver operating characteristic.

Figure 3 shows the classification results in terms of AUC-ROC and AUC-PRC when randomly subsampling the acute LBP manual annotations in the training set. We found that ConvNet always outperforms the other methods based on LR as well as TopicModel. In addition, we notice that using just 240 out of 800 (30.0%) manual annotations in the training set already leads to better results than using ICD-10 codes as training labels. This is a particularly interesting insight as it shows that only minimal manual work is required to achieve good classifications; these can then be further improved by adding automatically annotated notes to the model (after manual verification) and retraining.
Figure 3. Area under the receiver operating characteristic and precision-recall curves obtained when training the supervised models using random subsamples of the manual annotations. TopicModel is reported as reference baseline. ConvNet obtained satisfactory results when trained using less manually annotated documents, showing robustness and scalability to the gold standard. AUC-PRC: area under the precision-recall curve; AUC-ROC: area under the receiver operating characteristic curve; BoN-LR: logistic regression with bag of n-grams; ConvNet: convolutional neural network-based architecture; FeatEng-LR: logistic regression with feature engineering.

Figure 4 highlights the distributions of the classification scores (predicted probability of the label *acute LBP*) derived by several supervised models (trained with manual annotations) and TopicModel. ConvNet shows a clear separation between acute LBP notes and the rest of the dataset. In particular, all acute LBP notes had scores greater than 0.2, with 81.6% (727/891) of them having scores greater than 0.5. On the contrary, only 347 controls had scores greater than 0.5, meaning that only a few notes were highly likely to be misclassified. Similarly, TopicModel had no controls with scores greater than 0.7, and all acute LBP notes had scores greater than 0.2.
Figure 4. Representation of the probability distribution of the scores obtained by BoN-LR, FeatEng-LR, ConvNet, and TopicModel. ConvNet led to a good separation between acute low back pain clinical notes and all the other documents. In other cases, such separation is not as clear, explaining the worse classification results obtained by those models. BoN-LR: logistic regression with bag of n-grams; ConvNet: convolutional neural network-based architecture; FeatEng-LR: logistic regression with feature engineering.

Finally, Table 2 summarizes some of the n-grams driving the acute LBP predictions obtained by ConvNet (trained with manual annotations) across the experiments. Although some of these are obvious and refer to the disease itself (eg, “acute lbp”), others refer to medications (eg, “prescribed muscle relaxant” and “flexeril”) and recommendations (eg, “rtw full duty quick”). Given their clinical meaning and relevance, all these patterns can be further analyzed and reviewed to potentially drive the development of guidelines for, for example, treatment and RTW options.
Table 2. Examples of n-grams that were relevant in identifying acute low back pain notes when using convolutional neural network-based architecture trained with manual annotations. The n-grams’ relevance was determined by analyzing the neurons of the convolutional neural networks activating the max-pooling layers and their log-odds to contribute to the final output. Log-odds were filtered per notes and then averaged over all the notes and evaluation folds.

<table>
<thead>
<tr>
<th>Type</th>
<th>Acute LBP-related predictive n-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>• Muscle spasm lower back • Acute LBP flare • Been having acute back pain • Acute midline LBP • Sports acute bilateral LBP • Acute low back pain • Acute LBP</td>
</tr>
<tr>
<td>Related conditions</td>
<td>• Gait abnormality • Showed significant disk herniation • Intermittent sciatica • Spinal stenosis</td>
</tr>
<tr>
<td>Medications</td>
<td>• Back pain flare prescribed flexeril • Cyclobenzaprine • Flexeril • Naproxen for acute low back • Prescribed muscle relaxant</td>
</tr>
<tr>
<td>Recommendations</td>
<td>• Back brace for back pain • Obtain lumbar spine MRI (^b) • Recommendation RTW (^c) visit • RTW full duty quick</td>
</tr>
</tbody>
</table>

\(^a\)LBP: low back pain.  
\(^b\)MRI: magnetic resonance imaging.  
\(^c\)RTW: return-to-work.

**Discussion**

**Principal Findings**

In this work, we evaluated the use of several machine learning approaches to identify acute LBP episodes in free-text clinical notes to better personalize the treatment and management of this condition in primary care. The experimental results showed that it is possible to extract acute LBP episodes with promising precision, especially when at least some manually curated annotations are available. In this scenario, ConvNet, a deep learning architecture based on convolutional neural networks, significantly outperformed other shallow techniques based on BoN and LR, opening the possibility to boost performances using more complex architectures from current research in the NLP community. The implemented deep architecture also provides an easy mechanism to explain the predictions, leading to informed decision support based on model transparency [62,63] and the identification of meaningful patterns that can drive clinical decision making. If no annotations are available, experiments showed that the use of topic modeling is preferred to training a classifier using only the M54.5 ICD-10 codes (ie, *Low back pain*) associated with the clinical note encounter, which proved to be a poor indicator to discriminate LBP episodes. In addition, the topics identified can serve as an intuitive tool to inform guidelines and recommendations, to prefilter the documents, and to reduce the manual work required to annotate the notes. The proposed framework is inherently domain agnostic and does not require any manual supervision to identify relevant features from the free text. Therefore, it can be leveraged in other musculoskeletal condition domains where acuity is not expressed in the ICD-10 diagnostic codes, such as knee, elbow, and shoulder pain.

**Potential Applications**

Medical care decisions are often based on heuristics and manually derived rule-based models constructed on previous knowledge and expertise [64]. Cognitive biases and personality traits, such as aversion to risk or ambiguity, overconfidence, and the anchoring effect, may lead to diagnostic inaccuracies and medical errors, resulting in mismanagement or inadequate utilization of resources [65]. In the LBP domain, this may lead to delays in finding the right therapy and assisting patients in the return to normal activities, increased risk of transitioning the condition from acute to chronic, discomfort for patients, and increased economic burdens on clinical facilities to adequately treat and manage this patient population. Deriving data-driven guidelines for treatment recommendations can help in reducing these cognitive biases and personality traits, leading to more consistent and accurate decisions. In this scenario, the proposed frameworks integrate seamlessly with the RTW tool proposed by Cruz et al [21] by including acuity-relevant information in the clinical notes and addressing 1 of the limitations of that study (ie, recommending the RTW tool at the point of care by accurately identifying the condition as acute LBP). Similarly, an understanding of the patterns driving the
predictions can lead to the development of new and improved treatment strategies for various types of injuries, which can be presented to the clinicians at the time of patient encounter to help them with better management of the condition. Although physicians will continue to have autonomy in determining optimal care pathways for their patients, the recommendations provided by the supporting framework will be useful to systematize and support their activities within the realm of the busy clinical practice. Posterior analysis of the clinical notes to infer acute LBP episodes can also help in assigning the proper diagnostic and billing codes for the encounter. In a foreseeable future scenario where, clinical observations are automatically transcribed via voice and EHRs are processed in real time, an automated tool that identifies acuity information could also improve the accuracy of diagnosis and billing in real time, with no need to wait for posterior evaluations.

Limitations
This work evaluated the feasibility of using machine learning to identify acute LBP episodes in clinical notes. Therefore, we compared different types of models (shallow vs deep) and learning frameworks (unsupervised vs supervised) to identify the best directions for implementation and deployment in real clinical settings. Although several of the architectures evaluated in this work obtained promising results, more sophisticated models are likely to improve these performances, especially in the deep learning domain. For example, algorithms based on attention models [66], Bidirectional Encoder Representations from Transformers [67], or XLNet [68] have shown encouraging results on similar NLP tasks and are likely to obtain better results in this domain as well. In this work, we only focused on processing clinical notes; however, embedding structured EHR data, especially medications, imaging studies, and/or laboratory tests, into the method should improve the results.

The dataset of clinical notes used in this study originated from a geographically diverse set of primary care clinics serving the New York City population across the city’s metro area over a limited period (ie, 2016 to 2018). Providers were enrolled and randomized into the study on a rolling basis, with the number of encounters for LBP varying for each individual provider, based on his/her own practice. The majority of the PCPs were assistant professors serving on the front lines. No specialists were included in the initial study, as the pilot project was only geared toward the PCPs. Consequently, the results of this study might not be applicable to specialty care practice.

Future Work
The classification of LBP episodes as acute or chronic at the point of care level within primary care practice is imperative for an RTW tool to be effectively used to render evidence-based guidelines. At this time, we plan to classify a large set of notes, derive patterns related to acute LBP, and extend the tool proposed by Cruz et al [21] according to them. We further plan to identify cases where the RTW tool can be easily deployed based on EHR integration in the clinical domain. We will also begin to address some of the methodological limitations of this study to optimize performance and evaluate its generalizability outside primary care. Finally, we aim to evaluate the feasibility of this type of approach for other musculoskeletal conditions, in particular, shoulder and knee pain.

Conclusions
This study demonstrates the feasibility of using machine learning to automatically identify acute LBP episodes from clinical reports using only unstructured free-text data. In particular, manually annotating a set of notes to use as a gold standard can lead to effective results, especially when using deep learning. Topic modeling can help in speeding up the annotation process, initiating an iterative process where initial predictions are validated and then used to refine and optimize the model. This approach provides a generalizable framework for learning to differentiate disease acuity in primary care, which can more accurately and specifically guide the diagnosis and treatment of LBP. It also provides a clear path toward improving the accuracy of coding and billing of clinical encounters for LBP.
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Abstract

Background: Increasing life expectancy and reducing birth rates indicate that the world population is becoming older, with many challenges related to quality of life for old and fragile people, as well as their informal caregivers. In the last few years, novel information and communication technology techniques generally known as the Internet of Things (IoT) have been developed, and they are centered around the provision of computation and communication capabilities to objects. The IoT may provide older people with devices that enable their functional independence in daily life by either extending their own capacity or facilitating the efforts of their caregivers. LoRa is a proprietary wireless transmission protocol optimized for long-range, low-power, low-data-rate applications. LoRaWAN is an open stack built upon LoRa.

Objective: This paper describes an infrastructure designed and experimentally developed to support IoT deployment in a health care setup, and the management of patients with Alzheimer’s disease and dementia has been chosen for a proof-of-concept study. The peculiarity of the proposed approach is that it is based on the LoRaWAN protocol stack, which exploits unlicensed frequencies and allows for the use of very low-power radio devices, making it a rational choice for IoT communication.

Methods: A complete LoRaWAN-based infrastructure was designed, with features partly decided in agreement with caregivers, including outdoor patient tracking to control wandering; fall recognition; and capability of collecting data for further clinical studies. Further features suggested by caregivers were night motion surveillance and indoor tracking for large residential structures. Implementation involved a prototype node with tracking and fall recognition capabilities, a middle layer based on an existing network server, and a Web application for overall management of patients and caregivers. Tests were performed to investigate indoor and outdoor capabilities in a real-world setting and study the applicability of LoRaWAN in health and social care scenarios.

Results: Three experiments were carried out. One aimed to test the technical functionality of the infrastructure, another assessed indoor features, and the last assessed outdoor features. The only critical issue was fall recognition, because a slip was not always easy to recognize.

Conclusions: The project allowed the identification of some advantages and restrictions of the LoRaWAN technology when applied to the health and social care sectors. Free installation allows the development of services that reach ranges comparable to those available with cellular telephony, but without running costs like telephony fees. However, there are technological limitations, which restrict the scenarios in which LoRaWAN is applicable, although there is room for many applications. We believe that setting up low-weight infrastructure and carefully determining whether applications can be concretely implemented within LoRaWAN limits might help in optimizing community care activities while not adding much burden and cost in information technology management.

(JMIR Med Inform 2020;8(2):e14583) doi:10.2196/14583
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Introduction

The Scenario
Increasing life expectancy and reducing birth rates indicate that the world population is becoming older, with many challenges related to quality of life and well-being for old and fragile people, as well as their informal caregivers, particularly when functional independence decreases and there is a need to provide care on a daily basis. One of the conditions associated with most of the assistance burden is dementia.

In Italy, about 1.2 million people present with some form of dementia, and of these, about half are diagnosed with Alzheimer disease [1]. Patients may experience different levels of cognitive impairment. In the initial stages, they often are free to move around; however, they may not always be able to find their way. In fact, getting lost behavior is present in about 40% of patients with Alzheimer disease [2].

In previous years, Global Positioning System (GPS)–based technologies have been used to develop systems to support patients with Alzheimer disease and dementia in the stages of moderate impairment [3,4] by allowing caregivers to track them. Smartphones can be used for this approach; however, battery capacity and coverage have been reported as issues [3]. Systems have also been developed to work inside buildings [5]. Data collected from tracking systems appear useful to evaluate the evolution of the disease (eg, measure life space [6] and evaluate gait and balance [7]). Furthermore, recent systems allow tracking of people and, in principle, may provide guidance and support to moderately impaired patients [8].

In the last few years, novel information and communication technology techniques generally known as the Internet of Things (IoT) have been developed, and they are centered around the provision of computation and communication capabilities to objects, including those of common usage in daily life. By referring to the above-mentioned scenario, the IoT may provide older people with IoT objects that enable their functional independence in daily living by either extending their own capacity or facilitating the efforts of their caregivers while preserving and increasing, if possible, their functional independence in activities of daily living.

This aim could be achieved through an integrated infrastructure of smart objects with sensors, actuators, and intelligence that populate the homes of older community-dwelling individuals for their own use or caregiver use. These smart objects may include activity/presence sensors, vital sign readers, domotic actuators, and position trackers and may be based on different technologies like traditional sensors, as well as vision-based activity classifiers.

Internet of Things Requirements
The IoT is a paradigm used to describe “a variety of things or objects, such as radio-frequency identification tags, sensors, actuators, mobile phones, etc, which, through unique addressing schemes, are able to interact with each other and cooperate with their neighbors to reach common goals” [9]. This will be possible only when devices intercommunicate or at least communicate with some application able to receive and eventually send data.

For both data processing and communication, available resources might not always be sufficient, particularly regarding power and bandwidth. In fact, although some IoT objects can be connected to the electric grid as they are indoors and static, some others may be isolated and may require a battery. In this case, battery optimization and durability are strict requirements to guarantee long device backup. Consumption is dependent on processing power, sensors, and communication; thus, optimization needs to address these areas.

As the main aspect of this article is communication, we will focus on the communication infrastructure. In recent years, there has been rapid growth in proposals for low-power wide-area technologies. Although some very low consumption protocols already exist (Bluetooth Low Energy and ZigBee), their low consumption is achieved by substantially restricting the coverage of the transmitter. On the other hand, some IoT applications are deployed in wide areas, namely smart cities, fields, etc, where short range is not a viable option.

There are many technologies and standard proposals that address these needs, and the following three are prominent but different in their approaches:

- Sigfox: It is a network operator that manages a proprietary network based on unlicensed bands (eg, 868 MHz in Europe, 915 MHz in America, 433 MHz in Asia, and 915/923 MHz in Australia). It currently covers about 60 countries. There is no need for deployment and own infrastructure. However, if there is no coverage, it cannot be used. The business model is similar to that of cellular networks. There is a fee for using the network. Additionally, there are limits on message length and the daily number of messages sent. Moreover, the data rate is very limited (100 bits/s); however, this allows for a very long range (>40 km). As it uses free bands, quality of service is not guaranteed [10].
- LoRaWAN: It uses the same bands as Sigfox, but there is no central network operator; thus, there is no use fee [11]. Existing networks could be used or developers could create their own infrastructure. Although limits on data transfer are present, they are less strict than those in Sigfox, and the data rate varies depending on the spread factor (SF; 300 bits/s to 50 kilobits/s). The range is shorter than that of Sigfox (up to 20 km). Similar to Sigfox, quality of service is not guaranteed.
- NBloT: It is the IoT technology of cellular network operators, exploiting the same licensed bandwidth and infrastructure as phones, with a similar business model [12]. It allows for guaranteed quality of service at a cost. The message length and data rate are substantially higher than...
those of Sigfox and LoRaWAN. However, the node distance from the base station is less than 10 km.

Although all these technologies are made for the IoT, we selected LoRaWAN because of its ease of implementation, flexibility, and cost, as documented in a previous report [13], where a detailed comparison from many points of view can be found.

**LoRa and LoRaWAN**

LoRa is a proprietary wireless transmission protocol that is optimized for long-range, low-power, low-data-rate applications and is developed by Semtech (Camarillo, California) [14]. LoRa uses a proprietary spread spectrum modulation derived from chirp spread spectrum technology [15]. This allows LoRa to increase sensitivity by selecting the amount of spread used according to the radio parameter SF, in the range of 7 to 12. With an increase in sensitivity, the data rate decreases but longer distances can be reached. In addition, forward error correction is implemented, and this further improves robustness against noise. With an allocated bandwidth of 125 kHz, the data rate ranges from 250 to 5470 bits/s, corresponding to a minimum received signal strength indicator (RSSI) of −135.5 to −122.5 and a maximum payload size per packet of 59–230 bytes. This makes it clear that LoRaWAN is not made for transferring large amounts of data.

The frequency range in which LoRa operates has limits that often depend on national regulations, but these are typically aimed at limiting frequency occupation both in terms of transmission time and power. This is because being an unlicensed band, there is no restricted access, unlike in cellular telephony. For example, in Europe, the maximum transmission power is 14 dBi and the maximum duty cycle is between 1% and 10% depending on the specific frequency. National or international regulations specify other limits within unlicensed bands that will not be dealt with in this paper.

In a country where it is mandatory to respect the duty cycle limit, using a low data rate limits the number of packets that can be sent. Power consumption also depends on transmission time, so it is typically advised to select the highest data rate at which transmission succeeds. It should be noted that a LoRa receiver is able to discriminate parallel transmissions at different SFs, thus allowing better exploitation of the band.

LoRaWAN is an open stack built upon LoRa, which defines the communication protocol and system architecture for the network [11]. LoRaWAN takes into account different aspects and sends extra downlink packets to implement the adaptive data rate. For example, an 8-byte payload needs to be added to the 13-byte LoRaWAN header, resulting in a total of 21 bytes.

LoRaWAN defines data rates as specific configurations of SF and bandwidth on a regional basis and depending on the band. The bands are defined in terms of region and central frequency in MHz of the unlicensed spectrum. For example, EU868 refers to the European Region and frequencies ranging from 867.1 MHz to 869.525 MHz. In the European Region, the above-mentioned 21-byte packet will need from 28 ms (at SF7) to 1482 ms (at SF12) of airtime for transmission.

The typical architecture of LoRaWAN implementation is based on the following components:

- **Node**: It is a physical device, possibly with sensors, which can send and eventually receive packets to and from one or more gateways. In fact, nodes are not tied to a single gateway.
- **One or more gateways**: It principally receives LoRaWAN packets from nodes and forwards them through the Internet to a network server in a standardized format. It should be noted that nodes are not associated with a specific gateway, and their packets can be received by any gateway in the network.
- **Network server**: It receives packets from gateways, recognizes duplicate packets, requests nodes to change their data rate, decides to which application packets are directed, may perform some transformation of the payload, and finally sends packets to the selected application.
- **One or more applications running on application servers** that receive data from the network server.

*Figure 1* shows the interaction among these components.
Figure 1. Interactions among LoRaWAN components.

As low power consumption is an important requirement, LoRaWAN nodes can be of three types, with functionality constraints that influence the power needed, as follows:

- **Class A**: Nodes mostly send packets and are able to receive only just after having sent a packet in two receive windows defined by the LoRaWAN standard (i.e., 1 s and 2 s after delivery).
- **Class B**: Nodes may receive data in further slots of time defined and communicated by the network server through the gateway.
- **Class C**: Nodes are constantly listening for packets.

The most used nodes are Class A, because they represent the typical sensors sending data to an application, with no or limited need for receiving data.

The reported applications of LoRaWAN include agriculture [16], smart cities [17], environmental monitoring [18], and asset tracking and monitoring [19], and in general, it can be used for any form of remote monitoring.

Regarding the health domain, only few previous reports can be found, and most are from conference proceedings. Catherwood et al have described a portable diagnostic reader for urinary tract infection diagnosis that has been connected by means of LoRa [20]. Buyukakkaslar et al have investigated LoRaWAN as a possible electronic health technology but without addressing a specific scenario [21]. Peta‘ja’ja’rvl et al have framed their performance analysis in a scenario involving a person moving inside a confined and relatively small area both outdoors and indoors [22]. Mdhaffar et al. have performed a similar evaluation but in a larger geographical area [23]. The latter two papers provide useful insights for our experimentation.

**Objectives**

This paper describes a LoRaWAN-based infrastructure designed and experimentally developed to support IoT deployment in a health care setup, for which the management of patients with Alzheimer disease and dementia has been chosen as the experimentation field. The designed infrastructure covers all aspects, from physical devices to the application layer, partly exploiting existing technology and developing new modules. With the specific field of dementia management in mind, we developed a wearable device that is able to cover useful functions like localization and fall detection and a Web application for management, patient association, caregiver assignment, etc. The overall system is designed to be easily administered by both specialized and nonspecialized personnel, such as retirement home and hospital employees and patient relatives.

In the below sections, we will provide details on the technologies adopted in this project.

**Methods**

**Project Aims**

The above-mentioned infrastructure has been adopted in an industrial research project funded by the European Regional Development Program and Regional Operational Program framework through the Regional Government of Friuli-Venezia Giulia. The project entitled “Localization platform for people with cognitive disorders and dementia (PollicIoT)” had the following three main aims: (1) develop a complete system for outdoor patient localization from the hardware to the management platform; (2) ensure that the system can recognize and notify falls; and (3) ensure that the system has the potential for further clinical studies regarding the relationship between motion features and disease stage.
The project partners included an IoT system integrator (Cimtech, Reana del Rojale, Italy; coordinator), a hardware developer (MIPOT SpA, Cormons, Italy), the Medical Informatics & Telemedicine Lab at the University of Udine (responsible for platform design and data analysis), and a social care public company acting as a reference user group (ASP Moro, Codroipo, Italy).

During the project, the following further requirements were suggested by caregivers: (4) provide surveillance for patients subjected to night wandering and (5) provide indoor localization when patients are hosted in large structures.

Although each project aim is not novel by itself and has been implemented in some other system, in this case, the novelty lies in the communication infrastructure used to integrate all approaches.

The design process always involved all technical partners and needed the final users every time. The following sections provide details on the developed components.

The Node

The device given to patients was designed around a LoRaWAN chip previously developed by one of the project partners (MIPOT SpA). The node includes a GPS and an accelerometer with a barometric altimeter, and it was enriched with flash memory and a Bluetooth transceiver to fulfill the requirements (3) and (5), respectively.

Among the specific requirements for the node, small size and low weight were crucial, because it had to be worn by patients without disturbance. The final size is about 45×87×14 mm and weight is 55 g, and it includes a lithium polymer battery that could theoretically provide up to 1 week of use. Another specific requirement was to have the external surface as simple and anonymous as possible, avoiding buttons if possible. Thus, the node is black and smooth, with no light-emitting diodes and no switches. Its status can be recognized only through the platform, and it starts and remains on when charged. The prototype is charged through universal serial bus.

Figure 2 shows the node prototype. According to the LoRaWAN specifications for moving nodes, the node was set to send packets at a fixed SF of 12, which is the slowest setting, but it provides extended range. This value could be reconsidered depending on the range of the patient. For the experiment, the device was given to patients after agreement with their relatives, and it was worn by means of an armband specifically prepared by the retirement home personnel.

To follow-up on a specific request of the users (requirement 4: night surveillance), towards the end of the project, we implemented a motion detector node, where the LoRaWAN transceiver is installed with an infrared sensor. This node can be placed in the rooms of patients who are known to wander at night, and it seamlessly integrates with the already available infrastructure.

The Internet of Things Infrastructure

Two gateways were installed for the project. One was placed at the coordinator site for the first functionality test and further roaming tests, and another was placed at the retirement home of the final users.

Regarding the network server, different platforms are already available on the market, and they almost always provide a free tier with some limitations and paid versions with more features or performance. The choice was The Things Network [24], which is a recent yet very active project based on an open source core that, in principle, could be directly used, although it does not have a graphical interface. Initial tests were conducted on the community edition, which is free but has a fair access policy that restricts the time-on-air per device and the number of downlink messages. The final implementation was flawlessly moved to the commercial cloud version.

The platform facilitates the integration of applications by providing a way to decode the binary payload sent by nodes to an application-specific JSON format, which is sent directly to a user-specified URL identifying the application server where the application is running.

The Application

The user interface of the PollicIoT system involves a Web platform. The core of the system receives JSON messages from
the IoT platform, and based on the messages, it localizes the associated patients on a map, sends alarms, etc.

The following features have been implemented:

- **Two-level geofencing**: Alerts are sent whenever a patient exits one or more safety zones. These zones can be directly drawn on a map inside the platform and can be at the level of the structure hosting the patient (thus valid for every tracked patient) or specific for a single patient (e.g., his/her relative’s home and surroundings).
- **Multichannel alerts**: Alerts about geofencing, falls, battery exhaustion, etc., can be received on the Web platform, as well as through short message service messages and Telegram. The latter functionality has been implemented by means of a Telegram bot.
- **Flexible structure management**: The system may host one or more organizations, each of which may independently define one or more structures, corresponding to buildings, services, etc. Caregivers belong to a structure, and this allows direction of alerts to the most appropriate caregivers.

*Figures 3 and 4 show screenshots of two sections of the Web application.*

---

**Figure 3.** Screenshot of the geofence editor.
Results

Technical Functionality

Three experiments were carried out. The first experiment was related to the evaluation of the technical functionality of the device and the infrastructure. For verification, two authors of this paper used the prototype device for more than a month, freely moving around, including travelling by car, although there is a report on the speed limit under which LoRaWAN is known to function at its best [25]. This allowed demonstration of the robustness of the involved systems and measurement of the maximum distance that could be reached from the gateways (up to 30.5 km in our experiment).

Thereafter, two experiments were aimed at evaluating the following two main application scenarios for patients still living at home: inside a community structure and in the town around the structure.

Figure 4. Screenshots of the surveillance map and patient status list.
Residential Care Scenario

The former scenario involved a small number of patients who carried the wearable device inside a retirement home and nurses who accessed the Web platform for checking positions and alarms, with most movements made within the building. The experiment highlighted that when the device is far from a window, the GPS is not able to provide a position. This was foreseen, and the developed hardware was already designed to have Bluetooth-based localization for the indoors, although the necessary infrastructure was not developed because it was outside of the project.

The fall recognition component was based on the free fall library made available by the company producing the accelerometer chip (STMicroelectronics, Geneva, Switzerland). Although the library can be customized by means of two thresholds (acceleration and altitude before and after the event), it does not appear to adequately capture the kinds of falls elderly people experience, including sliding from chairs, wheelchairs, and beds. In fact, two physiotherapists simulated typical falls while wearing the device, and the fall recognition module was not able to provide reliable alerts. Even the publicly available fall dataset [26] had data recorded during simulated falls among young people; thus, it might be difficult to use the data to develop a reliable elderly fall recognition algorithm. As the collection of true data about elderly falls is extremely difficult, the development of a new fall recognition module has been postponed.

Home Care Scenario

In the latter scenario, seven social workers carried around the wearable device to map the coverage of the gateway in their work area. This allowed the finding that nodes can communicate in a radius of up to 12 km around the gateway, which was considered sufficient to cover most of the patients in need. The radius obtained does not represent the maximum distance reachable by the nodes, because it is limited by the work area of the social workers, but the finding suggests the feasibility of using LoRaWAN in a typical setting. The map of points has not been included to maintain the privacy of the individuals involved.

Figure 5 shows the RSSI and signal-to-noise ratio (SNR), which are measures of signal intensity and quality, plotted according to the distance from the gateway and obtained from 3149 points collected during social worker trips. The plotted points were selected from a total of 3165 points, excluding those that were received by the other gateway in the network.

Discussion

This project allowed the identification of some advantages and restrictions of the LoRaWAN technology when applied to the health and social care sectors.

Free installation allows the development of services that reach ranges comparable to those available with cellular telephony, but without the need for managing and paying for...
Some of the functionalities described above, particularly collection of vital signs, could be implemented through Bluetooth-enabled devices that use LoRaWAN nodes as a bridge to the network, thus extending their original reach. However, to ensure full functionality of the described IoT solution, a survey of the transmission of nodes located indoors should be carried out, because the environment (wall size and composition, radiofrequency noise, etc) has a strong influence on radio transmission. This can be recognized by the findings presented in a report [22] for the indoors and another report [23] for the outdoors involving relatively large areas.

The indoor scenario had partial results, because indoor positioning via Bluetooth was not implemented, and this together with elderly fall recognition will be part of future work. LoRa, in principle, allows positioning by triangulation according to timestamps, with sufficient granularity for positioning precision in the order of meters.

Among the limits of the technology, two are crucial. First, with LoRaWAN, there is no assurance of real-time delivery of packets. In the case of conflicts during transmission, the packet might not be delivered in the first attempt, and it might or might not be resent depending on whether it is sent as “confirmed.” However, as confirmation is expensive in terms of network functioning, confirmed packets should be reduced to the minimum needed. Second, there is duty cycle constraint, which differs depending on country, but ranges between 0.1% and 10% maximum bandwidth occupation. Another limitation is the size of the packets, which is restricted like the bandwidth. All these limitations concur to set the following possible boundaries for LoRaWAN application in the health and social care areas:

- LoRaWAN cannot be used for emergency services, where true real-time communication is needed. This has been recognized in a previous report [20].
- LoRaWAN cannot be used to send large datasets, including images and full biosignal sets.
- LoRaWAN cannot be used when information needs to be sent at high frequencies, which in turn, depends on the distance. Nodes close to the gateway may send data at SF7, with a maximum frequency in the order of some seconds, whereas nodes far from the gateway have to send data at SF12, with a maximum frequency in the order of at least a couple of minutes.

These limits, excluding possibly the first one, can be overcome with smart nodes that embed intelligence to reduce transmission and packet dimension to the minimum needed for a specific application. For example, in our implementation of geofencing, the verification of patient position against the geofence is made at the server level; however, it could be performed inside the node, sending GPS positions only when outside the geofence, which would limit the number of packets sent. Another example is related to biosignals. They could be summarized by some indicator that is sent to the network application, and this could be eventually performed only when abnormal.

However, there are a number of use cases in which these limitations do not occur, including occasional alerts (falls, unforeseen movements, tracking during wandering, pressing communication buttons, etc [events that do not occur frequently]) and daily or generally timed collection of basic vital sign statistics like pressure, heartbeat, and activity, where transmission can be controlled and managed.

It should be noted that limitations are always present in best-effort wireless protocols, including Wi-Fi, because the band resource is shared. However, the potential of LoRaWAN for handling collisions and the capability of receiving signals at different SFs on the same frequency makes it relatively robust regarding issues, particularly with an increase in the number of available gateways. As prices are decreasing, extra gateways can easily be used to extend both the reach and reliability of communication. A fair number of cities and towns, particularly in Europe, are already covered by LoRaWAN public gateways as part of The Things Network [28], and there are other approaches available on other networks that do not disclose coverage maps. This infrastructure enables quick setup of feasibility studies, which can eventually be moved to private networks if needed.

Another crucial topic for health and social applications is security. Aras et al described a number of potential security attacks that were possible on v1.0 compliant LoRaWAN networks [29], and these are partly similar for all wireless technologies (ie, jamming techniques), partly linked to bad implementation practices (ie, no frame counter checks or use of activation by personalization), and partly related to physical tampering with the device. However, Butun et al carried out a similar analysis on version 1.1 of the LoRaWAN protocol and found that it addressed many of the security problems previously reported [30], although some new issues might have been introduced. Health and social care scenarios need to take into account these issues.

We believe that setting up low-weight infrastructure for the above-mentioned scenarios and carefully determining whether applications can be concretely implemented within LoRaWAN limits might help in optimizing community care activities while not adding much burden and cost in information technology management.
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Abstract

Background: Online health care consultation has become increasingly popular and is considered a potential solution to health care resource shortages and inefficient resource distribution. However, many online medical consultation platforms are struggling to attract and retain patients who are willing to pay, and health care providers on the platform have the additional challenge of standing out in a crowd of physicians who can provide comparable services.

Objective: This study used machine learning (ML) approaches to mine massive service data to (1) identify the important features that are associated with patient payment, as opposed to free trial–only appointments; (2) explore the relative importance of these features; and (3) understand how these features interact, linearly or nonlinearly, in relation to payment.

Methods: The dataset is from the largest China-based online medical consultation platform, which covers 1,582,564 consultation records between patient-physician pairs from 2009 to 2018. ML techniques (ie, hyperparameter tuning, model training, and validation) were applied with four classifiers—logistic regression, decision tree (DT), random forest, and gradient boost—to identify the most important features and their relative importance for predicting paid vs free-only appointments.

Results: After applying the ML feature selection procedures, we identified 11 key features on the platform, which are potentially useful to predict payment. For the binary ML classification task (paid vs free services), the 11 features as a whole system achieved very good prediction performance across all four classifiers. DT analysis further identified five distinct subgroups of patients delineated by five top-ranked features: previous offline connection, total dialog, physician response rate, patient privacy concern, and social return. These subgroups interact with the physician differently, resulting in different payment outcomes.

Conclusions: The results show that, compared with features related to physician reputation, service-related features, such as service delivery quality (eg, consultation dialog intensity and physician response rate), patient source (eg, online vs offline returning patients), and patient involvement (eg, provide social returns and reveal previous treatment), appear to contribute more to the patient’s payment decision. Promoting multiple timely responses in patient-provider interactions is essential to encourage payment.
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Introduction

Background

Online health care solutions are increasingly popular [1-3], with reports that they are preferred by more than 70% of patients [4]. This study focuses on multisided online medical consultation platforms where various health care providers from different hospitals and medical institutes provide remote medical consultation services to patients. This type of digital health care service is experiencing significant growth and research attention [5]. These platforms offer many benefits, such as reduced medical costs, improved medical service efficiency, more efficient health care resource distribution, and fewer health care resource shortages in remote areas [2,6-9].

Despite the popularity and potential benefits, some online medical consultation platforms are struggling to attract and retain patients who are willing to pay for these services, for example, patient dissatisfaction after an initial failed experience, fear that diagnoses are made with limited consideration of patients’ medical history, and concerns about privacy may impede patients’ use of online consultation [10,11]. In addition, online medical consultation usually follows the Pareto principle in that 80% of the services are provided by 20% of the physicians on the platform [1], suggesting that many health care service providers on the platform have the challenge of attracting patients and standing out in the crowd of physicians who can provide comparable services [6,12]. To entice patients to their platform and promote payment, many platforms employ a multilayered pricing strategy that allows the coexistence of free (ie, the free trials) and paid versions (ie, the premium) of services [13]. As a consequence, patients may be more willing to pay for the service, and physicians may be able to access a broader range of patients.

Several features associated with patient payment in online medication consultation platforms have been frequently examined by previous research. Physician reputation—both online and offline—is the most frequently examined physician characteristic [14]. As medical consultation is highly professional, physicians need to be credible or trustworthy to attract and retain paying patients. A physician’s affiliation, seniority, and location are usually used as proxies for reputation [8,9,15,16]. Patient evaluation, which is the feedback left on the platform by previous patients about the physician, is also frequently examined [2,6,17]. It is often displayed in the form of ratings, stars, reviews, and virtual gifts. This feedback is visible to other patients on the platform and may serve as signals of service quality, which impact patients’ willingness to pay. Although less frequently examined, patient-physician interaction may be an important feature as well. The frequency and depth of interaction on the platform (eg, the amount of service or the frequency of service) show the ability and willingness of a physician to provide high-quality service, which may influence patient payment [3,15,18,19].

Gaps and Objectives

This existing research is useful; however, these service and physician-related features are often examined in isolation and often using a linear regression approach. Thus, the understanding of how various features interact to generate impacts is currently lacking—although some features might be important enough to generate impacts on their own, others may only have impacts when combined with other features. To extend existing research, new approaches are needed, which take advantage of the massive data on these platforms and help uncover the complex dynamics between these various features and their interactions and payment. Thus, the objectives of this study were to determine (1) the important features of online medical consultation services that are associated with patient payment, as opposed to free trial–only appointments; (2) the relative importance of these features; and (3) how these features interact, linearly or nonlinearly, in relation with payment. We focus on mining feature importance because knowing the features (and their interactions), which influence payment, will help platforms and physicians identify high-value online medical consultations. Although many features may impact payment, we are particularly interested in those, which are publicly visible on the platform, such as characteristics of physicians and their interaction with patients and patient feedback, rather than nonvisible features, such as patients’ economic status and their general attitude toward technology. This is because publicly visible features contain information and signals that, through observational learning and social influence [20-23], may influence patient payment.

To this end, we examine a massive dataset from the largest China-based online medical consultation platform (1.5 million patient-physician consultation records) spanning 10 years. Predictive models are developed by employing classic machine learning (ML) procedures (ie, feature selection, hyperparameter tuning, model training, and validation) with logistic regression (LR), simple decision tree (DT), random forest (RF), and gradient boost (GB) classifiers. The importance ranking of these features is identified through regression coefficients, level of DT splits, and feature importance scores provided by RF and GB algorithms.

Methods

Empirical Setting and Dataset

Our empirical setting is a multisided online medical consultation platform based in China. It is one of the largest medical platforms, and more than half a million physicians from over 9400 hospitals have set up their profiles and provided consultation services on the platform. The platform follows a service model that allows the coexistence of free and paid consultation services (see Multimedia Appendix 1 for more details).

Our dataset includes 10 years of consultation records (approximately 2.3 million records from January 2009 to August 2018) between patient-physician pairs from three departments that have received the most visits (ie, pediatrics, gynecology, and dermatology, according to the platform report) across six geographic areas—three of the areas are those with the richest health care resources (Beijing municipality, Guangdong province, and Zhejiang province) and three are remote areas with the fewest health care resources (Shanxi province, Tibet province, and Qinghai province). Each record is a consultation
history that includes picture- and text-based dialogs and service purchase records between patient $i$ and physician $j$ (see Multimedia Appendix 1).

**Machine Learning Task and Initial Feature Selection**

Our focal outcomes are whether a consultation record includes payment and the relative importance of the features on the platform that can predict payment. Although a consultation record may include multiple times of payments, we do not consider payment intensity or types. Accordingly, the objective of our ML task is to solve a binary classification problem—classifying consultation records into free services only (labeled as *free*) or those including some type of financial payment (labeled as *paid*). The consultation with a *paid* label is our positive class in ML prediction.

The initial 18 features were identified by drawing on variables that have been examined in previous studies (see Table 1 for definition and coding of features) and were consistently visible on the platform. Features that are visible to platform users (eg, visitors, patients, and physicians) may influence payment, as they potentially allow patient learning and valuation to occur before the actual consumption of the consultation service. Although the importance of online physician reputation has been demonstrated in previous studies [19], physicians’ online rating was not included in this study. Owing to the changes in platform design, online reputation scores (eg, stars, ratings, and reviews) are not consistent over time. In addition, we observed that most physicians have very good ratings with little variation (mean 3.80, SD 0.34), which would have made this feature less useful as a predictor. This ceiling effect has been reported in the previous study using the same context [1,9]. However, features such as social returns and service intensity were included and can reflect physicians’ online reputation to some extent [9].
Table 1. Key predictive features and coding description.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician reputation related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital ranking(^a)</td>
<td>• [Ranking 1] Equals 1 if primary care hospital, 0 otherwise.</td>
<td>[2,3,9,14,19]</td>
</tr>
<tr>
<td></td>
<td>• [Ranking 2] Equals 1 if secondary care hospital, 0 otherwise.</td>
<td></td>
</tr>
<tr>
<td>Physician seniority</td>
<td>• [Title 1] Equals 1 if chief physician, 0 otherwise.</td>
<td>[2,3,9,14,19]</td>
</tr>
<tr>
<td></td>
<td>• [Title 2] Equals 1 if associate chief physician, 0 otherwise.</td>
<td></td>
</tr>
<tr>
<td>Hospital location</td>
<td>• [Loc] Equals 1 if health care resource–rich areas, 0 otherwise.</td>
<td>[9,15]</td>
</tr>
<tr>
<td>Physician tenure</td>
<td>• [Tenure] The number of months the physician has been registered on the platform.</td>
<td>[15,19]</td>
</tr>
<tr>
<td>Service intensity</td>
<td>• [Intensity] The average number of patients served per month during the physician’s tenure (=total patients served/tenure).</td>
<td>[7]</td>
</tr>
<tr>
<td><strong>Patient related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous formal examination</td>
<td>A function provided by the platform allowing patients to reveal their medical status:</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td></td>
<td>• Status 1: no formal health care examination before the consultation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Status 2: a formal health care examination before the consultation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Status 3: private (ie, detailed consultation information is not directly visible by other patients).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(coded into dummies)</td>
<td></td>
</tr>
<tr>
<td>Offline connection</td>
<td>• [Offline] A check-in function provided by the platform to indicate patients’ offline connection with the physicians. Equals 1 if the patient used the check-in function, 0 otherwise.</td>
<td>[16]</td>
</tr>
<tr>
<td><strong>Service delivery related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service duration</td>
<td>• [Duration] Number of days between the initial post and last post of patient i’s interaction with physician j.</td>
<td>N/A</td>
</tr>
<tr>
<td>Total dialog</td>
<td>• [TotalD] Total number of posts within patient i’s interaction with physician j.</td>
<td>[18]</td>
</tr>
<tr>
<td>Physician posts</td>
<td>• [PhysicianP] Number of posts initiated by physician j within patient i’s interaction with physician j.</td>
<td>[3]</td>
</tr>
<tr>
<td>Response rate</td>
<td>• [Response] The rate of response of a physician (=PhysicianP/TotalP).</td>
<td>N/A</td>
</tr>
<tr>
<td>Answer frequency</td>
<td>• [Answer_frq] The average number of answers (including notifications and reminders) by the physician per day during patient i’s interaction with physician j (=PhysicianP/Duration).</td>
<td>N/A</td>
</tr>
<tr>
<td>Social return</td>
<td>• [Social] A function provided by the platform to allow patients to send virtual gifts to the physician. Equals 1 if patient i gave any virtual gift to physician j at any time during patient i’s interaction with physician j.</td>
<td>[2,3,12,15,18,19]</td>
</tr>
<tr>
<td><strong>Patient involvement related</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient posts</td>
<td>• [PatientP] Number of posts initiated by patient i within that patient’s interaction with physician j.</td>
<td>[3]</td>
</tr>
<tr>
<td>Question frequency</td>
<td>• [Question_frq] The average number of posts by the patient per day during patient i’s interaction with physician j (=PatientP/Duration).</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Hospital ranking in China is a three-tier system (primary, secondary, and tertiary institutions) based on the hospital’s ability to provide medical care, education, and research; thus, physicians who have been able to secure a position at a primary care hospital are generally considered to be of higher reputation [24].
Data Cleaning and Analysis Pipeline

First, data were prepared by removing consultation records that did not fit the scope of the study (eg, consultation occurred before 2009 and after 2018 and samples with unqualified tags). We also excluded records with over 50% of missing values (N=84,582) and outliers using the 95% quantile as the threshold (N=674,767; see Multimedia Appendix 2 for a detailed description of data cleaning procedure).

In the second step, four data-driven feature selection techniques were applied to identify the right features to use in the ML classification (low variance filtering, high correlation filtering, backward feature selection, and forward feature selection) [25,26]. The objective of this procedure is to find the features that are highly correlated with the outcome but ideally uncorrelated with each other [27] so that the resulting features can build a relatively parsimonious model (see Multimedia Appendix 3 for a detailed description of feature selection procedure).

In step 3, the ML model was constructed through three nested procedures: hyperparameter optimization, model training, and validation (see Figure 1). Four common ML classifiers were purposefully chosen—LR, DT, RF, and GB—because they are mainstream ML techniques for classification problems [13] accessible by general data consumers through data analysis tools and platforms (eg, Python, R, SAS, and RapidMiner). LR was used in previous studies with small datasets [2], and the latter three are tree-based approaches with different resampling strategies and cost function optimization techniques (ie, boosting vs bagging and gradient descent algorithm). Depending on the ML classifier, different sets of hyperparameters need to be configured to ensure that the algorithm reaches its best classification performance (see Multimedia Appendix 2 for a detailed explanation of optimization and analysis procedures). We conducted our analysis on the KoNstanz Information MinEr platform.

The performances of the resulting ML models were compared in step 4. We used six evaluation metrics, which are commonly accepted in ML classification and can reflect different aspects of ML model performance (eg, correctly assign the paid services with a paid label vs the probability that an ML classifier will successfully classify a case in the right class) [28,29] (see Multimedia Appendix 2 for detailed explanation of our evaluation metrics).

We investigated research objectives 2 and 3 through step 5, which examines feature importance. The four classifiers that we used provide different feature importance indicators—the regression coefficients in LR, level of splits for DT, and feature importance indices for both GB and RF (see Multimedia Appendix 2, and the study by Friedman [30]).

For steps 3 to 5, there are some particularities of our data that may bias our results (eg, imbalanced data). Thus, we perform several additional tests to examine the robustness of the model. The results of these additional analyses indicate that our model is robust to sample distribution (eg, imbalances, classes, and outliers) and potential systematic differences (eg, geographic location and market changes), as indicated by only minor changes in the model performance measures (see Multimedia Appendix 4 for the results of these additional analyses).
Results

Feature Selection Results and Descriptive Statistics

After data cleaning, 1,582,564 qualified records remained for further analysis. Among these records, 1,089,662 (68.85%) were free trial-only, whereas 492,902 (31.15%) involved at least one premium payment. After performing four feature selection techniques (step 2, see Multimedia Appendix 3), we retained the ones that are selected by forward, backward, low variance filtering, and high correlation filtering approaches. In response to our first research objective regarding which features of online medical consultation services are associated with patient payment, our feature selection analysis suggested 11 key features (see Table 2)—the seven eliminated features were thus considered as less useful because of either high correlation with the included features (ie, redundant features) or low variance explained (ie, low explanatory power).
### Table 2. Summary statistics of features.

<table>
<thead>
<tr>
<th>Service feature</th>
<th>All, mean (SD)</th>
<th>Free-only, mean (SD)</th>
<th>Paid, mean (SD)</th>
<th>All (minimum, maximum)</th>
<th>Free-only (minimum, maximum)</th>
<th>Paid (minimum, maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician reputation related</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital ranking</td>
<td>0.02 (0.15)</td>
<td>0.02 (0.16)</td>
<td>0.01 (0.12)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td>Physician title</td>
<td>0.46 (0.5)</td>
<td>0.43 (0.5)</td>
<td>0.53 (0.5)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td><strong>Patient related</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PriorExam</td>
<td>0.19 (0.39)</td>
<td>0.06 (0.24)</td>
<td>0.47 (0.5)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td>Private</td>
<td>0.08 (0.27)</td>
<td>0.07 (0.25)</td>
<td>0.1 (0.3)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td>Offline connection</td>
<td>0.71 (0.45)</td>
<td>0.87 (0.33)</td>
<td>0.36 (0.48)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td><strong>Service delivery related</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total dialog</td>
<td>7.44 (6.38)</td>
<td>6.27 (5.03)</td>
<td>10.04 (8.06)</td>
<td>1, 35</td>
<td>1, 31</td>
<td>1, 35</td>
</tr>
<tr>
<td>Response rate</td>
<td>0.19 (0.16)</td>
<td>0.18 (0.16)</td>
<td>0.2 (0.17)</td>
<td>0, 0.875</td>
<td>0, 0.75</td>
<td>0, 0.875</td>
</tr>
<tr>
<td>Answer frequency</td>
<td>0.22 (0.33)</td>
<td>0.24 (0.35)</td>
<td>0.18 (0.29)</td>
<td>0, 1.25</td>
<td>0, 1</td>
<td>0, 1.25</td>
</tr>
<tr>
<td>Social return</td>
<td>0.18 (0.38)</td>
<td>0.18 (0.38)</td>
<td>0.18 (0.29)</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
</tr>
<tr>
<td><strong>Patient involvement related</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient posts</td>
<td>5.79 (5.10)</td>
<td>5.05 (4.38)</td>
<td>7.43 (6.10)</td>
<td>1, 28</td>
<td>1, 28</td>
<td>1, 28</td>
</tr>
<tr>
<td>Question frequency</td>
<td>1.11 (1.2)</td>
<td>1.2 (1.24)</td>
<td>0.92 (1.07)</td>
<td>0, 5.5</td>
<td>0, 5.5</td>
<td>0, 5.5</td>
</tr>
</tbody>
</table>

*aMean differences between free and paid services are all significant (P<.001), except for social return (P=.025).

### Machine Learning Model Performance and Feature Importance Ranking

Next, the overall model performance was examined (step 4; see Table 3). As we have an imbalanced dataset (ie, the ratio between paid and free-only services is around 1:2), area under the receiver operating characteristic curve (AUC), F measure, and balanced accuracy are less biased and more informative than other measures. GB exhibited the best overall performance (balanced accuracy=0.973, F measure=0.97, and AUC=1). However, all classifiers performed well, indicating that our predictive model with 11 selected features exhibits significant classification performance. Explanation of each measure is presented in Multimedia Appendix 2.

In investigating our research objective on the relative importance of the 11 features, the four ML classifiers yielded relatively consistent results in the top-ranked and low-ranked features, whereas the ones in the middle were less consistent (Table 4). Offline connection, response rate, social return, total dialog, diagnoses from a prior examination, and private status consistently ranked high, whereas physician title, question frequency, and the second-tier hospital ranking were consistently ranked low.

### Table 3. Machine learning model performance evaluation.

<table>
<thead>
<tr>
<th>Model performance measurement</th>
<th>Logistic regression</th>
<th>Decision tree</th>
<th>Gradient boost</th>
<th>Random forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>0.851</td>
<td>0.949</td>
<td>0.952</td>
<td>0.908</td>
</tr>
<tr>
<td>Precision</td>
<td>0.896</td>
<td>0.989</td>
<td>0.988</td>
<td>0.984</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.956</td>
<td>0.995</td>
<td>0.995</td>
<td>0.993</td>
</tr>
<tr>
<td>F measure</td>
<td>0.873</td>
<td>0.969</td>
<td>0.970</td>
<td>0.944</td>
</tr>
<tr>
<td>Balanced accuracy</td>
<td>0.903</td>
<td>0.972</td>
<td>0.973</td>
<td>0.951</td>
</tr>
<tr>
<td>Area under the receiver operating characteristic curve</td>
<td>1.000</td>
<td>0.988</td>
<td>1.000</td>
<td>0.988</td>
</tr>
</tbody>
</table>
Table 4. Key features listed in descending order of importance.

<table>
<thead>
<tr>
<th>Service feature</th>
<th>Logistic regression (coefficient(^a))</th>
<th>Decision tree (level of splits)</th>
<th>Gradient boost (importance, %)</th>
<th>Random forest (importance, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Response rate (~13.89)</td>
<td>Offline connection (1)</td>
<td>Offline connection (30)</td>
<td>Offline connection (24)</td>
<td></td>
</tr>
<tr>
<td>2 Offline connection (~4.99)</td>
<td>Social return (2)</td>
<td>Total dialog (30)</td>
<td>PriorExam (20)</td>
<td></td>
</tr>
<tr>
<td>3 Social return (~3.11)</td>
<td>Total dialog (2)</td>
<td>Response rate (25)</td>
<td>Total dialog (18)</td>
<td></td>
</tr>
<tr>
<td>4 Patient posts (~2.63)</td>
<td>Private (3)</td>
<td>Social return (8)</td>
<td>Response rate (17)</td>
<td></td>
</tr>
<tr>
<td>5 Total dialog (2.47)</td>
<td>Response rate (3)</td>
<td>Private (6)</td>
<td>Patient post (9)</td>
<td></td>
</tr>
<tr>
<td>6 PriorExam (1.70)</td>
<td>PriorExam (4)</td>
<td>Patient posts (1)</td>
<td>Social return (7)</td>
<td></td>
</tr>
<tr>
<td>7 Private (~0.99)</td>
<td>Answer_frq (4)</td>
<td>PriorExam (0)</td>
<td>Private (2)</td>
<td></td>
</tr>
<tr>
<td>8 Ranking 2 (~0.305)</td>
<td>Patient posts (6)</td>
<td>Answer_frq (0)</td>
<td>Answer_frq (2)</td>
<td></td>
</tr>
<tr>
<td>9 Answer_frq (~0.14)</td>
<td>Question_frq (6)</td>
<td>Question_frq (0)</td>
<td>Question_frq (1)</td>
<td></td>
</tr>
<tr>
<td>10 Question_frq (~0.13)</td>
<td>Ranking 2 (8)</td>
<td>Title1 (0)</td>
<td>Title1 (0)</td>
<td></td>
</tr>
<tr>
<td>11 Title1 (~0.089)</td>
<td>Title 1 (9)</td>
<td>Ranking 2 (0)</td>
<td>Ranking 2 (0)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)For logistic regression, a regularization procedure (see Multimedia Appendix 2) is applied, so large weight coefficients are penalized for avoiding overfitting. All coefficients are significant (\(P<0.001\)).

Interpreting Key Patient Subcategories Based on Feature Configurations

To address the third research objective, we examined how these features interact in relation to patient payments. A tree structure was used because it explicitly displays the feature hierarchies and classification outcomes at each tree split. Five key feature configurations emerged, which describe five subgroups of patients who interact with physicians differently, yielding different payment outcomes. By applying the learned tree structure on the full dataset, these subgroups covered 85.2% of the total population, using a combination of only four key features (ie, offline, total dialog, response rate, and social return). Note that the DT algorithm has the capability to fully classify the whole population (in our case, at 10 layers), but the configurations become complex and practically less useful. Thus, we used the subgroups up to the third layer (see Figure 2 and Table 5).

Figure 2. Decision tree for identifying patient subgroups with the full dataset.

![Decision tree for identifying patient subgroups with the full dataset.](image-url)
Table 5. Decision tree–based configuration of feature contributions.

<table>
<thead>
<tr>
<th>Top feature configurations&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Number of cases in the node, n</th>
<th>Dominant outcome</th>
<th>Percentage of dominant cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subgroup 1:</strong> These configurations suggest a simple type of follow-up service resulting from previous offline diagnoses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline AND low total dialog (≤11.5)</td>
<td>850,338</td>
<td>Free</td>
<td>819,363 (96.36)</td>
</tr>
<tr>
<td>Offline AND low total dialog (≤11.5) AND low response rate (≤0.35)</td>
<td>743,165</td>
<td>Free</td>
<td>735,571 (98.98)</td>
</tr>
<tr>
<td><strong>Subgroup 2:</strong> This configuration suggests a complex service extension from the previous offline diagnoses, which requires intensive patient-provider interaction.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline AND high total dialog (≤11.5) AND high response rate (&gt;0.25)</td>
<td>99,355</td>
<td>Paid</td>
<td>99,355 (100)</td>
</tr>
<tr>
<td><strong>Subgroup 3:</strong> These configurations suggest the patient has no offline connection with the physician but is paying a premium for the online consultation rather than using a social return to show gratitude.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonoffline AND no social return</td>
<td>335,047</td>
<td>Paid</td>
<td>281,247 (83.94)</td>
</tr>
<tr>
<td>Nonoffline AND no social return AND nonprivate</td>
<td>248,294</td>
<td>Paid</td>
<td>242,265 (97.57)</td>
</tr>
<tr>
<td><strong>Subgroup 4:</strong> This configuration suggests the patient has no offline connection with the physician, has a less intensive online consultation experience, and offers a social return as compensation instead of payment.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonoffline AND social return AND low total dialog (≤10.5)</td>
<td>80,804</td>
<td>Free</td>
<td>73,839 (91.38)</td>
</tr>
<tr>
<td><strong>Subgroup 5:</strong> This configuration suggests the patient has no offline connection with the physician and engages in an intensive online interaction, providing both payment and a social return as compensation.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonoffline AND social return AND high total dialog (&gt;10.5)</td>
<td>36,152</td>
<td>Paid</td>
<td>25,899 (71.64)</td>
</tr>
</tbody>
</table>

<sup>a</sup>For each tree split, if no dominant outcome emerges (ie, free cases <80% or paid cases <70% at the focal split), we do not consider it as an important subgroup because additional service features are required to better classify these cases.

We can observe that patients who have previous offline consultations with the physician are less likely to pay. It is possible that these patients tend to take free opportunities to clarify simple unsolved issues after their offline visits, as indicated by increasing the proportion of free services in the presence of low total dialog and low response rates from the physicians (subgroup 1). However, if complex issues emerge, these patients may still prefer to return to the offline health care channel rather than pay for the premium online service.

A second type of returning patients (subgroup 2) may have complex issues and decide to stay online and pay. This represents a complex service extension: these returning patients may have complex issues that require highly interactive patient-physician communication. Thus, these returning patients frequently communicate with the physicians (probably because of the complexity of the issue) and receive frequent responses, which, in turn, are associated with a high probability of payment.

For online patients who have no prior connection with the physician, those who do not provide social returns (eg, thank you letters and virtual gifts) seem more likely to pay (subgroup 3). There may be a psychological compensation effect [31] where giving virtual gifts substitutes for the actual payment and balances the sense of guilt after receiving free services. However, in cases where the service between patients and physicians with no offline connection is highly interactive (ie, large amount of dialog), patients provide both virtual gifts and premium payment to show their appreciation (subgroup 4 vs subgroup 5).

The high-level presence of private in one of the tree branches deserves more attention. Privacy represents a function provided by the platform, which allows patients to set their dialogs as private, so they cannot be viewed by other people. From previous studies, we know that one of the major reasons that patients do not use online health care services is privacy concerns [32,33]. Patients who use this function may have a higher privacy concern than those who do not use it. As online medical consultation requires patients to reveal sensitive health-related information, patients who allow this information to be publicly displayed probably have lower privacy concerns and may be more likely to be more engaged in the online consultation and subsequent diagnosis. Owing to this heightened engagement, they may be more likely to pay after the initial free interactions (subgroup 3).

In summary, the source of patients (offline returning or online directly) seems to be a key differentiator for payment, which may be because of the different motivations and service requirements inherent in these two types of patients. Patient-physician interaction representing service delivery quality is another key differentiator (eg, total dialogs, response rate, and patient posts), which also indicates the importance of patient involvement and physician’s timely response during the consultation. Privacy setting and social return, two features pertaining to the platform functionality, play important roles as well.
Discussion

Principal Findings

In this study, we focused on online medical consultation, a type of emerging digital health care service that has received much attention in recent years. Our objective was to understand the features of online medical consultation services that contribute to payment so that the platform can identify high-value services and take actions to better manage service providers and their offerings. As an initial study using ML approaches to identify key features and to make predictions, we did not aim to incrementally improve prediction accuracy by engineering the features or developing new algorithms. Rather, our goal was to develop a predictive model that has both sufficient explanatory power and practical interpretability so that it can be used by medical consultation platforms and service providers.

The high performance across the ML algorithms demonstrates that our 11-feature model is a useful predictive tool (research objective 1). In terms of feature importance (research objectives 2 and 3), our results show that although physician reputation is important, service delivery quality and patient involvement appear to contribute more to the payment. We further identified five patient subgroups based on DT feature configurations. The configurations show how features related to patient characteristics, platform functionalities, and patient-provider interaction are combined to result in different payment outcomes. These configurations highlight the offline connection and responsive service delivery as key differentiators for payment vs free trial–only services.

Limitations

First, decisions made during the feature selection procedure may cause bias in the subsequent analysis. Although the results of this study achieved satisfactory overall performance, a different set of features that are comparable with the current ones can be used to cross-validate our model.

Second, although the platform provides various long- and short-term service options, to ensure consistency in data cleaning and interpretability of results, we only included short-term services based on the service tags available. However, future research should examine long-term service subscription, as patients’ decision-making criteria can be very different than for short-term service subscription.

Third, considering problems with data quality and limited variability, we did not include the platform’s online physician reputation ratings. However, future research could focus on physicians whose ratings do vary over time to observe how noticeable changes in ratings influence payment.

Fourth, our analysis was based on the Chinese context. Considering the cultural differences and health care regulations, our results may have limited generalizability to other contexts. However, the mechanisms and types of interactions that have been found are generic enough to be promoted and managed in different online medical consultation platforms and in different countries. Furthermore, the Chinese context itself is quite large and should be of interest on its own.

Comparison With Prior Work

Although the majority of features in our predictive model were examined in existing research on payment for online medication consultation, several new features specific to this type of platform and some surprising differences from existing research also emerged. Unexpectedly, physicians’ offline reputation, as indicated by the title and the affiliated hospital ranking, does not rank high in the ML algorithms and does not appear in the top three levels of the tree structure. These physician offline reputation features are frequently employed by previous studies in similar contexts [7,15]. Although our LR results exhibit significant coefficients for these offline reputation features, in the tree structure, they only play a role in combination with other features in the lower levels. It is likely that patients experience different stages of awareness and learning during the phases of physician selection, free service, and paid service [9,34]. Although physician reputation may increase patients’ initial service awareness and influence physician selection, it seems that service experience (ie, service quality and intensive involvement) is a more important payment differentiator. Thus, our results show that regression may not be the best method to detect the impacts of various predictors and may yield oversimplified interpretation—regression only shows a linear additive relationship and excludes collinearity, whereas in reality, complex interactions and multiple paths to payment may exist.

In contrast to previous results that show the positive influence of prior physician-patient social ties on payment [18], our results show that a prior offline relationship with the physician does not always seem to be a facilitating factor for online payment. Although one subgroup of offline patients with existing social ties with the physician exhibits interactive service experiences and makes online payments, another offline subgroup seems to only use free services for simple follow-ups without deepening the online portion of the relationship and thus avoiding payment. Thus, it may be difficult for patients to completely shift their health care practices and habits from the offline to the online setting.

Previous studies also highlight virtual gifts as a positive signal for payment [2,12]. However, our findings suggest that virtual gifts may be a double-edged sword. For patients who have no prior offline connections with the physician, allowing them to show gratitude with a virtual gift function may not be a good strategy, as this type of patient may substitute this virtual gift for payment. However, if the service is intensive, virtual gifts and payment will be additive rather than substitutive.

In line with previous literature on online service delivery, responsive service is a key antecedent of payment [35,36]. Encouraging patient engagement (eg, encouraging multiple timely interactions with the physician) may help promote payment. As each response to the physician counts as one free trial for the patients, reluctance to consult further may arise at the end of each conversation turn. Persuading patients to keep on responding in a timely manner should be beneficial for establishing long-term patient-physician collaboration and attracting payments.
Previous studies in similar contexts generally use a linear regression approach; however, we employ ML—with its ability to mine massive fine-grained behavior data [37]—to explore the associations and predictive power of various consultation service–related features. The various classifiers based on different ML philosophies for a binary classification problem provide complementary views of how the model can help us understand payment. The feature ranking and configuration results from four ML approaches indicate that these features are not generating linear impacts, a finding that was not evident in previous studies.

Conclusions
Online delivery of health care services is increasingly common and gives patients a new channel and expanded options for accessing health care services. However, many online medical consultation platforms are struggling to attract and retain patients who are willing to pay, and health care providers on the platform have the additional challenge of standing out in a crowd of physicians who can provide comparable services. This study explores the key features that contribute to patient payment in the online health care consultation market. By mining massive consultation data using ML approaches, our results show that features related to service delivery quality (eg, consultation dialog intensity and physician response rate), patient source (eg, online vs offline returning patients), and patient involvement (eg, provide social returns and reveal previous treatment) appear to contribute more to the patient’s payment decision than features related to physician reputation. We further identified five key feature configurations to help classify different interaction patterns between patients and physicians, which result in different payment outcomes.
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Abstract

Background: The Centers for Medicare and Medicaid Services (CMS) recently mandated that all hospitals publish their charge description masters (CDMs) online, in a machine-readable format, by January 1, 2019. In addition, CMS recommended that CDM data be made available in a manner that was consumer friendly and accessible to patients.

Objective: This study aimed to (1) examine all hospitals across the state of Pennsylvania to understand policy compliance and (2) use established metrics to measure accessibility and consumer friendliness of posted CDM data.

Methods: A cross-sectional analysis was conducted to quantify hospital website compliance with the recent CMS policies requiring hospitals to publish their CDM. Data were collected from all Pennsylvania hospital websites. Consumer friendliness was assessed based on searchability, number of website clicks to data, and supplemental educational materials accompanying CDMs such as videos or text.

Results: Most hospitals (189/234, 80.1%) were compliant, but significant variation in data presentation was observed. The mean number of website clicks to the CDM was 3.7 (SD 1.3; range: 1-8). A total of 23.1% of compliant hospitals provided no supplemental educational material with their CDM.

Conclusions: Although disclosure of charges has improved, the data may not be sufficient to meaningfully influence patient decision making.

(JMIR Med Inform 2020;8(2):e14436) doi:10.2196/14436
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Introduction

As of 2017, national health care expenditures in the United States rose to US $3.5 trillion, an increase of close to 4% compared with the previous year [1]. With a stated objective of empowering patients and reducing administrative burdens, the Centers for Medicare and Medicaid Services (CMS) mandated that all hospitals publish charge description master (CDM) data online [2,3]. A hospital CDM is a comprehensive list of a hospital’s charges to patients or health insurance companies for services rendered during a hospital stay. One rationale for the policy is that increased price transparency will encourage
patients to *shop around* for competitively priced health care services, much as they would for a new car [4-6].

Recent changes in Medicare’s payment policies under the inpatient prospective payment system (PPS) and the long-term care hospital PPS required that the CDM be made available in a machine-readable format by January 1, 2019 [2]. Only Veterans Affairs (VA) hospitals and hospitals reimbursed under state or local cost control systems are exempt from the requirements. Machine-readable format refers to documents that are digitally accessible and in file formats that are easily processed by computers (ie, comma separated value [CSV] or XML files). Notably, a “frequently asked questions” form published by CMS recommended that CDM data be published in a consumer-friendly, accessible manner, which is an important consideration given that the target consumers of the data are patients [7]. Given the inherent confusion surrounding CDMs—including their relationship to actual prices—even the savviest consumers are unlikely to know how to interpret them [8]. The purpose of this analysis was to assess hospital compliance with the CDM policy and determine accessibility and consumer friendliness of CDM data for all hospitals within the state of Pennsylvania.

**Methods**

**Study Design**

We examined the presentation of CDM data for all hospitals in the state of Pennsylvania. This state was chosen because of its relatively large number of hospitals and for its variation in rural versus urban health systems, facility types, and hospital tax status. All hospitals were identified using data from the Hospital and Healthsystem Association of Pennsylvania and were categorized as nonprofit, for profit, city, state, or federal based on tax status. In addition, hospitals were classified into the following facility types: general acute, general acute specialty, rehabilitation, psychiatric, VA, long-term acute care, drug/alcohol, maternity, and other specialty hospitals.

**Quantifying Compliance and Consumer Friendliness**

Each hospital website was accessed on January 7, 2019, and queried for online CDM publication in a machine-readable format, which was required for compliance with the policy. Hospitals that were noncompliant at initial analysis were reassessed 1 week later on January 14, 2019. Accessibility of the CDMs was determined based on the number of page clicks required to access the CDM from the hospital home page, an established method for assessing website usability and navigability [9,10]. Accessibility of CDMs was further assessed through utilization of hospital website’s search function, using keywords such as “chargemaster,” “charge master,” “charge description master,” “standard charges,” “charge,” and “price.” To measure consumer friendliness, we next determined if any supplemental information was provided by hospitals to help patients understand the provided materials such as descriptions as to what CDMs are, their utility, or how patients can interpret them in the context of price of care. Finally, all hospital home pages were evaluated based on their display of CDMs or other financial information for viewers and prospective patients. Descriptive statistics were calculated in Stata (StataCorp LLC, version IC 15.1).

**Results**

**Hospital Demographics**

A total of 249 hospitals were identified and included in the study (Figure 1). Most hospitals were nonprofit tax status (148/249, 59.4%), followed by for profit (86/249, 34.5%) and federal/city/state (15/249, 6.1%). The most common hospital type was found to be general acute care hospitals (156/249, 62.7%), followed by psychiatric (29/249, 11.6%), long-term acute care (22/249, 8.8%), rehabilitation (21/249, 8.4%), general acute specialty hospitals (10/249, 4.0%), VA (7/249, 2.8%), and other specialty hospitals (4/249, 1.6%).

**Hospital Compliance With Policy**

Most hospitals included CDMs in their website (189/249, 74.9% hospitals). Excluding VA hospitals and hospitals reimbursed under state or local cost control systems, which are excluded from the policy, compliance rose to 80.1% (189/ 234) hospitals.

A total of 20 hospitals were out of compliance with the mandated policy because they did not comply with the mandated formatting of CDM data. Moreover, 10 hospitals posted online databases, 1 posted online text, and 9 posted PDFs, none of which were in a machine-readable format as required.
Analyzing Accessibility and Consumer Friendliness

Among the 189 compliant hospitals, 116 posted billing, pricing, or other financial information (such as payment plans or hospital financial resources) on the hospital home page. Few hospitals included a direct hyperlink or information regarding CDM data and the recent mandate on their hospital website’s home page (21 out of the 189 facilities posting data). Although it was possible to access the CDM through link-clicking on most of the compliant websites, 21 hospitals required users to utilize the search function within the hospital website to obtain their CDM. In addition to the 21 hospitals who only permitted access to CDM data through the search function, an additional 126 hospitals enabled users to query searches within the hospital website to access published CDMs.

Mean number of clicks to CDM access was 3.7 (SD 1.3; range: 1-8 clicks; Figure 2). Hospital CDM data end points were predominantly linked and downloadable CSV or XML (files for Microsoft Excel) files (156 hospitals; Table 1).

Finally, we assessed the prevalence of supplemental financial information for users and prospective patients regarding CDMs, cost, charges, and any additional relevant information. Although most hospitals provided supplemental text information on the website for viewers (107/190, ie, 56.3% of compliant hospitals), a substantial proportion (23.1%) did not provide any information. Less commonly, hospitals included text and video information (21/249, 8.4%) or video only (2.1%). Interestingly, 7.9% of hospitals included disclaimers to users or required acknowledgment alluding to the insufficiency of CDMs for determining actual price of care within their text and other supplemental information.

![Figure 2. Distribution of hospital website charge description master access based on the number of clicks to download charge description master data. CDM: charge description master.](http://medinform.jmir.org/2020/2/e14436/)

Table 1. Hospital website charge description master end points.

<table>
<thead>
<tr>
<th>Website end point</th>
<th>Hospitals, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive online database</td>
<td>10 (5.3)</td>
</tr>
<tr>
<td>Downloadable comma separated value or XML file</td>
<td>169 (89.4)</td>
</tr>
<tr>
<td>Downloadable PDF</td>
<td>9 (4.8)</td>
</tr>
<tr>
<td>Online text</td>
<td>1 (0.5)</td>
</tr>
</tbody>
</table>

*Interactive online databases, PDFs, and online text are not technically compliant with the stated policy.

Discussion

Principal Findings

This is the first known study to quantify compliance with the new CMS CDM transparency requirement. Although 80.1% (189/234) of hospitals in Pennsylvania are compliant with the policy by posting CDM data at the time of our study, wide variation was observed in the degree of accessibility of the CDM and specific compliance with mandated formatting.

One-fifth of Pennsylvania hospitals were noncompliant with the policy, which is not unprecedented; in California, hospitals have been reluctant to comply with regulations mandating that hospitals provide uninsured patients with price estimates to promote health service price shopping [11]. Even with full compliance, however, there are reasons to question the value of the requirements in helping slow the growth of health care costs.

First, consumers of health care struggle to interpret nomenclature around health care financing such as understanding and differentiating between charge and price [12]. A charge is the...
dollar amount associated with a particular medical service before payer discount negotiation, whereas a price is the negotiated and contracted dollar amount for the payer. In Pennsylvania, many hospitals did not provide accompanying resources with CDM data to help the public understand these differences. Amendments to the policy that require such accompanying resources with CDM data may be helpful and informative to those patients who do access these data.

Second, when consumers are covered by health insurance plans, they are not responsible for negotiating prices of services rendered or bearing the full cost of care. This leads to the dilemma of moral hazard, wherein patients use more medical care than they would had they not been covered by insurance. In the context of health care, providers (ie, hospitals) may feel less obligated to be transparent regarding charges to consumers, realizing that most consumers never bear the full cost of care or the charge associated with CDM. Recent attempts at increasing price transparency to encourage “shopping” in health care have produced mixed results. Sinaiko and Rosenthal [13] studied an insured, nonelderly adult population’s use of a payer-developed payment estimator; they found considerable engagement with and utilization of the estimator, especially among those who were younger, with fewer comorbid conditions, and with relatively high health care system utilization rates. The authors concluded that tools to increase transparency of price in health care have the potential to meaningfully impact patient decision making and health care service utilization [13]. Other studies have failed to find significant changes in actual health care spending associated with implementation and availability of different transparency tools [14,15]. Americans attest to and support the utility of tools for assisting in health care price shopping, but few patients actually seek out health care price–related information in practice [16].

In contrast to consumers who are insulated from much of the costs, many individuals have high deductible health plans, which are consumer-driven in the sense that they bear a much more substantial cost burden when seeking care. This specific population may stand to benefit from published CDM data as a means of shopping for health care services. However, a considerable portion of this population may also be effectively incapable of paying almost any out-of-pocket costs. As a Federal Reserve study recently noted, 40% of Americans do not have the accessible assets to pay a US $400 emergency expense [17]. This underscores both how unpredictable bills can destabilize households and how precarity in household assets can destabilize theories that consumers will vigorously shop for health care services for based on price.

Finally, lack of accessibility and/or consumer friendliness may impede prospective patients from using the CDMs. For example, some CDM data could only be accessed through a focused query using the website’s search function, which patients may not know to use. Other hospitals placed links to the data within unrelated or unlabeled subsections of the website. Moreover, CDM data are generally written in medical jargon likely indecipherable by the general public, using incomprehensive acronyms or technical names of procedures and equipment. This is an important barrier to consider not only for those who have lower health care literacy but also for those who are less adept with computer- and internet-related technologies.

Future Directions and Limitations
Although the CMS policy is a step in the right direction for increased transparency, the consumer friendliness of these data and the direct implications on patients or their health insurance provider are unclear. One clear benefit of the charge data availability, however, is that researchers will be able to study the significant charge variability that exists between comparable health care facilities and hospitals. Future policies may consider additional steps toward true price transparency for both services rendered as well as pharmaceuticals and medical devices.

Limitations of this study include the single-state analysis; though as mentioned earlier, Pennsylvania was chosen because of its diversity in geography, demographics, and facility types. In addition, because of the cross-sectional study design, it is impossible to make any inferences about the causal relationship between the policy changes and observations about the accessibility of CDM data in Pennsylvania hospitals.

Conclusions
The majority of hospitals in Pennsylvania have complied with the CDM policy. However, there is considerable variation in the accessibility and consumer friendliness of the CDMs. Determining whether enhanced access to CDM data will alter consumer or institutional behavior remains an important priority for future health services research.
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Abstract

Background: Early detection or notification of adverse event (AE) occurrences during clinical trials is essential to ensure patient safety. Clinical trials take advantage of innovative strategies, clinical designs, and state-of-the-art technologies to evaluate efficacy and safety, however, early awareness of AE occurrences by investigators still needs to be systematically improved.

Objective: This study aimed to build a system to promptly inform investigators when clinical trial participants make unscheduled visits to the emergency room or other departments within the hospital.

Methods: We developed the Adverse Event Awareness System (AEAS), which promptly informs investigators and study coordinators of AE occurrences by automatically sending text messages when study participants make unscheduled visits to the emergency department or other clinics at our center. We established the AEAS in July 2015 in the clinical trial management system. We compared the AE reporting timeline data of 305 AE occurrences from 74 clinical trials between the preinitiative period (December 2014-June 2015) and the postinitiative period (July 2015-June 2016) in terms of three AE awareness performance indicators: onset to awareness, awareness to reporting, and onset to reporting.

Results: A total of 305 initial AE reports from 74 clinical trials were included. All three AE awareness performance indicators were significantly lower in the postinitiative period. Specifically, the onset-to-reporting times were significantly shorter in the postinitiative period (median 1 day [IQR 0-1], mean rank 140.04 [SD 75.35]) than in the preinitiative period (median 1 day [IQR 0-4], mean rank 173.82 [SD 91.07], P≤.001). In the phase subgroup analysis, the awareness-to-reporting and onset-to-reporting indicators of phase 1 studies were significantly lower in the postinitiative than in the preinitiative period (preinitiative: median 1 day, mean rank of awareness to reporting 47.94, vs postinitiative: median 0 days, mean rank of awareness to reporting 35.75, P=.01; and preinitiative: median 1 day, mean rank of onset to reporting 47.4, vs postinitiative: median 1 day, mean rank of onset to reporting 35.99, P=.03). The risk-level subgroup analysis found that the onset-to-reporting time for low- and high-risk studies significantly decreased postinitiative (preinitiative: median 4 days, mean rank of low-risk studies 18.73, vs postinitiative: median 1 day, mean rank of low-risk studies 11.76, P=.02; and preinitiative: median 1 day, mean rank of high-risk studies 117.36, vs postinitiative: median 1 day, mean rank of high-risk studies 97.27, P=.01). In particular, onset to reporting was reduced more in the low-risk trial than in the high-risk trial (low-risk: median 4-0 days, vs high-risk: median 1-1 day).

http://medinform.jmir.org/2020/2/e14379/
Conclusions: We demonstrated that a real-time automatic alert system can effectively improve safety reporting timelines. The improvements were prominent in phase 1 and in low- and high-risk clinical trials. These findings suggest that an information technology-driven automatic alert system effectively improves safety reporting timelines, which may enhance patient safety.

(JMIR Med Inform 2020;8(2):e14379) doi:10.2196/14379
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Introduction

In recent trends of drug development, proof of concept is rapidly achieved at a low cost, allowing successful projects to be promptly positioned for late-stage development [1,2]; thus, it is critical that investigators be notified of the early signs of a drug’s efficacy and safety in real time during clinical trials. The solutions to the challenges of postmarketing evaluation of drug safety require highly collaborative interactions among the US Food and Drug Administration, industry, and other health authorities, as well as the development of registries for spontaneous reporting and epidemiological statistical methodology to detect and interpret adverse event (AE) signals [3-6]. Although clinical trials have rigorous procedures for reporting AEs, few studies have investigated how to detect and report them [7-9].

For reporting, the Consolidated Standards of Reporting Trials (CONSORT) Group generated recommendations regarding the appropriate reporting of AEs [8,9]. With advances in information technology (IT), the reporting of safety and other clinical trial data is moving from paper-based to electronic formats. Typically, electronic reporting portals developed by the clinical trial sponsors and contract research organizations are used as centralized electronic repositories for ongoing clinical trial information to reduce time and cost associated with recordkeeping.

To ensure the safety of study participants, it is crucial to promptly manage AEs and serious adverse events (SAEs), especially during high-risk or early-phase clinical trials. AE management consists of detection, processing, and reporting. AEs in clinical trials are usually detected during scheduled visits or when participants inform investigators of unscheduled visits to the emergency department or clinic. Unscheduled visits are sometimes detected by coordinators during the review of patients’ electronic health records. Delayed awareness of AEs among study personnel may jeopardize patient safety, so the prompt detection of unscheduled visits is important during clinical trials. While many health care practitioners understand the importance of AE awareness and reporting in the clinical trial field, they face practical hurdles in systematically managing AEs.

To build a systematic AE management process that addresses issues from occurrence to awareness and reporting, IT support with clinical trial management systems (CTMSs) and electronic medical records (EMRs) can be useful. In July 2015, we established an alert system called the Adverse Event Awareness System (AEAS), which was derived from CTMSs and EMRs [10,11]. The AEAS promptly informs investigators when clinical trial participants make unscheduled visits to the emergency room or other departments within the hospital. Such notifications were designed to improve the timelines of AE reporting to stakeholders, such as sponsors, institutional review boards (IRBs), or regulatory bodies. This study investigated the effectiveness of the AEAS by analyzing and comparing the relevant AE reporting timelines before and after the establishment of the AEAS.

Methods

Study Setting

This study was conducted at Asan Medical Center (AMC), a tertiary hospital in Seoul, South Korea. AMC is the largest medical center in Korea, with approximately 2700 inpatient beds and 10,000 outpatient visits per day. AMC has been fully accredited by the Association for the Accreditation of Human Research Protection Program since 2013; the IRB at AMC has received accreditation from the Forum for Ethical Review Committees in the Asian and Western Pacific Region since 2006.

In the process of clinical trials, AMC follows the US Food and Drug Administration regulations, as well as the Korean Good Clinical Practice and International Conference on Harmonization guidelines for AE reporting, which stipulate that all SAEs must be immediately reported to the sponsor except for those that the protocol or Investigator’s Brochure identifies as not requiring immediate reporting [12,13]. Sponsors are also required to report fatal and life-threatening suspected unexpected serious reactions (SUSARs) to regulatory agencies within 7 days after the sponsor’s initial receipt of the information, while other SUSARs may be reported within 15 days.

To manage clinical trials, we implemented a site-specific CTMS in December 2014 [10]. A CTMS is a system for managing clinical trials and research data. The requirements of various organizations related to clinical trials were developed for 14 months and implemented for 12 months based on the Java-based Spring Framework 4.0 (Pivotal Software). The CTMS was developed as an all-in-one system that links hospital information systems, the electronic IRB, enterprise resource planning, and biomaterial management systems in the respective academic medical center. The AEAS was implemented in July 2015 as a submodule of the CTMS interfaced with the EMR to facilitate early awareness of AE occurrences by investigators and study coordinators. The detailed operation process is as follows: if a patient makes an unscheduled visit to the hospital, the EMR confirms that the patient is in a clinical trial; if the patient participates in a specific clinical trial, the patient’s information is sent to the CTMS through the application programming.
interface; the CTMS then sends a text notification to the principal investigator or clinical research coordinator regarding the patient’s emergency room visit or hospitalization.

**Selection of Clinical Trials**

From December 2014 to June 2016, 196 clinical trials were managed through the AMC CTMS. Among these trials, 93 had at least one AE report, with a total of 305 initial, 403 follow-up, and 179 finalized AE reports. In this study, we included 305 initial AE reports from 74 clinical trials to measure the improvement in AE awareness by the implementation of the AEAS. The follow-up or finalized reports were excluded from this study because they could not serve to verify the effectiveness of the AEAS in matters such as early recognition of AEs.

A total of 117 initial AEs were processed in the CTMS prior to the implementation of the AEAS—December 2014 to June 2015—and 188 initial AEs were processed postimplementation—July 2015 to June 2016 (see Figure 1). Overall, patient AE monitoring processes were the same in the pre- and postinitiative periods, but the AE awareness method was different: people-dependent versus system-supported. Of the 74 clinical trials that were evaluated, 41 were carried out during the preinitiative period and 53 during the postinitiative period, with 20 trials overlapping the two periods.

The following data were collected: the dates of initial AE onset when investigators became aware of a given AE and when the AE report was submitted. The intervals between each step were calculated, with AE onset defined as the time when patients made an unscheduled visit to the emergency room or clinics.

Figure 1. Initial adverse event (AE) reports before and after implementation of the Adverse Event Awareness System (AEAS). CTMS: clinical trial management system; EMR: electronic medical record.

**Statistical Analysis**

General characteristics were compared using chi-square tests. The numbers of days between AE reporting phases (ie, onset, awareness, and reporting) were presented as medians with IQRs and mean ranks with SDs among the periods before and after AEAS implementation. The Shapiro-Wilk normality test showed the time intervals between AE onset, awareness, and reporting to have nonnormal distributions. We, therefore, used the Wilcoxon rank-sum test for comparing the pre- and postinitiative periods. We also presented the effect size of a pre- and postcomparison with a Cohen $d$ test. According to US Food and Drug Administration guidelines, AEs are reported as being on business days [14-16]; likewise, we set the intervals using business days. We also performed subgroup analyses according to risk level and study phase. The risk level of each clinical trial was determined based on the classification by the ADApted MONitoring (ADAMON) project [17]. A higher risk level value means a subject has a higher than lower risk level. $P$ values lower than .05 were deemed statistically significant. All analyses were performed in R, version 3.5.3 (The R Foundation).

**Ethics Statement**

This study was approved by the IRB of AMC (IRB No. 2015-1368). The need for informed consent was waived by the ethics committee on the basis that this study utilized routinely collected medical data that were anonymously managed at all stages, including data cleaning and statistical analyses.

**Results**

**Basic Characteristics**

A total of 305 initial AE reports from 74 clinical trials were included in this study (see Table 1). Most initial AE reports
subjected to analysis occurred in sponsor-initiated trials (286/305, 93.8%) and multisite trials (273/305, 89.5%). Initial AE reports were more common in phase 3 trials, followed by phase 1 and 2 trials; approximately 70% of initial AE reports were from risk-level 3 trials (210/305, 68.9%). Most of the basic characteristics of the clinical trials were not significantly different between the pre- and postinitiative periods. The frequency of global trials was higher in the postinitiative period.

Table 1. Basic characteristics of initial adverse event (AE) reports from 74 clinical trials.

<table>
<thead>
<tr>
<th>Category</th>
<th>Total (N=305), n (%)</th>
<th>Preinitiative (N=117), n (%)</th>
<th>Postinitiative (N=188), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of clinical trial</strong></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Investigator-initiated trial</td>
<td>19 (6.2)</td>
<td>9 (7.6)</td>
<td>10 (5.3)</td>
<td></td>
</tr>
<tr>
<td>Sponsor-initiated trial</td>
<td>286 (93.8)</td>
<td>109 (92.4)</td>
<td>177 (94.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of sites involved</strong></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Multisite</td>
<td>273 (89.5)</td>
<td>110 (93.2)</td>
<td>163 (87.2)</td>
<td></td>
</tr>
<tr>
<td>Single site</td>
<td>32 (10.5)</td>
<td>7 (5.9)</td>
<td>25 (13.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Phase</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>1</td>
<td>78 (25.6)</td>
<td>24 (20.3)</td>
<td>54 (28.9)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>56 (18.4)</td>
<td>26 (22.0)</td>
<td>30 (16.0)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>117 (38.4)</td>
<td>33 (28.0)</td>
<td>84 (44.9)</td>
<td></td>
</tr>
<tr>
<td>4 and other</td>
<td>54 (17.7)</td>
<td>34 (28.8)</td>
<td>20 (10.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Scope of trial</strong></td>
<td></td>
<td></td>
<td></td>
<td>.009</td>
</tr>
<tr>
<td>Domestic</td>
<td>48 (15.7)</td>
<td>27 (22.9)</td>
<td>21 (11.2)</td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>257 (84.3)</td>
<td>90 (76.3)</td>
<td>167 (89.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Risk level</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>1</td>
<td>28 (9.2)</td>
<td>11 (9.3)</td>
<td>17 (9.1)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>67 (22.0)</td>
<td>20 (16.9)</td>
<td>47 (25.1)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>210 (68.9)</td>
<td>86 (72.9)</td>
<td>124 (66.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of clinical trials</strong></td>
<td>74 (24.3)</td>
<td>41 (34.7)</td>
<td>53 (28.3)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Chi-square test.

Adverse Event Awareness Performance

All three AE awareness performance indicators were significantly lower in the postinitiative phase (see Table 2 and Figure 2). However, due to the skewed distribution (see Figure 2), median values were 0 days in both the pre- and postinitiative phases. Statistical testing found the distributions to be significantly lower, and examination of the mean rank demonstrated that reporting times were lower and more consistent overall in the postinitiative phase. In particular, the onset to reporting showed a statistically significant difference (preinitiative: median 1 day, mean rank 173.82, vs postinitiative: median 1 day, mean rank 140.04, P<.001). The onset-to-awareness and awareness-to-reporting time also showed significant reductions between the pre- and postinitiative periods (preinitiative: median 0 days, mean rank 164.15, vs postinitiative: median 0 days, mean rank 146.06, P=.04; and preinitiative: median 1 day, mean rank 173.82, vs postinitiative: median 1 day, mean rank 140.04, P=.02, respectively).

Figure 2 shows the date difference between pre- and postinitiatives by three AE awareness indicators. For all three AE awareness indicators, the phenomenon of AE records taking more than 25 business days preinitiative disappeared postinitiative.
Table 2. Adverse event (AE) awareness efficiency, preinitiative and postinitiative.

<table>
<thead>
<tr>
<th>AE awareness performance indicator</th>
<th>Preinitiative (N=118 AEs)</th>
<th>Postinitiative (N=188 AEs)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Effect size&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Business days, median (IQR)</td>
<td>Mean rank (SD)</td>
<td>Business days, median (IQR)</td>
<td>Mean rank (SD)</td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0 (0-2) 164.15 (83.41)</td>
<td></td>
<td>0 (0-1) 146.06 (68.67)</td>
<td>.04 0.117</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-1) 165.45 (79.58)</td>
<td></td>
<td>0 (0-1) 145.25 (67.36)</td>
<td>.02 0.135</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>1 (0-4) 173.82 (91.07)</td>
<td></td>
<td>1 (0-1) 140.04 (75.35)</td>
<td>&lt;.001 0.197</td>
</tr>
</tbody>
</table>

<sup>a</sup>Wilcoxon rank-sum test.

<sup>b</sup>Effect sizes—0.1 (small effect), 0.3 (moderate effect), and 0.5 and above (large effect)—were calculated by dividing the absolute standardized test statistic $z$ by the square root of the number of pairs.

**Figure 2.** Date difference comparison between preinitiative (pre) and postinitiative (post) periods by adverse event (AE) awareness performance indicators.

**Adverse Event Awareness Performance by Phase and Risk**

The phase subgroup analysis showed that all AE awareness indicators were reduced from the preinitiative period (see Table 3). The awareness-to-reporting and onset-to-reporting indicators in phase 1 studies showed statistically significant differences in median values and mean rank pre- and postinitiative (preinitiative: median 1 day, mean rank 47.94, vs postinitiative: median 0 days, mean rank 35.75, $P=.01$; and preinitiative: median 1 day, mean rank 47.4, vs postinitiative: median 1 day, mean rank 35.99, $P=.03$, respectively). In phase 4, there was no statistically significant difference in the onset-to-reporting timeline, but the SD of postinitiative ranks was significantly smaller than that of preinitiative ranks (preinitiative: rank SD 16.41 vs postinitiative: rank SD 11.89). Phase 3 and 4 studies showed greater differences than did phase 1 and 2 studies in the pre- and postinitiative SD values of all AE awareness performance indicators.

In the risk-level subgroup analysis, decreases of all AE report timelines were observed between pre- and postinitiative periods (see Table 4). Onset to awareness and onset to reporting of low-risk trials (level 1) showed significant reductions in the median and mean rank (preinitiative: median 4 days, mean rank 18.91, vs postinitiative: median 0 days, mean rank 11.65, $P=.02$; and preinitiative: median 4 days, mean rank 18.73, vs postinitiative: median 1 day, mean rank 11.76, $P=.02$, respectively). In high-risk trials (level 3), the distributions of awareness to reporting and onset to reporting were significantly different pre- and postinitiative (preinitiative: median 0 days, mean rank 115.94, vs postinitiative: median 0 days, mean rank 98.26, $P=.02$; and preinitiative: median 1 day, mean rank 117.36, vs postinitiative: median 1 day, mean rank 97.27, $P=.01$, respectively).
Table 3. Adverse event (AE) awareness efficiency, preinitiative and postinitiative, by study phase.

<table>
<thead>
<tr>
<th>AE awareness performance indicator by phase</th>
<th>Preinitiative</th>
<th>Postinitiative</th>
<th>( P ) value (^a)</th>
<th>Effect size (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Business days, median (IQR)</td>
<td>Mean rank (SD)</td>
<td>Number of records</td>
<td>Business days, median (IQR)</td>
</tr>
<tr>
<td>Phase 1 (n=22 studies, n=78 AEs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0 (0-1)</td>
<td>42.04 (19.86)</td>
<td>24</td>
<td>0 (0-0.75)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>1 (0-1)</td>
<td>47.94 (20.61)</td>
<td></td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>1 (0.75-2.50)</td>
<td>47.4 (21.56)</td>
<td></td>
<td>1 (0-1)</td>
</tr>
<tr>
<td>Phase 2 (n=14 studies, n=56 AEs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0 (0-1.75)</td>
<td>28.67 (16.42)</td>
<td>26</td>
<td>0.5 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>1 (0-1.75)</td>
<td>31.19 (15.85)</td>
<td></td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>1.5 (0.25-4.75)</td>
<td>31.98 (17.07)</td>
<td>1 (0-2)</td>
<td>25.48 (14.38)</td>
</tr>
<tr>
<td>Phase 3 (n=29 studies, n=117 AEs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0 (0-1)</td>
<td>60.98 (31.18)</td>
<td>33</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-1)</td>
<td>61.12 (26.84)</td>
<td></td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>0 (0-1)</td>
<td>61.71 (34.64)</td>
<td></td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Phase 4 and other (n=9 studies, n=54 AEs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0.5 (0-3.75)</td>
<td>29.68 (15.20)</td>
<td>34</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-0)</td>
<td>27.72 (12.41)</td>
<td></td>
<td>0 (0-0.25)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>1 (0-6.75)</td>
<td>29.93 (16.41)</td>
<td></td>
<td>1 (0-1)</td>
</tr>
</tbody>
</table>

\(^a\)Wilcoxon rank-sum test.

\(^b\)Effect sizes—0.1 (small effect), 0.3 (moderate effect), and 0.5 and above (large effect)—were calculated by dividing the absolute standardized test statistic \( z \) by the square root of the number of pairs.
There have been several approaches to enhance the efficiency, completeness, and consistency of safety reporting through the use of Web-based electronic safety reporting modules [18,19]. However, such approaches do not detect patients’ unscheduled visits at the site level. To our knowledge, this is the first study to evaluate the effectiveness of the implementation of an IT-driven AE awareness system for clinical trials at the site level. Early safety signal awareness with the alert system may contribute to better patient protection after the occurrence of AEs. A recent study found that many SAE results registered in ClinicalTrials.gov were yet to be published or omitted from AEAS. Also, the variability in the amount of time between patient visits and investigator awareness was lower after the implementation. This suggests that the AEAS notifications are effective for improving the speed with which investigators or clinical research coordinators are informed, thereby allowing them to take prompt action against AE occurrences.

There have been several approaches to enhance the efficiency, completeness, and consistency of safety reporting through the use of Web-based electronic safety reporting modules [18,19]. However, such approaches do not detect patients’ unscheduled visits at the site level. To our knowledge, this is the first study to evaluate the effectiveness of the implementation of an IT-driven AE awareness system for clinical trials at the site level. Early safety signal awareness with the alert system may contribute to better patient protection after the occurrence of AEs. A recent study found that many SAE results registered in ClinicalTrials.gov were yet to be published or omitted from AEAS. Also, the variability in the amount of time between patient visits and investigator awareness was lower after the implementation. This suggests that the AEAS notifications are effective for improving the speed with which investigators or clinical research coordinators are informed, thereby allowing them to take prompt action against AE occurrences.

Discussion

Principal Findings

The most notable finding of this study is that the timeline from patients’ unscheduled visits (ie, onset), due to AE, to safety reporting was significantly reduced after the implementation of the AEAS. Also, the variability in the amount of time between patient visits and investigator awareness was lower after the implementation. This suggests that the AEAS notifications are effective for improving the speed with which investigators or clinical research coordinators are informed, thereby allowing them to take prompt action against AE occurrences.

Table 4. Adverse event (AE) awareness efficiency in preinitiative and postinitiative periods according to risk level.

<table>
<thead>
<tr>
<th>AE awareness performance indicator by risk level</th>
<th>Preinitiative</th>
<th>Postinitiative</th>
<th>P valuea</th>
<th>Effect sizeb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Business days, median (IQR)</td>
<td>Mean rank (SD)</td>
<td>Number of records</td>
<td>Business days, median (IQR)</td>
</tr>
<tr>
<td><strong>Level 1 (n=5 studies, n=28 AEs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>4 (0.5-22.0)</td>
<td>18.91 (8.09)</td>
<td>11</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-0)</td>
<td>14.23 (6.10)</td>
<td></td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>4 (1-23)</td>
<td>18.73 (8.35)</td>
<td></td>
<td>1 (0-1)</td>
</tr>
<tr>
<td><strong>Level 2 (n=17 studies, n=67 AEs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0.5 (0-6.25)</td>
<td>39.75 (20.31)</td>
<td>20</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-0)</td>
<td>33.73 (12.80)</td>
<td></td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>0.5 (0-6.25)</td>
<td>37.65 (21.93)</td>
<td></td>
<td>1 (0-1)</td>
</tr>
<tr>
<td><strong>Level 3 (n=52 studies, n=210 AEs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onset to awareness</td>
<td>0 (0-1)</td>
<td>108.20 (53.50)</td>
<td>86</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Awareness to reporting</td>
<td>0 (0-1)</td>
<td>115.94 (56.72)</td>
<td></td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Onset to reporting</td>
<td>1 (0-3)</td>
<td>117.36 (61.19)</td>
<td></td>
<td>1 (0-1)</td>
</tr>
</tbody>
</table>

aWilcoxon rank-sum test.

bEffect sizes—0.1 (small effect), 0.3 (moderate effect), and 0.5 and above (large effect)—were calculated by dividing the absolute standardized test statistic z by the square root of the number of pairs.

Detection of AEs during clinical trials. Caution is necessary when comparing our findings with those of other studies because of the differences in protocols, safety reporting systems, and sites. However, our improved safety reporting metrics—from unscheduled visit to reporting—which were less than 2 days in the postinitiative period, deserve highlighting.

Another interesting finding is that the improvement in turnaround times after AEAS implementation was more prominent in phase 1 and in low- and high-risk clinical trials. The primary goal of a phase 1 study is to identify safety profiles and determine the dose-limiting toxicities of a new drug. This might be due to the increased attention being paid to participants in phase 1; therefore, the improvement in the reporting timeline was not as noticeable in trials of other phases as it was in phase 1 trials. We note that the safety reporting timeline is shorter postinitiative than preinitiative in all phases of clinical research.

Limitations

The main limitation of our study is that our study results are based on a retrospective analysis of clinical trials carried out in a single academic medical center. Also, this system could not detect patient visits to other hospitals, which would require patient self-reporting; the rate of patient self-reporting may be improved with education, telephone monitoring, and questioning during trial visits. Another limitation is that we only analyzed the timeline for reporting AEs. Nevertheless, detailed analyses of AEs in clinical trials were not accessible at this point, as such analysis is only possible when the data are reported to the regulatory agency and published. Due to the study’s retrospective nature, there is a trend of imbalances among several characteristics, such as phase of trial or number of sites.
Conclusions

In this study, we demonstrated that the AEAS, a CTMS-driven real-time automatic alert system, can effectively improve safety reporting timelines. The AEAS resulted in overall reductions in AE awareness timelines in all clinical trials, especially in phase I trials and low- and high-risk studies. These findings suggest that IT-driven automatic alert systems are effective in improving safety reporting timelines, which may ultimately enhance patient safety.
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Abstract

Background: Dry eye disease (DED) is a complex disease of the ocular surface, and its associated factors are important for understanding and effectively treating DED.

Objective: This study aimed to provide an integrative and personalized model of DED by making an explanatory model of DED using as many factors as possible from the Korea National Health and Nutrition Examination Survey (KNHANES) data.

Methods: Using KNHANES data for 2012 (4391 sample cases), a point-based scoring system was created for ranking factors associated with DED and assessing patient-specific DED risk. First, decision trees and lasso were used to classify continuous factors and to select important factors, respectively. Next, a survey-weighted multiple logistic regression was trained using these factors, and points were assigned using the regression coefficients. Finally, network graphs of partial correlations between factors were utilized to study the interrelatedness of DED-associated factors.

Results: The point-based model achieved an area under the curve of 0.70 (95% CI 0.61-0.78), and 13 of 78 factors considered were chosen. Important factors included sex (+9 points for women), corneal refractive surgery (+9 points), current depression (+7 points), cataract surgery (+7 points), stress (+6 points), age (54-66 years; +4 points), rhinitis (+4 points), lipid-lowering medication (+4 points), and intake of omega-3 (0.43%-0.65% kcal/day; −4 points). Among these, the age group 54 to 66 years had high centrality in the network, whereas omega-3 had low centrality.

Conclusions: Integrative understanding of DED was possible using the machine learning–based model and network-based factor analysis. This method for finding important risk factors and identifying patient-specific risk could be applied to other multifactorial diseases.

(JMIR Med Inform 2020;8(2):e16153) doi:10.2196/16153
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Introduction

Background and Related Studies
Dry eye disease (DED) is defined as “a multifactorial disease of the ocular surface characterized by a loss of homeostasis of the tear film, and accompanied by ocular symptoms” [1]. Due to its multifactorial etiology, DED cannot be characterized by a single process and its management is complicated, in which finding the major causative factors behind DED is critical to appropriate treatment [1]. Therefore, identification of DED-related factors may enable advances in diagnosis, elucidative pathophysiology, therapy, and public education, as well as improvement of general and ocular health [2]. Indeed, various nonmodifiable, modifiable, environmental, and medical factors related to DED have been reported by observational studies and population-based, cross-sectional epidemiological studies [2]. DED risk factors are categorized as consistent, probable, and inconclusive: age, sex, Meibomian gland dysfunction (MGD), connective tissue disease, Sjogren syndrome, androgen deficiency, computer use, contact lens wear, estrogen replacement therapy, and medication use (eg, antihistamines, antidepressants, and anxiolytics) are identified as consistent risk factors [2].

Previously, a limited number of DED-associated factors were investigated using the Korea National Health and Nutrition Examination Survey (KNHANES) [3]. Although KNHANES consists of a large number of variables from health interview questionnaires, health examinations, and nutrition surveys, they were not fully utilized [3]. In addition, previous studies on DED have identified DED-related factors, instead of building a DED model to assess the risk of DED for new individuals [3-7].

Highlights of This Study
In this study, we generated a point-based model with DED-associated factors from KNHANES using machine learning algorithms and Lasso regularization. These methods can improve the model performance to predict DED by selecting features from a large number of variables from a large dataset without overfitting while preserving complex interactions among features [8]. Furthermore, interactions among the factors were explored by network analysis. When the network analysis was applied to the model, a systemic understanding of DED, which cannot be achieved by conventional methods, was possible by showing the linkages between the relevant factors. To the best of our knowledge, this was the first attempt at building a machine learning–based model to evaluate the individual risks of DED and visualize the state using the network graph of DED-associated factors.

Methods

Overview of Survey Data
The design, methods, and data resource profile of KNHANES are available on the Web and in publications [9-11]. In short, KNHANES is an annual survey performed by the Korea Centers for Disease Control and Prevention (KCDC) in the Republic of Korea, which assesses the health and nutritional status of the population [10]. KNHANES is a nationwide cross-sectional survey of a representative set of 10,000 noninstitutionalized civilian individuals who are aged 1 year and older. Both DED assessment and food frequency surveys were conducted only in 2012. In the 2012 KNHANES, 192 primary sampling units (PSUs) were drawn from about 200,000 geographically defined PSUs nationwide; 20 final target households were sampled for each PSU as secondary sampling units [9]. KNHANES V (2012) was approved by the KCDC Research Ethics Committee (2012-01EXP-01-2C), and written informed consent was obtained from all subjects.

Variable Inclusion
Four data files, HN12_ALL (health examination, health survey, and nutrient survey), HN12_ENT (ear, nose, and throat examination), HN12_EYE (eye examination), and HN12_FFQ (food frequency survey), were combined. DED was considered to be present when a subject had been diagnosed with DED by an ophthalmologist (the variable E_DES_dg) and was experiencing dryness (E_DES_ds). Conversely, patients were defined as DED-negative in the absence of both a diagnosis and symptoms. E_DES_dg and E_DES_ds are available for persons who are aged 19 years and older [11]. The included variables are listed in Textbox 1, and the overall analysis is summarized in Figure 1.

All variables were available for subjects aged 19 years and older except those of food frequency (19-64 years) and osteoarthritis radiology (≥50 years) [9]. The LDL level was calculated using the Friedewald equation, LDL=total cholesterol−(HDL+TG/5), with exclusion of TG levels of higher than 400 mg/dL [12].
Textbox 1. Included study variables of the Korea National Health and Nutrition Examination Survey data (2012).

<table>
<thead>
<tr>
<th>Health examination data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical examination</td>
</tr>
<tr>
<td>• Body mass index (BMI), rhinitis, sinusitis, blepharoptosis [11], and cataract</td>
</tr>
<tr>
<td>Blood test results</td>
</tr>
<tr>
<td>• Anemia, hemoglobin, hematocrit, iron, total iron-binding capacity, ferritin, hemoglobin A1c, white blood cell count, platelet count, red blood cell count, aspartate aminotransferase, alanine aminotransferase, creatinine, urea nitrogen, and vitamin D</td>
</tr>
<tr>
<td>Fasting (≥28 hours) blood parameters</td>
</tr>
<tr>
<td>• Sugar level, low-density lipoprotein cholesterol (LDL) level, high-density lipoprotein cholesterol (HDL) level, triglyceride (TG) level</td>
</tr>
</tbody>
</table>

Hypercholesterolemia definition: total cholesterol (TC) ≥ 240 mg/dL or lipid-lowering medication

Hypertension definition: systolic blood pressure ≥ 140 mm Hg, or diastolic blood pressure ≥ 90 mm Hg, or medication

Diabetes mellitus definition: fasting blood sugar level ≥ 126 mg/dL, or diagnosis, or medication, or insulin injection

Fundus photography
• age-related macular degeneration, diabetic retinopathy

Osteoarthritis on radiology

Health survey data
• Age, educational stage, occupational class, household income, weight changes in the last year, mean duration of sleep per day, stress recognition, current smoker, frequency of drinking alcohol, activity level, lipid-lowering medications, diagnosed glaucoma, eye surgery, and menstruation

Diagnosed current diseases
• dyslipidemia, depression, stroke, myocardial infarction or angina, rheumatoid arthritis, thyroid disease, atopic dermatitis, and asthma

Diagnosed cancers
• stomach, colon, breast, cervix, and thyroid

Food frequency survey data (daily intake)
• Energy, carbohydrate, protein, total fat, n-3 polyunsaturated fatty acid, n-6 polyunsaturated fatty acid, saturated fatty acid, cholesterol, fiber, vitamin A, vitamin B1, vitamin B2, vitamin C, niacin, iron, calcium, potassium, phosphorus, and sodium
Subsampling of Training and Test Sets and Categorization of Factors

Most DED cases (80.00%, 3513/4391) were used as training, and the other cases were used for testing. Likewise, non-DED cases were subsampled into training and test sets in the same way. Next, the categorization or recategorization of the factors was performed for the training set in consideration of reference values. Here, optimal cutoffs were determined by training a decision tree on the training data and using binarized decision tree rules as factors in the final regression model [13,14]. Missing values of each variable were classified as a separate class.

Factor Selection Using Lasso (Least Absolute Shrinkage and Selection Operator)

Factors were transformed into dummy-coded variables, in which the largest category was used as reference and was excluded during model construction, and missing values were not included in the Lasso procedure.

Lasso trained using cross validation was applied to the transformed dummy variables with area under the curve (AUC) as a stopping metric and wt_tot as the sample weight for the analysis of the associations between the health interview, health examination, and nutrition survey. To regularize the model, we selected the optimal lambda using cross validation (lambda.1se in glmnet, ie, the lambda that yields an error one standard error away from the minimum error).

Construction of a Model for Dry Eye Disease

Using the lasso-selected factors, a survey-weighted multiple logistic regression model was constructed from the complex survey design of KNHANES. The survey design was represented using the variable psu for PSU and ID_fam for the secondary sampling unit, kstrata for strata, and wt_tot for weights.

Developing a Point-Based Scoring System for Dry Eye Disease

A point-based scoring system was developed by multiplying the coefficients of factors in the survey-weighted regression model by 10 and rounding to the nearest integer [15]. The total
score of each individual in the training set was determined by summing the points for factors accurately describing that individual. Next, performance was assessed using weighted receiver-operating characteristic (ROC) curves and the AUCs with survey sample weight (wt_tot). An optimal cutoff for the point-based system was determined by maximizing Youden’s index value (sensitivity+specificity−1).

**Testing the Point-Based Scoring System for Dry Eye Disease**

The model’s performance was assessed using the test set. The AUC’s confidence interval was calculated; sensitivity and specificity were reported using the point-based system’s cutoff determined from the training set.

**Analysis of Dry Eye Disease-Risk Factors**

A survey-weighted multiple logistic regression analysis was performed using the factors selected by lasso. Odds ratios (ORs) were calculated by exponentiating the coefficient derived by logistic regression. Estimated population counts and proportions for categories were computed.

**Network Analysis of Dry Eye Disease-Associated Factors**

With the training set, a correlation matrix for the DED-associated factors was created. Weighted Pearson correlation coefficients between two variables were calculated. Next, a network graph was plotted by setting the graph argument to “glasso” and the layout to “spring.” A partial correlation network was drawn using the graphical lasso algorithm and the Extended Bayesian Information Criterion by which false positive edges were controlled. Each edge represents the relationship between 2 nodes after controlling for all other relationships in the network [16,17]. The Fruchterman-Reingold algorithm is applied with the “spring” layout, in which the lengths of edges are dependent on their absolute weights [16]. Green edges indicate positive weights (correlations) and red edges indicate negative weights. Color saturation and edge width correspond to the absolute weight relative to the strongest weight in the graph. Node size was proportional to the z-score for the absolute point of the factor. Nodes were grouped as significant (P<.05, risk factor analysis) or possible (P≥.05, risk factor analysis).

Three centrality indices (strength, closeness, and betweenness) were computed. Centrality is the absolute sum of the edge weights connected to the node, closeness is the sum of the shortest distances from the node to all other nodes in the network, and betweenness is the number of times in which the node lies on the shortest path between 2 other nodes [17,18].

**Statistics and Software**

R version 3.6.1 and variable functions from its packages were used: decision tree, “rpart” in the caret package (using down-sampling and cross-validation) [19,20]; dummy-coded variables, “dummy.code” in the psych package [21]; cross-validation for Lasso, “cv.glmnet” in the glmnet package [22]; survey-weighted multiple logistic regression, “svyglm” in the survey package [23]; weighted ROC curve and AUC, “WeightedROC” and “WeightedAUC,” respectively, in the WeightedROC package [24]; confidence interval of AUC, “withReplicates” in the survey package [23]; estimation of population counts and proportions, the survey package [23]; general graphs, the ggplot2 package [25]; weighted correlation, “wtd.cor” in the weights package [26]; network graph, “qgraph” in the qgraph package [16]; and centrality indices, “qgraph” and “centralityTable” in the qgraph package [16].

**Results**

**Point-Based Scoring Model for Dry Eye Disease**

Total sample sizes for DED and non-DED were 575 and 3816 cases, respectively. The estimated prevalence of DED was 10.5% (SE 1.0%): 5.3% (SE 1.0%) for men and 15.9% for women (SE 1.0%). A total of 13 factors were selected by lasso and the point-based scoring system for each factor is outlined in Table 1.

Using this scoring system on the test set achieved an AUC of 0.70 (95% CI 0.61-0.78; Figure 2). Sensitivity and the specificity were 0.66 and 0.68, respectively, at a cutoff of 10 points.
Table 1. Point-based scoring system for assessing individual risk of dry eye disease using coefficients from a survey-weighted multiple logistic regression model.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Regression coefficient (beta)</th>
<th>Standard error</th>
<th>Points(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>.865</td>
<td>0.182</td>
<td>9</td>
</tr>
<tr>
<td>Corneal refractive surgery</td>
<td>.903</td>
<td>0.281</td>
<td>9</td>
</tr>
<tr>
<td>Current depression</td>
<td>.709</td>
<td>0.294</td>
<td>7</td>
</tr>
<tr>
<td>Eye surgery: cataract</td>
<td>.705</td>
<td>0.196</td>
<td>7</td>
</tr>
<tr>
<td>Perceived stress: much to extreme</td>
<td>.560</td>
<td>0.136</td>
<td>6</td>
</tr>
<tr>
<td>Other ocular surgeries</td>
<td>.646</td>
<td>0.258</td>
<td>6</td>
</tr>
<tr>
<td>Phosphorus intake &lt;746 mg/day</td>
<td>.454</td>
<td>0.182</td>
<td>5</td>
</tr>
<tr>
<td>Age 54-66 years</td>
<td>.396</td>
<td>0.179</td>
<td>4</td>
</tr>
<tr>
<td>Rhinitis by physical examination</td>
<td>.384</td>
<td>0.144</td>
<td>4</td>
</tr>
<tr>
<td>Lipid-lowering medications</td>
<td>.408</td>
<td>0.194</td>
<td>4</td>
</tr>
<tr>
<td>Cholesterol intake ≥240 mg/day</td>
<td>−.145</td>
<td>0.151</td>
<td>−1</td>
</tr>
<tr>
<td>Current smoker</td>
<td>−.441</td>
<td>0.242</td>
<td>−4</td>
</tr>
<tr>
<td>Omega-3 intake, 0.43%-0.65% kcal/day</td>
<td>−.407</td>
<td>0.172</td>
<td>−4</td>
</tr>
</tbody>
</table>

\(^a\)Calculated by multiplying the coefficient of the variable by 10 and rounding to the nearest integer. A positive point means a positive predictor for dry eye disease. Dry eye disease is indicated when the sum of all points is 10 or higher.

Figure 2. Weighted receiver-operating characteristic (ROC) of the point-based scoring system for predicting dry eye disease. ROCs for train and test sets were compared. AUC: area under the curve.

Risk Factor Analysis For Dry Eye Disease

In the risk factor analysis, 10 of the 13 variables were significant \((P<.05; \text{Table 2})\). The top 3 significant risk factors in the point-based model were women, corneal refractive surgery, and current depression \((\text{Tables 1 and 2})\). Omega-3 intake between 0.43% (1003 mg for total 2100 kcal) and 0.65% (1517 mg for total 2100 kcal) was a significant protective factor.
Population counts (n), proportions (%), and ORs were estimated according to complex survey design. ORs and $P$ values were calculated by multiple logistic regression including all listed variables. The missing data category for each variable were included for calculation but not shown in the table.

Table 2. Population counts (n), proportions (%), and odds ratios of variables in the points-based scoring system for dry eye disease.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Healthy, n (%)</th>
<th>Dry eye disease, n (%)</th>
<th>OR$^a$ (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex/gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>16,277,579 (54.19)</td>
<td>911,587 (25.90)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Women</td>
<td>13,761,300 (45.81)</td>
<td>2,607,754 (74.10)</td>
<td>2.6 (1.8-3.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None to a little</td>
<td>21,872,165 (72.81)</td>
<td>2,177,913 (61.88)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Much to extreme</td>
<td>6,864,096 (22.85)</td>
<td>1,202,940 (34.18)</td>
<td>1.6 (1.2-2.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eye surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>26,673,187 (88.80)</td>
<td>2,701,904 (76.77)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Cataract</td>
<td>1,185,785 (3.95)</td>
<td>276,588 (7.86)</td>
<td>1.8 (1.2-2.6)</td>
<td>.004</td>
</tr>
<tr>
<td>Corneal refractive</td>
<td>1,150,662 (3.83)</td>
<td>339,857 (9.66)</td>
<td>2.8 (1.7-4.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>1,029,243 (3.43)</td>
<td>200,991 (5.71)</td>
<td>1.6 (1.0-2.5)</td>
<td>.08</td>
</tr>
<tr>
<td>Rhinitis on inspection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21,295,695 (70.89)</td>
<td>2,180,596 (61.96)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>8,047,298 (26.79)</td>
<td>1,243,634 (35.34)</td>
<td>1.5 (1.2-2.0)</td>
<td>.001</td>
</tr>
<tr>
<td>Lipid-lowering medications</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>27,360,794 (91.08)</td>
<td>3,087,286 (87.72)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>1,315,445 (4.38)</td>
<td>282,072 (8.01)</td>
<td>1.5 (1.1-2.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Age (year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;54 or ≥66</td>
<td>25,121,235 (83.63)</td>
<td>2,757,338 (78.35)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>54-66</td>
<td>4,917,644 (16.37)</td>
<td>762,003 (21.65)</td>
<td>1.4 (1.1-2.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Current depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25,591,681 (85.20)</td>
<td>2,616,142 (74.34)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>456,573 (1.52)</td>
<td>153,162 (4.35)</td>
<td>1.9 (1.1-3.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Omega-3 intake (kcal/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤0.43% or &gt;0.65%</td>
<td>13,804,921 (45.96)</td>
<td>1,812,313 (51.50)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>0.43%-0.65%</td>
<td>10,414,321 (34.67)</td>
<td>857,985 (24.38)</td>
<td>0.7 (0.5-1.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Phosphorus intake (mg/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥746</td>
<td>19,948,841 (66.41)</td>
<td>1,940,991 (55.15)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>&lt;746</td>
<td>4,270,401 (14.22)</td>
<td>729,307 (20.72)</td>
<td>1.4 (1.0-2.0)</td>
<td>.09</td>
</tr>
<tr>
<td>Current smoker</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21,334,370 (71.02)</td>
<td>2,950,840 (83.85)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>7,399,648 (24.63)</td>
<td>430,013 (12.22)</td>
<td>0.7 (0.5-1.1)</td>
<td>.14</td>
</tr>
<tr>
<td>Cholesterol intake (mg/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤240</td>
<td>12,037,627 (40.07)</td>
<td>1,575,001 (44.75)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>≥240</td>
<td>12,181,614 (40.55)</td>
<td>1,095,296 (31.12)</td>
<td>0.9 (0.7-1.2)</td>
<td>.57</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.

Network Analysis for Dry Eye Disease Model

In Figure 3, model factors are depicted in a partial correlation network with centrality indices. The network-based factor analysis in Figure 3 allows for the interrogation of the interrelatedness of factors associated with DED, with larger nodes representing factors’ importance (points), green nodes representing protective factors, and red nodes representing risk factors.
factors. According to centrality indices (Figure 3), Age 54-66y (node 8) had high centrality in the network. For other ocular surgeries (node 6) and omega-3 (node 13), the closeness indices were too low to calculate owing to lack of the connections to other nodes.

**Discussion**

**Principal Findings**

Our model showed moderate performance for DED prediction with a point-based scoring system in which the maximum AUC might reach 0.78. Our study chose a stricter definition of DED because the individuals were not only required to be symptomatic but also have a physician diagnosis. In addition, the absence of DED was rigorously defined as a lack of symptoms and no physician diagnosis in the past. According to the TFOS DEWS II report, DED is diagnosed on the basis of...
the presence of a symptom and positivity for one or more homeostatic markers [1]. Our DED definition more reflected a diagnosis of DED, and thus, the prevalence could be lower than that of prior studies that used a symptomatic definition [2]. However, even our definition was imperfect because diagnostic tests were not performed and might be biased by the availability of a clinic in the local area or by the respondent’s condition. This may explain, in part, the moderate diagnostic performance of our DED model.

Reasoning for Machine Learning and Point-Based Scoring Model

Machine learning algorithms and techniques were used for several purposes. First, tree-based machine learning was applied to categorize continuous variables. Second, Lasso was implemented to select important factors to simplify the model and to reduce overfitting. Third, the models were generated using a training sample and validated with a separate test sample, which enabled estimation of predictive power. This technique is preferred because standard regression modeling and automated variable selection (eg, stepwise selection, pretesting of candidate predictors) can result in overfitting [27,28]. As a result, our model was robust enough to generalize to populations not used during training without overfitting (Figure 2).

Point-based scoring systems are useful for describing the relationship between multiple factors and the risk of the development of a disease [15]. Likewise, using our point-based model, DED can be assessed by summing the points accurately describing an individual with a cutoff of 10 points, indicating high risk for DED. In addition, the node size was determined by its point, and interrelatedness of DED risk factors was interrogated. Because DED was predicted by the sum of points, larger nodes might be prioritized in evaluating DED.

Interpretation for Indirect Model Factors With Network Analysis

By risk factor and network analyses, significant factors were presumed to be directly associated with DED, whereas nonsignificant factors might be indirectly associated. Conventionally, nonsignificant factors might have been confounding variables that are related to DED via other significant factors. The network graph showed that nonsignificant factors such as phosphorus <746 mg/day (node 7), current smoker (node 12), and cholesterol ≥240 mg/day (node 11) were connected to significant factors such as women (node 1) and age 54-66y (node 8; Figure 3). However, those nonsignificant factors were necessary to maximize the model performance and selected by a machine learning–based Lasso regression. Therefore, they seemed to be included to tune points of other significant factors without a causal effect on DED. For example, current smoker (node 12) had a negative effect on node 1 (women) because it generally occurred in men rather than women. Smoking has been reported as an inconclusive risk factor for DED, and our study did not suggest smoking as a risk factor [2].

Known Factors in Dry Eye Disease Model

In the network-based analysis in Figure 3, age 54-66y (node 8) showed high centrality in the network, which means that it has more connections (strength), it is closer to other nodes (closeness), or makes connections between other nodes (betweenness). This high-centrality node exists at the center of the network and acts as hubs that connect disparate nodes [18]. In contrast, omega-3 intake (node 13) and other ocular surgeries (node 6) were independent nodes with low centrality.

In the previous study with KNHANES 2010-2011 by Ahn et al [3], 50- to 59-year-old and 60- to 69-year-old groups are presented as risk factors, which are in agreement with our age factor of 54 to 66 years. Other risk factors suggested (women, extreme stress, cataract surgery, refractive surgery, other ocular surgery) were also picked up in our model except for thyroid disease and educational level [3]. Thyroid disease is a possible risk factor, and the previous study argues an ambiguous link between thyroid disease and DED [2,3]. The difference between our work and the previous study can come from different definitions of DED because we used both the diagnosis and symptoms to classify an individual as having DED, whereas the previous study used the criteria of having either the diagnosis or symptoms [3].

Female sex is consistently associated with DED throughout the studies, but the prevalence of DED is considerably variable in these studies with respect to sex and age [2]. Stress has been associated with DED as a trigger or an immune response modulator [2,3]. Ocular surgery can cause DED in various ways, for example, the exposure to strong light of the microscope during the surgery, use of anesthetic or postoperative eyedrops, and the corneal nerve damage [3]. Specifically, refractive surgery leads to neuropathic dry eye by sensory nerve damage, decreased tear secretion, and induced neurogenic inflammation [2].

New Factors in Dry Eye Disease Model

Depression, rhinitis, lipid-lowering medication, and omega-3 intake were new DED-associated factors in our model that were added to previously reported factors of KNHASES [3]. Those factors have not been evaluated in the previous KNHASES study on DED [3]. Depression (node 3) was positively connected to node 1 (women), and a close association between depression and DED in women has been reported [7]. Depression is more prevalent in patients with DED partly because of somatization and perceptual changes in ocular discomfort [29]. In addition, depression was serially connected to other risk factors (Figure 3), such as female sex, stress, and rhinitis, which may be utilized for DED risk evaluation and control because positively connected serial factors can occur together with possible causalities. For rhinitis, allergic rhinitis was reported to be significantly associated with DED, and inflammation is related to both [30,31]. Notably, rhinitis was a clinically reliable factor because it was diagnosed by physician’s examination.

Other serial risk factors were age 54-66y (node 8), lipid-lowering medication (node 10), and cataract surgery (node 4). Dyslipidemia and its treatment might be an issue for the 54- to 66-year-old group, which could explain the negative connection between node 8 and node 11 (cholesterol ≥240 mg/day). Dyslipidemia has been suggested to induce MGD, a major cause of DED [5,32]. However, oral statin therapy, not hypercholesterolemia, were recently reported to be associated.
with the symptoms of DED [33]. Interestingly, sterols have been reported to reduce cataract severity [34,35], and cholesterol metabolism might be linked to cataract formation [36].

The results of randomized controlled trials for DED treatment effect of omega-3 have been inconsistent, and larger studies suggest no statistically significant improvement compared with placebo [37,38]. Nonetheless, omega-3 has been commonly used to treat DED in the clinic because essential fatty acids, including omega-3, display anti-inflammatory properties [39], enhance the lipid layer of the tear film, and improve tear secretion while lacking association with substantial side effects [2]. However, it remains a problem that there is no consensus on the dose of supplementation, and our study suggested that 1000 to 1500 mg daily intake of omega-3 (for 2100 kcal average calorie intake) helped to prevent DED. It was noteworthy that omega-3 intake might be used to treat DED without possible effects on other factors because it did not have a connection in the network (Figure 3).

Limitations
This study has several limitations. Eye-related factors (blepharitis, lid abnormalities, low blink rate, other ocular surface disease, or conjunctivochalasis) and Sjögren syndrome could not be assessed [40]. In addition, some nutrient factors might have been missed because nutrient intake data were available only for subjects younger than 65 years [9].

Conclusions
In summary, the machine learning–based model to assess the individual risks of DED was successfully created from a large-scale national survey data. With this model, additional DED-associated factors could be suggested, and personalized medical advice was possible using the network graph of the model factors. These approaches allowed integrative understanding of DED and may be applied to other multifactorial diseases.
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