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Abstract

Background: Inclusion criteria for observational studies frequently contain temporal entities and relations. The use of digital
phenotypes to create cohorts in electronic health record–based observational studies requires rich functionality to capture these
temporal entities and relations. However, such functionality is not usually available or requires complex database queries and
specialized expertise to build them.

Objective: The purpose of this study is to systematically assess observational studies reported in critical care literature to capture
design requirements and functionalities for a graphical temporal abstraction-based digital phenotyping tool.

Methods: We iteratively extracted attributes describing patients, interventions, and clinical outcomes. We qualitatively synthesized
studies, identifying all temporal and nontemporal entities and relations.

Results: We extracted data from 28 primary studies and 367 temporal and nontemporal entities. We generated a synthesis of
entities, relations, and design patterns.

Conclusions: We report on the observed types of clinical temporal entities and their relations as well as design requirements
for a temporal abstraction-based digital phenotyping system. The results can be used to inform the development of such a system.

(JMIR Med Inform 2020;8(11):e6924)   doi:10.2196/medinform.6924

KEYWORDS

digital phenotyping; clinical data; temporal abstraction

Introduction

The increasing costs of health care [1] and the rapid advance
of new discoveries create the need for streamlining the
identification of effective health interventions. The
evidence-based clinical practice paradigm promotes the
generation of such knowledge through high-quality randomized

controlled trials and systematic reviews [2]. However, when we
consider the amount of resources required to conduct a
randomized controlled trial [3], alternative ways to assess the
effectiveness of clinical interventions become attractive.

The broad adoption of electronic health records (EHRs) [4]
allows researchers to analyze routinely collected electronic
clinical data to conduct comparative effectiveness research. A
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health care system that systematically analyzes clinical data to
generate and test hypotheses should be able to learn from itself,
becoming a learning health care system [5]. However,
converting a traditional health care system into a learning one
faces several organizational, societal, and data-related barriers.

“Good data” is a relative concept [6], because it depends on
who the user is and what the data are being used for. When EHR
data are collected primarily for direct patient care and not with
the explicit objective of generating knowledge, a majority of
the captured information is stored as free text or other types of
unstructured format, limiting its reuse potential. Our group has
estimated that 75% of all data elements required for calculating
clinical quality measures are not available as structured and
computable database fields [7]. Similar results have been found
about the clinical information required for clinical trial or cohort
eligibility criteria [8]. The combination of data and rules to
specify the latter are denominated a phenotyping algorithm [9];
digital phenotypes are the cornerstone of generating new
knowledge from routinely collected clinical data and of a
learning health care system.

The value of structured data lies in its capacity of being
computed without major processing, therefore several attempts
have been made to overcome the lack of structured clinical data.
A review by Shivade et al [10] reported that the most frequently
used methods to automatically identify patient cohorts based
on EHR phenotypes were rule-based systems, natural language
processing, and machine learning techniques. In this review a
majority of studies involved the use of diagnostic codes to select
eligible patients. However, although wide variations are seen,
diagnostic codes frequently present poor sensitivity and
specificity to accurately determine patients’ conditions [11].

Despite current advances in the area, cohort building systems
require a significant amount of effort to develop and test and,
in real scenarios, the most commonly used strategy to deal with
limited EHR data quality is to use a combination of simple rules
and manual verification of clinical data from patient records
[12]. Thus, the field is still open to new and complementary
approximations to identify patient cohorts based on digital
phenotypes.

Clinical researchers face many barriers when querying clinical
databases to find patients that match a specific cohort definition.
One problem is that querying clinical databases is a complex
task requiring multiple interactions between clinical researchers
and database experts. Among those complexities, inclusion
criteria frequently define temporal patterns of clinical events,
which need convoluted temporal database queries [13]. This is
needed in up to 40% of studies [8]. Finding patients that meet
certain temporal patterns of clinical events could be both a
barrier—when systems that do not easily support this feature
are not available—and a very powerful tool to accurately retrieve

patient cohorts based on these temporal digital phenotypes.
However, systems that easily support this feature are not readily
available.

In this study, we systematically reviewed the critical care
literature to characterize the temporal representation of inclusion
criteria, interventions, and outcomes, used by clinical researchers
when designing a clinical study. The product of this review is
a set of basic temporal entities, temporal relations, and the
resulting temporal phenotype design patterns. The results can
be used to inform the design of temporal abstraction-based
digital phenotyping systems.

Methods

Data Source
We conducted a systematic literature review of published articles
in the critical care domain. Using the Web of Science Journal
Citation Reports, we selected the top 5 critical care journals
according to their impact factor. Paired reviewers (MB, CD,
JT, and JS) manually reviewed all publications and decided on
inclusion or exclusion according to criteria described in the
following section. Disagreements were solved by consensus.

Types of Studies Included
We included retrospective studies conducted in intensive care
unit settings which used data obtained from EHRs, clinical
databases generated from EHRs, or through manual chart
abstractions. We excluded studies which presented exclusively
outpatient or emergency department data.

Data Extraction
For every included study paired reviewers (MB, CD, JT, and
JS) manually identified and extracted—using a purposefully
built online form—all elements characterizing the study’s
inclusion criteria, the interventions or exposures being studied
(or the comparison group), and primary outcomes as defined
by the original study authors following the Patient/Population,
Intervention, Comparison, Outcome (PICO) framework [14].
Each attribute was then classified according to the clinical type
(diagnosis, vital sign, laboratory result, medication, etc). When
these elements contained a temporal dimension as defined by
Boland et al [15], they were abstracted as temporal intervals or
instants. For example, if the study included patients that
underwent mechanical ventilation, because mechanical
ventilation occurs during a period of time, such inclusion criteria
would be abstracted as a mechanical ventilation interval; in the
case of a single dose of antibiotics, that would be abstracted as
a drug administration instant. Attributes that were not suitable
to be represented as temporal attributes—such as sex,
race—were represented as nontemporal patient attributes. A
representation of the data extraction process can be seen in
Figure 1.
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Figure 1. Overview of the data extraction process.

When possible, if an interval or instant was itself an abstraction
of lower-level concepts, it was decomposed into its parts
according to the description explicitly provided or cited by the
authors. If there were no details in the paper, we used standard
definitions, when available. For example, when a systemic
inflammatory response syndrome [16] was used as an inclusion
criterion, we abstracted its components as determined by
systemic inflammatory response syndrome definition at the time
of the study: body temperature, heart rate, respiratory rate,
arterial CO2 pressure, and white blood cells. If standard
definitions were not available, we did not decompose that
interval and it was extracted as the authors described it. Clinical
events that are stored as free-text format—whether because they
are traditionally stored in this form or it is the only available
format, such as radiology reports or surgical protocols—were
not represented in the abstractions.

To minimize variability in the data extraction process, all
researchers followed an initial training period. Researchers
classified the identified elements—inclusion criteria,
interventions or exposures, and outcomes—using the framework
described above. Discrepancies on the concept extraction and
temporal representations were resolved by group agreement.
We performed descriptive statistics from the concept extractions
and the temporal elements obtained.

The abstraction process was conducted iteratively and continued
until the point of saturation. We predefined saturation as being
met when including additional studies did not add any new types
of temporal elements.

Finally, researchers systematically documented temporal and
nontemporal relationships between the identified temporal
elements. This allowed us to identify the temporal query design
patterns present in the literature. Finally, we documented the
required functionality for a novel temporal abstraction-based
system to identify patient cohorts, interventions/exposures, and
outcomes in large clinical databases.

Results

Data Extraction
After iteratively extracting clinical concepts, the point of
saturation—where no new types of temporal elements were
identified—was reached after reviewing 28 primary studies.
We obtained a total of 362 clinical entities, 48.6% (n=176) were
inclusion criteria, 24.3% (n=88) were classified as interventions
or exposures, and 27.0% (n=98) were outcomes. Abstracted
entities were further classified into categories according to their
clinical type, which are described, with examples, in Table 1.
Therapeutic interventions (26.2%, 95/362), diagnostic tests
(20.7%, 75/362), and vital signs (11.3%, 41/362) categories
covered almost 60% of all entities.
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Table 1. Categories, examples, and frequencies of identified clinical entities (N=362).

Count, n (%)ExampleClassification

95 (26.2)Drugs or procedures: vancomycin, orotracheal intubationTherapeutic intervention

75 (20.7)Serum creatinine, hematocritLaboratory/diagnostic tests

41 (11.3)Body temperature, respiratory rate, central venous pressureVital signs

35 (9.7)Pneumonia, urinary infectionDiagnosis

26 (7.2)Intensive care unit hospitalization, patient transferPatient location

25 (6.9)APACHE IIa, Cerebral Performance CategoryClinical scores

17 (4.7)Sex, ethnicityNontemporal attribute

15 (4.1)In-hospital deaths, 30-day mortalityDeath

11 (3.0)Pupil diameter, abdominal painPhysical examination finding

7 (1.9)History of traumaPast medical history

5 (1.4)Discharge to home, institution, or other health centerDisposition

10 (2.8)Appropriate antibiotic usageOther

aAPACHE II: Acute Physiology And Chronic Health Evaluation II.

Temporal Entities—Instants and Intervals
Of the 362 abstracted entities, 328 could be classified as clinical
instants or intervals. Most entities could be abstracted as instants
(54.1%, 196/362). This type of abstraction is used to represent
a clinical event that does not have a duration but has a
timestamp. For example, one inclusion criteria in this category
was “the presence of arterial lactate > 2.5 mmol/L.” As much
as 36.5% (132/362) of abstracted entities were of type interval.
This type of abstraction is used to represent a clinical event that
has a duration—defined by a start and end time—greater than
0. An example of a clinical interval is “noninvasive mechanical
ventilation for at least 48 hours.”

Types of Clinical Intervals
Further analysis of clinical intervals showed that they can also
be subdivided into 3 different categories:

• Instant-based intervals: clinical intervals that are
abstractions of identical instants. An example of this is
hypothermia interval in which the interval is an abstraction
of multiple instants of low body temperature measurements.
Sometimes specific conditions have to be met to abstract

this kind of interval: a time interval for a patient receiving
more than 100 mL/hour of intravenous fluids. In other
occasions, the instants were only used as categorical
variables, regardless of the quantity: patient receiving
normal saline infusion.

• Bounded intervals: clinical intervals that are abstractions
of specific instants defining their start and end times. An
example of this is a hospitalization interval, where the start
is defined by an admission instant and the end is defined
by a discharge instant. Additional arithmetic operations
may need to be applied to these intervals, for example, a
clinical interval describing a hospitalization longer than 7
days.

• Moving window intervals: clinical intervals where a specific
condition needs to be met during a predefined window of
time. An example of this was an oliguria interval, in which
the condition oliguria (urinary output < 0.5 mL/kg/hour)
has to be met during a 6-hour window. This denomination
is consistent with previous descriptions [17].

Graphic examples of the 3 types of intervals are presented in
Figure 2.
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Figure 2. Three observed categories of clinical temporal intervals.

Within-Interval Calculations
In a small subset of intervals, arithmetic calculations were
needed to correctly abstract them. For example, calculating an
interval of pulse pressure variation (PPV) within a defined range
would require calculating PPV (%) = 100 × 2 ([PPmax –
PPmin]/[PPmax + PPmin]) at each instant before executing the
abstraction. Other examples of within-interval calculations
included counting the number of instants occurring inside an
abstracted interval. An example of this would be an outcome
defined as the number of chest x-rays performed on each patient

during his or her stay in the intensive care unit; the interval is
of type bounded (admission/discharge from the intensive care
unit) and we need to count the number of additional instants
(chest x-rays) occurring within the interval.

Temporal and Atemporal Relations
We explored the temporal relations between instants and
intervals and, as expected, all of them conformed to the temporal
logic described by Allen [18]. Briefly, Allen described 13
possible temporal relations between a pair of intervals. Examples
of these are the before, equal, and overlap temporal relations,
among others. Graphic examples are presented in Figure 3.

Figure 3. Examples of temporal relations.

In addition, some intervals were constructed by combinations
of Boolean relations between intervals and instants. For
example, to adequately represent a pediatric sepsis interval as
defined by the International Pediatric Sepsis Consensus
Conference [19] as required by the study authors, we required
the Boolean relation AND between 6 different instants, and
each one of them temporally related to an instant-based interval.

Some of the extracted entities did not have a temporal
component and were denominated nontemporal patient
attributes. Examples of these are age, race, and sex.

Finally, 5.5% (20/362) of the extracted concepts were not able
to be represented using this proposed framework. For example,
the outcome appropriate antimicrobial administration defined
as whether the isolated bacteria were susceptible to the
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administered antibiotic implies a qualitative interpretation of a
laboratory examination, which is out of scope of a temporal
representation of clinical entities.

Nested Queries
One additional functionality that was particularly salient was
the need to perform nested queries. In a nested query, a query
uses the output of another query as its input. Observational
studies frequently explore the effect of a specific exposure; this
study design involves creating 2 patient cohorts that are identical
except for the exposure. When the outcome is assessed in both
cohorts, a nested query is the most natural way to satisfy this
requirement:

SELECT (Outcome Phenotype) FROM (Exposure Cohort)

In this case Outcome Phenotype and Exposure Cohort are both
themselves queries.

Design Patterns
The combination of temporal entities (instants and intervals),
temporal relations, and nontemporal patient attributes can be
used to describe the different observed patterns. A graphic
description is presented in Figure 4.

Intervals can be temporally related to either instants or intervals.
The same was observed for instants. We observed all 13
temporal relations described by Allen [18]. We call a pair of
temporally related temporal entities (ie,
Interval–Relation–Interval) a basic pattern. These basic patterns
can, in turn, be related to other temporal entities or other
temporal patterns. Those relations can be either temporal or
through Boolean operators (AND, OR, Exclusive OR, NOT).

Intervals can use external variables as a condition to meet either
before or after being abstracted. The first case would be the
abstraction of an interval of reduced urinary output (<5
mL/kg/hour), in which each urinary output instant needs to be
checked against the patient’s body weight (the external variable)
before being added to the interval. An example for the second
case could be total dose of prednisone less than 10 mg/kg. This
interval is abstracted from individual instants of prednisone
administration and after the interval is abstracted, it is checked
against the patient’s body weight (the external variable). A final
case was seen when an internal calculation—using information
completely contained within the interval—was needed to be
performed to generate the required attribute for the interval. An
example of this would be an interval of a series of chest x-rays
and, at the end, the number of x-rays would be calculated to
create the interval total number of chest x-rays per week.
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Figure 4. Examples of identified clinical temporal design patterns. ICU: intensive care unit.

Discussion

Main Findings
This study presents a systematic, literature-based assessment
of design requirements to develop a temporal abstraction-based
digital phenotyping tool. Such a tool would facilitate the
conduction of retrospective clinical studies in critical care using
routinely collected electronic clinical data through enabling a
rich description of clinical phenotypes. Once validated, these
temporally abstracted digital phenotypes should be able to
correctly represent patient cohorts, clinical interventions or
exposures, as well as relevant clinical outcomes. The iterative
nature of this review, which was conducted until reaching
information saturation, adds robustness to its findings.

The initial findings of this review are consistent with previous
research describing the nature of temporal clinical entities, in
the form of clinical instants and intervals [20], as well as
temporal relationships between these entities [18]. Other
temporal abstraction-based digital phenotyping systems have
been described in the past [21,22]; however, there are no reports
that their development has been informed by systematically
reviewing observational studies. As a consequence, this study
adds 3 additional functionalities that may facilitate the creation
of digital phenotypes for observational research.

First, this review shows that 3 subtypes of clinical
intervals—instant-based, bounded, and moving window—are
necessary to adequately represent digital phenotypes. Second,
in addition to these interval subtypes, there is a need to perform
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calculations both within a clinical interval and with data external
to the interval being abstracted. The third component involves
the need to allow for nested queries when building digital
phenotypes for observational studies. Other findings of this
systematic review confirm the need to query for temporal
relations and Boolean relations as described by Mo et al [23]
in their desiderata for digital phenotyping. Finally, it is essential
to highlight the need to generate high-quality temporal metadata
during routine clinical documentations because temporal queries
are an essential component of digital phenotyping.

Limitations
The main limitation of this review is its focus only on intensive
care studies. We chose this setting given the temporal density
of clinical data collected during critical care episodes. We cannot
claim that these findings will be similar in other clinical
domains; that statement would need to be explicitly verified in
additional studies. A second limitation is the exclusion of
inclusion criteria based on free text contained in clinical notes
or reports. This was an explicit decision given our goal of
designing a digital phenotyping system able to abstract
higher-level concepts from structured data without relying on
free text. We still need to demonstrate the feasibility of this
approach [24].
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Abstract

This viewpoint argues that the clinical effects of mobile health (mHealth) interventions depends on the acceptance and adoption
of these interventions and their mediators, such as usability of the mHealth software, software performance and features, training
and motivation of patients and health care professionals to participate in the experience, or characteristics of the intervention (eg,
personalized feedback).
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Background

In the past years, designs of research studies in medical journals
have been formalized according to the reporting guidelines of
academic associations, international consortia, and publishers,
which enable publications of clinical trials, systematic reviews,
and meta-analyses. The use of mobile health (mHealth)
technologies is expected to increase, creating new paths for
health care delivery. However, there are no specific guidelines
to enable researchers to design and present their studies and
results on this topic, except for the existing guidelines on
randomized clinical trials (RCTs), which can be used for certain
assessments of mHealth interventions.

Measures of Clinical Effects Require
Opening the Black Box of Information
Technology

There is no doubt that RCTs are useful to assess the clinical
outcomes and effectiveness of mHealth. In this context,
regulatory bodies such as the US Food and Drug Administration
(FDA) [1] and European regulations have recently updated the
requirements for clinical proofs of mHealth solutions.
Nevertheless, the focus on RCT methods leads to the black
boxing of mHealth interventions [2], which means that the

technology is considered as a homogeneous device or as a
pharmaceutical substance. This view misses the main
characteristic of an mHealth intervention (and overall, that of
information technology [IT])—the embeddedness of data and
clinical processes (as reflected in the guidelines for diagnosis
and personalized monitoring). Therefore, assessing the clinical
effect of an mHealth intervention should disentangle the effect
of a new process of personalized monitoring, the effect of the
ubiquitous access enabled by mobile devices, and the
comprehension and adoption of clinical guidelines implemented
into the application. In addition, mHealth solutions may differ
from one another because of their different designs of these
processes.

Need of Standard Guidelines to Assess
Technology and Mediators of Outcomes

Moreover, the clinical effect of mHealth solutions depends on
the acceptance and adoption of these solutions and their
mediators, such as usability of the mHealth software, software
performance and features, training and motivation of patients
and health care professionals to participate in the experience,
or characteristics of the intervention (eg, personalized feedback).
For example, a clinical effect such as survival benefits for
patients with cancer who use a surveillance mHealth app
depends on the acceptance and adoption of the app, which can

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e21874 | p.14http://medinform.jmir.org/2020/11/e21874/
(page number not for citation purposes)

Ologeanu-TaddeiJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:r.ologeanu-taddei@tbs-education.fr
http://dx.doi.org/10.2196/21874
http://www.w3.org/Style/XSL
http://www.renderx.com/


be influenced by the usability of the app and patients’ prior
experience in using mobile apps, motivation or trust in IT, or
other alternative mediators contributing to the main reported
outcome; this influences are often neglected by RCTs.

Settings of mHealth interventions must be carefully described
and assessed in hypothesis-generating studies [3], such as
observational studies and case reports. These studies can identify
specific moderators and mediators that state for whom and under
what conditions the health intervention works [3]. Moderators
may identify population groups with possible causal mechanisms
or courses of illness. The mHealth mediators identify possible
causal mechanisms, meaning causal links between the
intervention and the outcome, through which the intervention
may achieve its effects [3]. As a next step, these moderators
and mediators should be considered as stratification variables
in forthcoming RCTs focused on hypothesis testing. Otherwise,
RCTs are likely to be based on weak assumptions rather than
empirical evidence.

Beyond Effectiveness: Risk Assessment

In addition, RCTs need to be complemented by other clinical
trials and case reports to assess safety risks [4] and unintended
consequences of mHealth. The acknowledgment of these risks
is at the core of the updated regulations for medical devices,
which include software and mHealth. However, in most cases,
assessments of mHealth safety risks are conducted separately
[5], for example, in feasibility or usability studies, which use
different methods of varying rigor and do not generate
cumulative knowledge. In addition, case reports on the adoption
stages of mHealth solutions should be inspired by engineering
methods (eg, fault tree analysis rather than pharmacovigilance
studies). Moreover, relevant and cumulative knowledge can be
gathered if publications on the issues of usability and user
acceptance are presented not only in health informatics journals
but also in major medical journals, as these issues cause clinical
effects. For example, the Journal of the American Medical
Association (JAMA) Network advises authors to use the
guidelines of the EQUATOR (Enhancing the QUAlity and
Transparency Of health Research) network [6], which include
guidelines related to “economic studies.” Similar initiatives
should be undertaken for studies concerning mHealth. In recent
years, cumulative knowledge has been gathered on the risks
associated with poor usability of health IT [7]. In line with this
literature, a step forward was taken only for mHealth solutions,
which are qualified as medical devices [8]. However, even for
those applications, national and international regulations (ie,
CE marking in Europe or FDA regulations) and harmonized
standards (ie, EN 62366 advised for CE marking in Europe)
strengthened the requirements for premarket certifications but
did not standardize a threshold for usability or technical
performance. We must recognize that recommending the
minimum required sample size (eg, 15 users identified by user
profile numbers) makes an improvement to the summative
usability assessment method [9]. It is also necessary to assess
user profiles accurately. These user profiles may be related to
health care occupations (eg, clinical secretaries, physicians, or
nurses), different health departments (eg, infectious diseases or
pediatrics), and social or demographic variables. In addition,

several other characteristics (eg, computer literacy, prior
experience of using mobile apps, and users’engagement or trust
in IT) may mediate or moderate mHealth effects and therefore
could be taken into account to refine user profiles. Further
research is needed on these moderators and mediators to use
them as criteria for construction of user profiles. Although such
research can be complex and costly, it is relevant and useful.

Need of Studies in Implementation and
Adoption Stages

The implementation of mHealth solutions (beyond pilots) in
the market and their user adoption stages introduce new
contextual and technological factors, such as low technical
performance, lack of interoperability with existing systems, or
misfit with existing clinical practices. Pilot studies often benefit
from specific resources—both financial and human—and from
high motivation of the patients and health care professionals
involved. These factors may be missing in the latter stages of
implementation and adoption, influencing the outcome
achievement or introducing risks to patient safety. Although
these challenges cannot be experimentally controlled, they may
be assessed cautiously in rigorous qualitative and statistical
studies. In addition, the moderators and mediators of mHealth
interventions, such as engagement levels [10], should be
investigated more systematically.

We have to mention that the EQUATOR network published
guidelines for the reporting of mobile phone–based health
interventions [11]. Formed by the World Health Organization’s
panel of experts, these guidelines are useful to improve the
transparency and harmonization of the reporting of mHealth,
enabling comparisons and meta-reviews. These criteria include
usability/content testing and user feedback. Nevertheless, a new
step must be taken toward formulating guidelines on study
designs and methods of the assessment of user feedback on
mHealth interventions.

Moving Forward: Formal Guidelines for
Study Designs on Real-World Usage

The evaluation of moderators and mediators in pilots should be
followed by larger surveys and follow-ups during the whole
life cycle of the mHealth technology [5]. The protocols of these
studies should be inspired by the rigor of protocols of clinical
investigations while considering the relevant factors specific to
mHealth. Open trials, observational studies, and case reports
should be conducted to measure mediators beyond a specific
clinical setting (the variables and low sample size of which
could introduce serious bias). In addition, anecdotal reports and
qualitative studies should use common frameworks, which will
facilitate systematic reviews and afford transferability. The
knowledge generated can thus inform policy decisions.

Moreover, anecdotal reports of suspected adverse reactions
related to the use of mHealth (along with reports of health
IT–related adverse events) should be encouraged and published
in medical journals, as mHealth can induce specific errors
related to the use of technology. These issues have been
emphasized as crucial for more than 20 years, during which
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numerous studies have shown that bad informatics can have
fatal consequences [5]. If the new European regulations on
medical devices (which include mHealth solutions) require
real-life, postmarket, clinical, and risk assessment follow-ups
of these devices, new methods and frameworks should be
elaborated with scientific rigor and inspired by different

academic disciplines, such as engineering and social sciences.
Building on the guidelines for research presentations and
knowledge from medical informatics and risk engineering [12],
it is time to make rigorous evaluations and formalize guidelines
for research presentations, enabling evidence-based mHealth
interventions.
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Abstract

Background: Accurate identification of new diagnoses of human papillomavirus–associated cancers and precancers is an
important step toward the development of strategies that optimize the use of human papillomavirus vaccines. The diagnosis of
human papillomavirus cancers hinges on a histopathologic report, which is typically stored in electronic medical records as
free-form, or unstructured, narrative text. Previous efforts to perform surveillance for human papillomavirus cancers have relied
on the manual review of pathology reports to extract diagnostic information, a process that is both labor- and resource-intensive.
Natural language processing can be used to automate the structuring and extraction of clinical data from unstructured narrative
text in medical records and may provide a practical and effective method for identifying patients with vaccine-preventable human
papillomavirus disease for surveillance and research.

Objective: This study's objective was to develop and assess the accuracy of a natural language processing algorithm for the
identification of individuals with cancer or precancer of the cervix and anus.

Methods: A pipeline-based natural language processing algorithm was developed, which incorporated machine learning and
rule-based methods to extract diagnostic elements from the narrative pathology reports. To test the algorithm’s classification
accuracy, we used a split-validation study design. Full-length cervical and anal pathology reports were randomly selected from
4 clinical pathology laboratories. Two study team members, blinded to the classifications produced by the natural language
processing algorithm, manually and independently reviewed all reports and classified them at the document level according to 2
domains (diagnosis and human papillomavirus testing results). Using the manual review as the gold standard, the algorithm’s
performance was evaluated using standard measurements of accuracy, recall, precision, and F-measure.

Results: The natural language processing algorithm’s performance was validated on 949 pathology reports. The algorithm
demonstrated accurate identification of abnormal cytology, histology, and positive human papillomavirus tests with accuracies
greater than 0.91. Precision was lowest for anal histology reports (0.87, 95% CI 0.59-0.98) and highest for cervical cytology
(0.98, 95% CI 0.95-0.99). The natural language processing algorithm missed 2 out of the 15 abnormal anal histology reports,
which led to a relatively low recall (0.68, 95% CI 0.43-0.87).

Conclusions: This study outlines the development and validation of a freely available and easily implementable natural language
processing algorithm that can automate the extraction and classification of clinical data from cervical and anal cytology and
histology.
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Introduction

Precision public health is a rapidly evolving field that focuses
on promoting the health of a population through the application
of technology [1]. A key priority in precision public health is
the development of new informatics approaches to optimize the
use of vaccines for the prevention of disease. Some of the more
successful vaccine informatics applications postlicensure include
using text-mining techniques to automate the tracking of adverse
immunization outcomes and the use of emergency department
notes as an early warning sign for outbreaks of
vaccine-preventable diseases. Automation of biosurveillance
and timely identification of infectious diseases is of particular
importance to public health, as it allows for better planning and
distribution of limited resources [2-4].

Persistent infection with human papillomavirus (HPV) can result
in precancerous anogenital lesions as well as invasive cancer.
In the United States, approximately 25,000 cases of anogenital
cancers are diagnosed every year, with cervical and anal cancer
being the majority (75%) of these [5]. Over 90% of these cases
are attributable to infection with HPV types that are preventable
by the use of recommended HPV vaccines [5-7]. Although HPV
vaccines have high proven efficacy, the way we use these
vaccines to prevent HPV cancers is still in need of improvement
[8]. Accurate identification and tracking of new cases of HPV
cancers is an important step toward the development of strategies
that optimize the use of HPV vaccines.

Surveillance for HPV-associated outcomes is critical for
monitoring the progress of immunization programs and
identifying targets for improvement. Surveillance for HPV
cancers, however, has been a formidable challenge. Most of the
clinical data needed to diagnose a patient with an HPV-related
cancer, or precancer, are stored in pathology reports. Normally,
pathology reports are stored in a narrative format and contain
several lines of text that can include nondiagnostic information,
such as medical history or clinical indications for screening [9].
Although a manual review of these free-text pathology reports
is the most accurate case-finding method, it is a laborious
process that can become too impractical for large-scale
surveillance projects. To facilitate data capture and analysis,
considerable efforts have been made to promote processes that
encourage pathologists to document their findings in a specific
format and using standardized terminology [10]. However, most
efforts to incorporate standardized reporting have yet to be
consistently implemented by health care providers and
institutions [11].

To develop an accurate and scalable surveillance platform for
HPV vaccine-preventable cancers, it is critical to first overcome
the challenge of narrative data-abstraction. A potential solution
to this data-abstraction problem is automation with
computational tools, such as natural language processing (NLP).

NLP is an increasingly used approach that combines informatics
and linguistic techniques to automatically identify and extract
key concepts or phrases embedded in a narrative text [12].
Although NLP has been successfully applied for the surveillance
of several cancers (eg, colon, hepatic, and bladder cancer), it
has been underutilized for the surveillance of HPV cancers and
precancers [12-15].

As a first step toward achieving automated surveillance of HPV
vaccine-preventable diseases, we developed an NLP algorithm
aiming to extract information from cervical and anal pathology
reports and classify these reports based on the pathologist’s
final diagnosis. The objective of this study was to assess the
accuracy of our NLP algorithm for the identification of
individuals with cancer or precancer of the cervix and anus.

Methods

Study Design and Setting
This study used data generated from the HPV Vaccine
Effectiveness Project, a large-scale population-based study
aiming to determine the effectiveness of the HPV vaccine [16].
In support of this ongoing project, an NLP algorithm was
developed to convert narrative pathology reports into structured
data that can be queried to identify individuals who had
HPV-related abnormalities in their cervical or anal pathology
report. To build and evaluate this NLP algorithm, a
split-validation method was used, wherein 2 sets of full-length
cervical and anal pathology reports were randomly selected
from 4 different clinical pathology laboratories within the
Yale–New Haven Health System participating in the HPV
Vaccine Effectiveness Project. The first set of reports was used
to build the algorithm (ie, the training set, n=100), and the
second set was used for testing the accuracy of the algorithm
(ie, the validation set, n=1000). Pathology reports were extracted
between January 1, 2010 and December 31, 2018 and
deidentified for both the development and testing phases of this
study.

NLP Algorithm Development
We developed a pipeline-based NLP algorithm that incorporated
both machine learning and rule-based methods to extract and
classify diagnostic elements (histopathology, cytopathology,
and HPV test results) from narrative pathology reports. Various
software platforms have been developed to automatically
annotate and process clinical notes based on the Unstructured
Information Management Architecture framework [17-19]. Our
pipeline was built using CLAMP (Clinical Language
Annotation, Modeling, and Processing) software, because it is
open-source, modular, free-to-use, and specifically designed to
process and analyze clinical text [20]. Our pipeline combined
several existing and well-validated text processing components
[21-27] and built on these components with newly developed
HPV-specific ontologies and postprocessing features.
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NLP Data Extraction
The first steps of our pipeline involved using CLAMP’s existing
algorithms to preprocess each report and apply a series of if-then
rules to parse and enumerate each sentence and word within the
full-length report (ie, a sentence detector and word tokenizer,
respectively) [24]. Next, we used a supervised machine learning
approach to assign each enumerated token (ie, each word or set
of words) a tag based on its part of speech (eg, verb, noun, etc)
[28]. A more in-depth description of the pipeline's individual
preprocessing components can be found in Multimedia
Appendix 1. We then implemented an existing named entity
recognizer program to identify key concepts within the narrative
text [29]. This named entity recognizer program utilizes a
dictionary-based approach to match concepts in pathology
reports to terms in a dictionary derived from the Unified Medical
Language System Metathesaurus [27]. To more robustly account
for variations in HPV-related concepts, we also constructed an
HPV-cancer dictionary and incorporated it into the algorithm.
This custom HPV-cancer dictionary leveraged over a decade
of experience and expertise in HPV-cancer surveillance through
collaboration with seasoned epidemiologists from HPV Vaccine
Impact Monitoring Project Across Connecticut, a collaborative
project between the Connecticut Emerging Infections Program
at Yale School of Public Health; the Connecticut Department
of Public Health; and the Centers for Disease Control and
Prevention [30]. We have contributed our HPV dictionary (ie,
ontology) to the National Center for Biomedical Ontology
BioPortal platform [31], where it is openly available for other
users to develop further.

NLP Data Classification
After implementing the dictionary-based named entity
recognizer, we applied newly developed heuristic rules to
analyze and relabel each concept based on their context in the
report. For example, a series of if-then rules were employed to
identify different sections of the report (eg, clinical history,
molecular diagnosis, primary diagnosis, etc) and determine
when an HPV-related diagnosis was being stated in the report
as a historical piece of information and when it was being stated
in the context of the current specimen. Further details and
examples of the key if-then rules are shown in Multimedia
Appendix 1.

We also implemented an extensively validated rule-based
negation algorithm [23] to allow us to differentiate when a

recognized concept was being negated or stated with uncertainty
based on the words that preceded or followed the identified
concept (eg, “negative for abnormalities” or “abnormalities
were not found”). Once all entities were named, coded, and
contextualized, the algorithm generated a structured output
(matrix) that was suitable for further processing. For the last
step of the algorithm, the structured output was used to
summarize and classify each report, at the document level, in
2 key domains: final diagnosis (using the Bethesda Classification
system) and results of HPV tests (if performed). To enable the
reproducibility of this study, our pipeline was freely available
for research through CLAMP [32] and is archived [33]. To
facilitate its application, we also provide a step-by-step video
demonstration of this pipeline [33].

Classification Validation
To test the algorithm’s classification accuracy, 2 study team
members, blinded to the classifications produced by the NLP
algorithm, manually and independently reviewed all pathology
reports in the validation set and classified them at the document
level according to the same 2 domains (diagnosis and HPV
testing results). Disagreement among the 2 manual-review
adjudicators was resolved by discussion with a third investigator.

For the primary analysis, we tested this algorithm’s accuracy
for the identification of HPV-related pathology. The primary
outcome—abnormal pathology—was grouped as a dichotomous
variable and defined, for cytology reports, as a final diagnosis
of atypical squamous cells or greater, and for histology reports,
as intraepithelial neoplasia grades 2 or greater. A summary of
the classification process for the primary outcome is shown in
Figure 1.

Statistical Analysis
The algorithm’s performance was evaluated using the manual
review classifications as the standard. Accuracy, precision,
recall, and F-measure were calculated as follows: accuracy =
(true positives + true negatives) / (true positives + true negatives
+ false positives + false negatives); precision = true positives /
(true positives + false positives); recall = true positives / (true
positives + false negatives); F-measure = 2 × (precision × recall)
/ (precision + recall). Statistical analyses were conducted using
Stata statistical software (version 15; StataCorp LLC). This
protocol was approved by the institutional review board of Yale
University (protocol number 2000024708).
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Figure 1. Diagrammatic representation of the classification process for pathology reports (colored indicates abnormal pathology). AIN: anal intraepithelial
lesion; AIS: adenocarcinoma in situ; ASC-US: atypical squamous cells of undetermined significance; ASC-H: atypical squamous cells—cannot exclude
high-grade squamous intraepithelial lesion; CIN: cervical intraepithelial lesion;HSIL: high-grade squamous intraepithelial lesion; LSIL: low-grade
squamous intraepithelial lesion; NIEL: negative for intraepithelial lesion; SCC: squamous cell carcinoma.

Results

Out of 1000 pathology reports originally selected for the
validation set, 51 were excluded after manual review because
they were (1) reports with misclassified specimens (ie, not anal
or cervical tissue), (2) duplicate reports, or (3) incomplete
reports. Testing of the NLP algorithm’s accuracy was performed
on 949 pathology reports (anal cytology n=94; anal histology

n=86; cervical cytology n=403; cervical histology n=366). HPV
tests were documented on 303 reports (cervical n=265; anal
cytology n=38), of which 121 (40%) had positive results for
HPV. A summary of the highest-grade diagnosis based on
manual review of the 949 pathology reports is shown in Table
1. Most of the biopsies performed revealed either normal or
low-grade (362/452, 80%) lesions, and most of the cytologic
specimens were negative for intraepithelial lesions (302/497,
61%).

Table 1. Summary of results from the manual review of the validation set.

Total (N=949), nAnal (n=180), n
(%)

Cervical (n=769),
n ( %)

Test

49794 (18.9)403 (81.1)Cytology

30247 (15.6)255 (84.4)Negative for intraepithelial lesion

6420 (31.3)44 (68.8)Atypical squamous cells of undetermined significance

581 (1.7)57 (98.3)Atypical squamous cells—cannot exclude high-grade squamous intraepithelial lesion

193 (15.8)16 (84.2)Low-grade squamous intraepithelial lesion

173 (17.6)14 (82.4)Glandular abnormality

3720 (54.1)17 (45.9)Unsatisfactory specimen

24034 (14.2)206 (85.8)HPVa test performed

10817 (15.7)91 (84.3)Positive

45286 (19.0)366 (81.0)Histology

19845 (22.7)153 (77.3)Benign

16426 (15.9)138 (84.1)Squamous intraepithelial lesion grade 1

9015 (16.7)75 (83.3)Squamous intraepithelial lesion grade 2+

aHPV: human papillomavirus.

For the primary analysis, the NLP algorithm accurately
identified abnormal cytology, histology, and positive HPV tests
with accuracies ≥0.91 in all specimens (Table 2). Precision was

lowest for anal histology reports (0.87, 95% CI 0.59-0.98) and
highest for cervical cytology (0.98, 95% CI 0.95-0.99). The
NLP algorithm missed 2 out of the 15 abnormal anal histology
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reports, which led to relatively low recall (0.68, 95% CI 0.43-0.87).

Table 2. Performance of NLP algorithm on the validation set, N = 949.

Accuracy (95% CI)F-measure (95% CI)Recall (95% CI)Precision (95% CI)Variable

Abnormal cytologya

0.99 (0.98-1.00)0.99 (0.98-1.00)1.00 (0.97-1.00)0.98 (0.95-0.99)Cervical

0.98 (0.93-0.99)0.96 (0.91-1.00)1.00 (0.86-1.00)0.93 (0.76-0.99)Anal

HPVb testing

0.99 (0.98-1.00)0.97 (0.95-0.99)1.00 (0.97-1.00)0.95 (0.89-0.98)Positive

Abnormal histology

0.96 (0.94-0.98)0.91 (0.86-0.96)0.93 (0.85-0.98)0.89 (0.80-0.95)CINc grade 2+

0.91 (0.82-0.96)0.76 (0.61-0.92)0.68 (0.43-0.87)0.87 (0.59-0.98)AINd grade 2+

Average performancee

0.97 (0.96-0.98)0.94 (0.93-0.97)0.96 (0.92-0.98)0.94 (0.91-0.97)Abnormal test

aAbnormalities include atypical squamous cells of undetermined significance, atypical squamous cells—cannot exclude high-grade squamous intraepithelial
lesion, low-grade squamous intraepithelial lesion, and glandular cell abnormalities.
bHPV: human papillomavirus.
cCIN: cervical intraepithelial lesion.
dAIN: anal intraepithelial lesion.
eIncludes results from both cytology and histology.

Discussion

In this paper, we described the development and validation of
an NLP instrument that can be used for both data extraction and
classification of cytology and histology reports of the cervix
and anus. Based on these initial data, our NLP algorithm can
classify whether a cytology or histology specimen was abnormal
and whether any HPV tests resulted positive, with an accuracy
91%. At the document level, this algorithm had an average recall
(also known as sensitivity) of 96% and precision (also known
as positive predictive value) of 94%. This demonstration of
accuracy is an important first step toward the development of
a tool that can facilitate the automation of surveillance for HPV
vaccine-preventable cancers and precancers.

There is an increasing body of evidence showing the merits of
an NLP system over manual review for data extraction and
document classification for disease surveillance [34,35]. A key
contribution of this study is the integration and application of
well-validated NLP methodologies to solve a real-world public
health problem. Most individual components included in our
NLP pipeline have been previously validated. Using a commonly
used corpus (SemEval-2014), Soysal et al [20] demonstrated
that CLAMP’s named entity recognizer algorithm had superior
precision to those of other commonly used platforms (CLAMP:
0.77; MetaMaP: 0.55; cTAKES: 0.46). In the same study [20],
the performance accuracy of other key components (tokenizer,
sentence boundary detector, part-of-speech tagger, and section
detector) were evaluated using the MiPACQ clinical corpus and
were also found to have a high accuracy (>92%). In our study,
we did not aim to develop novel NLP strategies or components.
However, one of the key strengths in our approach is that we
were able to leverage the experience of HPV surveillance experts

to assemble an extensive list of HPV-related terms to optimize
named entity recognition.

This study has several other notable strengths. First, this study
is among the first to evaluate the accuracy of an NLP algorithm
to identify cases of HPV-related precancers. Although
precancerous diagnoses are routinely made, these data are not
systematically collected by most surveillance systems. These
diagnoses, however, have public health significance as they can
be used to monitor the impact of HPV vaccines. Our NLP
algorithm provides an efficient way to use existing resources
to measure the extent to which HPV vaccines reduce the burden
of disease at the population level and identify areas to strengthen
immunization programs. Automating the identification of
precancers may also have clinical applications. For example,
following an abnormal cytology result, a patient is usually kept
under close surveillance for months. After an abnormal cytology
screen, the appropriate management can vary from more
frequent follow-up tests to immediate treatment with surgical
excision. Automation of the detection of precancerous
abnormalities in cytology or histology can be incorporated into
clinical decision support tools to ensure patients are
appropriately linked to care and are receiving timely follow-up.

An additional strength of this study is in the application of our
NLP algorithm to accurately detect cases of anal cancer and
precancer. To our knowledge, we are the first to provide a tool
specifically designed for this purpose. Efforts to monitor the
impact of HPV vaccination on oncogenic outcomes have focused
mainly on cervical cancer and women. With the increased
recognition that HPV also causes cancer in men and the
increasing rate of these cancers in the young adult population
[25,26], it is important to determine if the HPV vaccine's
deployment can be optimized to reduce the burden of disease
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in both sexes. A surveillance system with these outcomes may
be especially valuable to investigators and public health officials
in assessing the impact of various immunization strategies in
both males and females.

Additional improvements can optimize the performance of this
algorithm for implementation in routine public health
surveillance or clinical practice. For example, we only used
reports from a single health care system (Yale New Haven
Health), which likely limited the variability found in both the
structure and language in the pathology reports. Thus, future
work is needed to validate this tool's portability to other health
care systems where pathology practices may differ. An
additional area of improvement is in the preprocessing. After
initial manual review of pathology reports, we had to exclude
several reports that were incomplete or were misclassified in
the electronic medical record. To be useful as a real-time
surveillance tool, future iterations of this NLP algorithm will

need to address the potential for misclassification at the onset.
An additional limitation of this tool is that it was developed as
a means to identify cases of cancer and precancer at the
document level and not at the patient level. As many individuals
have more than one pathology report in their record, to be useful
as an automated surveillance method, more postprocessing will
be needed to deal with duplicates or disparate findings at the
patient level.

In this study, we detail the development of a freely available
and easily implementable NLP algorithm that can automate the
extraction of clinical data from cervical and anal cytology and
histology reports. We show that with this algorithm, it is possible
to accurately detect patients with HPV-related abnormalities at
these anatomical sites. These data provide preliminary support
for the use of our NLP instrument for the surveillance of HPV
cancer and precancer of the cervix and anus.
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Abstract

Background: Chronic pain affects more than 20% of adults in the United States and is associated with substantial physical,
mental, and social burden. Clinical text contains rich information about chronic pain, but no systematic appraisal has been
performed to assess the electronic health record (EHR) narratives for these patients. A formal content analysis of the unstructured
EHR data can inform clinical practice and research in chronic pain.

Objective: We characterized individual episodes of chronic pain by annotating and analyzing EHR notes for a stratified cohort
of adults with known chronic pain.

Methods: We used the Rochester Epidemiology Project infrastructure to screen all residents of Olmsted County, Minnesota,
for evidence of chronic pain, between January 1, 2005, and September 30, 2015. Diagnosis codes were used to assemble a cohort
of 6586 chronic pain patients; people with cancer were excluded. The records of an age- and sex-stratified random sample of 62
patients from the cohort were annotated using an iteratively developed guideline. The annotated concepts included date, location,
severity, causes, effects on quality of life, diagnostic procedures, medications, and other treatment modalities.

Results: A total of 94 chronic pain episodes from 62 distinct patients were identified by reviewing 3272 clinical notes.
Documentation was written by clinicians across a wide spectrum of specialties. Most patients (40/62, 65%) had 1 pain episode
during the study period. Interannotator agreement ranged from 0.78 to 1.00 across the annotated concepts. Some pain-related
concepts (eg, body location) had 100% (94/94) coverage among all the episodes, while others had moderate coverage (eg, effects
on quality of life) (55/94, 59%). Back pain and leg pain were the most common types of chronic pain in the annotated cohort.
Musculoskeletal issues like arthritis were annotated as the most common causes. Opioids were the most commonly captured
medication, while physical and occupational therapies were the most common nonpharmacological treatments.

Conclusions: We systematically annotated chronic pain episodes in clinical text. The rich content analysis results revealed
complexity of the chronic pain episodes and of their management, as well as the challenges in extracting pertinent information,
even for humans. Despite the pilot study nature of the work, the annotation guideline and corpus should be able to serve as
informative references for other institutions with shared interest in chronic pain research using EHRs.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e18659 | p.26http://medinform.jmir.org/2020/11/e18659/
(page number not for citation purposes)

Carlson et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:fan.jung-wei@mayo.edu
http://www.w3.org/Style/XSL
http://www.renderx.com/


(JMIR Med Inform 2020;8(11):e18659)   doi:10.2196/18659

KEYWORDS

chronic pain; guideline development; knowledge representation; corpus annotation; content analysis

Introduction

Significance
Chronic pain (ie, pain persisting for >90 days) can be debilitating
to both physical and emotional well-being and has resulted in
significant socioeconomic costs [1,2]. In 2016, it was estimated
that 20.4% (50.0 million) of US adults had chronic pain, with
8.0% (19.6 million) experiencing high-impact chronic pain that
can frequently limit life or work activities [1]. The annual costs
of medical treatment, lost productivity, and disability programs
have been estimated at US $560 billion in the United States
alone [3]. Effective treatment and management of chronic pain
is difficult, due to complex and frequently multifactorial
etiology, intertwined mental health conditions, and progression
of pain from a symptom to a disease in itself [4]. Research is
urgently needed to understand chronic pain through real-world
data and to inform best practices for patient care.

Electronic health records (EHRs) hold great promise for chronic
pain research, offering rich and contextualized
practice-generated evidence. EHR data may also facilitate
examination of the effectiveness and safety of chronic pain
interventions [5], which heretofore has been limited.
Unstructured narratives (ie, clinical notes) in EHRs are
indispensable to understanding the full context of a patient’s
experience, and most clinicians prefer the expressiveness of
free text in documenting pain [6]. However, there has been no
systematic appraisal of EHR narratives surrounding chronic
pain. Therefore, as a foundational step toward filling this gap,
we annotated and analyzed the clinical notes of patients with
chronic pain diagnoses.

Guided by clinical practice and research needs, we annotated
information related to body location, severity, causes, social
and emotional effects, and interventions associated with chronic
pain across a wide range of symptomatology and etiology. We
centered around individual episodes of chronic pain, examining
notes spanning the period from 6 months before to 2 years after
the first chronic pain diagnosis for each patient. A total of 3272
notes were reviewed, and 94 episodes from 62 distinct patients
were identified. The results showed that the clinical notes
contain valuable information on chronic pain, effectively
covering key aspects such as location and cause of pain in more
than 90% of the episodes. Moreover, aspects of chronic pain
generally not available in structured EHR data, like alternative
regimens and the effects on quality of life, also had a sizable
presence in the annotated corpus.

Background
Previous work pointed out that chronic pain surveillance can
be limited without using information in clinical text [7], and
there has been substantial interest in detecting pain phenotypes
based on EHR documents. Heintzelman et al [8] used a
proprietary, rule-based system to identify mentions of pain and
attributes such as location and severity for 33 prostate cancer
patients. Two prior studies developed and analyzed clinical
corpora on pain and pain management. Dorflinger et al [9]
sampled 153 patients with pain scores of 4 or higher in the
Veterans Affairs primary care setting and used their progress
notes to develop an information extraction schema on the quality
of pain management documentation. Their schema identified
three major areas—pain assessment, treatment, and
reassessment—that covered several indicators such as cause,
constancy, and pain sensation. In developing an annotation
schema for anesthesia information and postsurgical pain, Yim
et al [10] sampled 420 notes from patients that underwent five
procedures. Many pain-related attributes aligned with those
identified by Dorflinger et al [9] (eg, trigger, location, frequency,
and pain character). Together, these studies confirmed that
free-text notes contained relevant information for understanding
pain and evidence of management approaches. Our study built
upon this previous work and focused specifically on chronic
pain. In particular, we developed an episode-based framework
that allowed us to define each chronic pain entity longitudinally
in a meaningful way.

Methods

Cohort Identification
Our study was approved by the Mayo Clinic and the Olmsted
Medical Center (OMC) Institutional Review Boards (IRBs).
The study population consisted of local adult patients with
noncancer chronic pain receiving health care at the Mayo Clinic
and/or the OMC. We used the Rochester Epidemiology Project
(REP) [11,12] research infrastructure, which covers virtually
all residents living in Olmsted County, Minnesota, between
January 1, 2005, and September 30, 2015, totaling 189,475
persons. Patients who were coded with any highly likely code
for chronic pain from the International Classification of
Diseases, Ninth Revision (ICD-9), defined by Tian et al [7] (see
Table 1), were included. Patients were excluded if they were
younger than 19 years of age or if they had any ICD-9 code for
cancer between 2003 and 2016; cancer was excluded because
cancer-related pain has different treatment patterns. Accordingly,
a cohort of 6586 patients out of 189,475 (3.48%) screened
persons was established.
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Table 1. International Classification of Diseases, Ninth Revision (ICD-9) codes determined by Tian et al [7] as highly likely to represent chronic pain.

DescriptionICD-9 code

Chronic pain338.2

Chronic pain due to trauma338.21

Chronic post-thoracotomy pain338.22

Other chronic postoperative pain338.28

Other chronic pain338.29

Chronic pain syndrome338.4

To diversify the demographics for more diverse and
representative annotation, an age- and sex-stratified sample of
70 patients was randomly selected from the chronic pain cohort.
The four age strata were 19-35, 36-50, 51-65, and >65 years of

age. Of these 70 selected patients, 8 (11%) were later excluded
from annotation due to the absence of any documented pain
episode lasting 90 days or longer. An overview of the screening
and sampling process is summarized in Figure 1.

Figure 1. Workflow of screening the noncancer chronic pain cohort and sampling for the corpus annotation.

Pain Episode Framework
We proposed an episode-centered approach to annotating
chronic pain based on input from clinical domain experts.
Conceptually, each pain episode involved three points in time:

1. Initial event date: the date on which the pain first presented
(eg, as the result of a fall). Since the initiation was not
always specified in the EHR, the annotation could be an
estimate and was not mandated for defining an episode.
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2. Chronic pain index date: the date on which the pain was
considered chronic (ie, at least 90 days after the initial event
date). If the initial event date was unclear, then the first
note implying that the pain had lasted at least 90 days or
making explicit use of the word “chronic” was annotated
as the chronic pain index date.

3. Last mention date: the date on which the pain was
considered to be resolved or the patient was censored. This
date could be determined by a note explicitly indicating
resolution of the pain, no further mentions of the pain after
that note, or a cutoff at 2 years after the index diagnosis if
neither of the aforementioned criteria were met.

Operationally, a chronic pain episode was defined by the chronic
pain index date and last mention date plus at least one consistent
location mentioned over time. If multiple locations were
mentioned in the clinical note, annotators used their judgment
to determine whether the locations could be physiologically
linked. When the locations were all generated from one source
(eg, lower back pain and leg pain due to sciatica), all locations
were annotated as part of the same episode. As an example,
Time 2 in Figure 2 illustrates how five pain locations can be
annotated into two separate episodes, where episode 1 had
started and evolved in parallel with the later episode 2.

Figure 2. Conceptual representation of a patient’s two chronic pain episodes that unfolded in parallel. Note that the even time intervals are a simplified
illustration; the real events have varying intervals. CID: chronic pain index date; Ep1: episode 1; Ep2: episode 2; IED: initial event date; LMD: last
mention date.

Corpus Annotation and Analysis
The first chronic pain ICD-9 code from structured data served
as the anchor for corpus preparation, however, this diagnosis
date might be different from the chronic pain index date
determined later by an annotator; all of the patient’s clinical
notes 6 months before and 2 years after this anchor diagnosis
were then retrieved for annotation. The Multi-document
Annotation Environment [13] was the annotation tool of choice
because it is lightweight and easy to set up. The primary
annotation tasks were (1) screening each patient’s notes to verify
that they had at least one pain episode lasting 90 days or longer,
(2) determining the pain episode boundary by identification of
the chronic pain index date, last mention date, and initial event
date, if applicable, and (3) marking mentions of the pain and
associated attributes including date, location, severity, cause,
effects on life, diagnostic procedure, medication, and other
treatment regimens.

During the initial guideline development phase, multiple
iterations of revisions were performed on both the guideline
and the annotations. Each clinical note was independently
annotated by two annotators (LC and MJ), and the interannotator
agreement (IAA) was evaluated using the F1 score [14]. After
each iteration, disagreements were resolved through discussion
with a third reviewer (WH or JS). The common disagreements
were logged and analyzed. The annotation guideline stabilized
after going through such dual annotation and reconciliation over
604 notes. Following the guideline development, a total of 3272
notes representing 62 patients were reviewed by the two

annotators in parallel. Upon completing the corpus annotation,
descriptive statistics were computed to summarize the chronic
pain episodes and attributes.

Ethics Statement
The research involved secondary use of health records and did
not involve a clinical trial. Because the research only used data
passively collected as part of clinical care, and did not involve
patient contact, the protocol was categorized as minimal risk.
The requirement for informed consent was waived by the
governing IRBs (Mayo Clinic: 18-006536 and Olmsted Medical
Center: 038-OMC-18). We note that while informed consent
was not required, Minnesota state law requires that health care
providers collect and maintain patient authorization for linking
medical record information across health care providers for
research. All health care providers participating in the REP
maintain research authorization, and we did not include the
medical record information for patients who declined research
authorization (<5% of potential participants).

Data Availability
Deidentified annotations of the chronic pain episodes are
available for noncommercial research purposes. Interested
parties can request access by contacting rstnlp@mayo.edu and
are required to sign and remain compliant with a Data Use
Agreement under the Mayo Clinic NLP (natural language
processing) Program (IRB 20-001137).
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Results

Summary of the Annotated Cohort
The final annotated cohort consisted of 62 patients (34/62, 55%
female) with balanced representation (approximately 15 patients)
from each of the four age strata. To assess the density of relevant

documentation, we computed the frequency distributions of the
chronic pain–annotated notes per month (see Figure 3). Aligning
with intuition, older patients (>50 years) had more clinical notes
per month that documented chronic pain. The medians of
relevant notes per month for men and women were comparable,
but men exhibited a wider variance toward the higher end.

Figure 3. Boxplots for the per-month distributions of the annotated clinical notes, stratified by age (left) and by sex (right). Orange lines indicate
medians; boxes are based on interquartile range. F: female; M: male.

A total of 94 chronic pain episodes were identified from the 62
annotated patients (see Table 2). The median duration of each
pain episode was 357 days (min 90 and max 977). To describe
which specialties contributed to caring for and documenting the
chronic pain patients within this cohort, we computed the

specialty-wise episode counts in Figure 4. Primary care
departments led the coverage (64/94, 68%), followed by pain
and rehabilitation specialties (32/94, 34%) and a variety of
medical specialties (29/94, 31%).

Table 2. Frequency distribution of patients per number of annotated chronic pain episodes.

Patients (N=62), n (%)aEpisodes, n

40 (65)1

14 (23)2

5 (8)3

2 (3)4

1 (2)5

aPercentages do not add up to 100% due to rounding.
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Figure 4. Counts of the annotated pain episodes by specialty. The inner circle represents the broader specialty category; the outer circle hosts the
individual specialties under each category. Each quantity simply indicates how many episodes out of the 94 were cared for by the corresponding specialty
or category. Note that an episode could be cared for by more than one specialty, so the counts involve overlaps and the sums may not match across.
ICU: intensive care unit; Rehab: rehabilitation.

Summary of the Annotated Corpus
In the guideline development phase, 30 episodes from 604
clinical notes were dually annotated. The IAA rates at the
episode and concept levels are provided in Table 3. Note that
the concept-level IAA overpenalized because each annotator

had the freedom to extract the same information from any
legitimate piece of evidence, for the same episode, but those
differentially located pieces were counted as mismatches. As
our primary focus, the episode-level IAA indicated moderate
to high agreement (0.78 to 1.00) and viability of the final
annotation guideline (see Multimedia Appendix 1).

Table 3. Interannotator agreement (IAA) rates computed using the F1 score.

Concept-level IAA rateEpisode-level IAA rateAnnotation

0.790.89Episode

0.941.00Date

0.820.84Location

0.700.78Severity

0.680.90Cause

0.530.78Social and emotional effect

0.650.78Diagnostic procedure

0.700.82Medication

0.650.80Other treatment

The individual pain attributes and corresponding examples are
summarized in Table 4, along with the percentage of episodes
that had the attribute covered. For example, 100% (94/94) of
the episodes had date annotated, while only 59% (55/94)
described the social and emotional effect of pain. Example
annotations and the number of distinct strings of each annotated

attribute are also included in the table. The most frequent
subcategories of each annotated attribute are provided in
Multimedia Appendix 2 (for cause, social and emotional effect,
diagnostic procedure, medication, and other treatment) and
Figure 5 (for location and severity). Structured export of a
mock-up episode is shown in Figure 6, which represents the
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commonly included information: patient ID; episode begin and
end dates; location, with mapping to SNOMED CT
(Systematized Nomenclature Of Medicine–Clinical Terms);

severity; medication; document ID; and the character spans of
the annotations in text.

Table 4. Chronic pain attributes, examples, distinct strings, and the frequency of episodes that had the attribute annotated.

Coverage of episodes
(N=94), n (%)

Distinct strings, nExamples of annotationDefinitionAttribute

94 (100)174“05-23-2009”

“January 12, 2010”

Chronic pain index date, last mention date,
or initial event date

Date

94 (100)240“left knee”

“lower back”

Body part where the pain occurredLocation

79 (84)295“tolerable”

“9/10”

Perceived pain intensitySeverity

88 (94)390“arthritis”

“peripheral neuropathy”

Etiology or contributing factorCause

55 (59)152“unable to bathe”

“wakes him up at night”

Consequence to daily lifeSocial and emo-
tional effect

70 (74)268“chest x-ray”

“bloodwork”

Procedure used in investigating the painDiagnostic pro-
cedure

77 (82)593“Oxycodone”

“Tylenol”

Pharmacological pain treatmentMedication

83 (88)789“cortisol injection”

“suggested CBT” (cognitive behav-
ioral therapy)

Nonpharmacological methods used to al-
leviate the pain

Other treatment

Figure 5. The annotated chronic pain episodes, grouped by body location and with corresponding severity distributions. The sizes of the blue circles
on the figure reflect the relative frequencies within the annotated cohort.
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Figure 6. Illustration of an annotated episode exported into JavaScript Object Notation (JSON) format. Here, the mock-up patient had one episode of
severe chronic pain in the back and the leg and received Percocet, which alleviated the pain. SCTID: SNOMED CT (Systematized Nomenclature Of
Medicine–Clinical Terms) Identifier.

The pain location and severity information are presented jointly
in Figure 5. Back pain, including lower back pain, and leg pain
were the most common types of chronic pain in this annotated
cohort. Pain severity distributions varied by body location, but
statistical testing was not performed due to the limited sample
size for each body location.

Cause and social and emotional effect were two critical aspects
of chronic pain that we sought to elicit from clinical text, as
they are generally not available through structured data.
Musculoskeletal issues were the leading cause of pain in the
annotated episodes (61/94, 65%) (eg, degenerative arthritis or
patellar tendinitis). Note that it was possible for a pain episode
to have more than one cause (ie, mechanism). For example, an
episode of musculoskeletal lower back pain could also be
annotated as neuropathic if it included sciatica. The diverse
social and emotional pain effects manifested both diminished
efficacy and compromised quality of life.

...[the pain] wakes him up at night.

...affect his ability to study and perform lab work for
schooling.

...has missed a couple of family functions due to pain.

We were also interested in the management aspects of chronic
pain documented in the clinical notes. Opioids were found to
be the most frequently used medication (49/94, 52%), followed
by nonsteroidal anti-inflammatory drugs and acetaminophen.
Physical and occupational therapies were the most frequently
documented nonpharmacological other treatment (41/94, 44%),
followed by analgesic injections and surgery. Another valuable
aspect revealed in the narratives was sentiment around the
treatments, as shown below. We did not attempt to assign
numeric ratings to these sentiments, as sentiment analysis was
not a major focus of this study.

...has been trying Tylenol without much relief.

...is wishing to discontinue her Cymbalta.

...consider gradually tapering down the Neurontin.

Interrater Disagreements
Most disagreements resulted from asymmetric annotation
presence (ie, one annotator identified something the other
annotator did not). In resolving these disagreements, we
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determined that some represented underannotation and others
overannotation.

Underspecified Concept Definition
Asymmetric presence of annotations usually emerged due to
unclear or inadequate extensional definition of the attribute to
be annotated. The typical scenario was that an annotator did not
realize that an entity should be annotated. For example,
“discomfort at rest” can be annotated as mild severity, but such
qualification was not apparent unless specifically named in the
guidelines. The inconsistency could be rooted in differential
interpretation or domain literacy, which were compensated by
the iteratively refined guidelines through patching of inclusion
criteria as annotators gained more experience.

Overinference of Evidence
One annotator tended to extrapolate evidence beyond the text,
which resulted in many disagreements on location and social
and emotional effect. A typical example was that “carpal tunnel
syndromes” got annotated as wrist. Although wrist could be
inferred as the pain location, our discussion stipulated that the
annotators should stick to the literal description (ie, syndrome
instead of anatomic location) without overinference. This
criterion was incorporated into the guidelines to discourage
inferring evidence that is not explicitly mentioned.

Guideline Evolution
A summary of guideline evolution over the course of the study
is available in Multimedia Appendix 1, section II, subsection
4. As the guideline was developed and used, some attributes
were refined to make annotations more informative. For
example, subcategories such as injury and trauma were added
to the cause attribute to make the selections better fit the data.
Other attributes were dropped due to scarce mentions in the
corpus. Examples of dropped attributes include pain trend,
which was intended to summarize whether pain was increasing,
decreasing, or staying the same, and referral, which would
identify a clinician referring a patient to another service.

Discussion

Principal Findings
Our episode-centered approach aligns closely with how
clinicians identify and manage chronic pain: as an evolving and
dynamic process. In some cases, including for aspects as central
as the cause of chronic pain, clinicians exhibited changing
attribution over time in their documentation, reflecting updated
hypotheses as new information emerged (eg, from diagnostic
interventions, progression of symptoms, or response to
treatments). These time-varying considerations exemplify the
complexity of accurately characterizing a chronic pain episode,
which is more nuanced and multifaceted than simple concept
extraction. Determining the episode boundaries can be nontrivial
even for human annotators and relies on often imperfect or
incomplete information in the text. It is also important to verify
which pieces of evidence are credible and up to date whenever

discrepancies in documentation are found. These challenges
demand innovative solutions from the informatics community.

This study corroborated our hypothesis that rich information
about chronic pain is available in clinical text and can be
extracted with rigorous and standardized annotation. Some
observations agreed with previous data, which have noted that
back pain [15] was one of the most common causes of chronic
pain, and opioids were a leading treatment choice in chronic
pain [16]. Our annotation also produced novel data. For
example, we found that chronic pain management is a
multidisciplinary team effort that engages multiple medical and
surgical departments, suggesting that optimal management will
require active coordination that is attentive to specialty contexts.

Being the first clinical corpus dedicated to chronic pain, our
experience could be considered prototypical with much room
for improvement. Nonetheless, we believe the annotation
guideline offers a solid starting point that can be referenced by
other institutions with shared interest in abstracting chronic pain
episodes from EHRs. We did not intend primarily to create or
validate a corpus for machine learning, but we leave it to the
potential users to determine how they want to leverage it. As a
seed data set representing chronic pain annotations based on
two health organizations, the corpus should benefit future work
that has either a clinical or technical concentration (see Data
Availability section for access information).

Limitations
To maximize the number of individual patients we could
analyze, given limited annotator time, we prospectively decided
to analyze notes from 6 months before to 2 years after the index
diagnosis date. A distribution analysis in Table 5 finds that only
8 of the 94 (9%) episodes were censored at 24 months. As a
result of this design decision and our stratified sampling method,
our data should not be used to estimate average chronic pain
episode length in a broader population.

Although our results summarize more than 3000 clinical notes,
the sample size of 62 patients is not large. The studied
cohort—patients from Midwestern United States with high
access to health care—may not fully represent other populations
within the United States. However, we believe many of our
findings are representative of chronic pain and may serve as a
useful comparison for populations with very different
characteristics [17]. Moreover, the study population was derived
from two health care systems, representing both academic and
community practices. It is important to note that the ICD-9
codes used in this study may have excluded chronic pain of
many other possible causes. Finally, as in any study using human
annotators, the work reflected the knowledge and possibly
subjective understanding of those who performed the task.

Future work can address these limitations by testing
reproducibility in a different cohort and with an expanded cohort
definition and time period. Another promising path we envision
is to reconstruct a richly characterized trajectory for each chronic
pain episode by interweaving pertinent evidence from multiple
types of data.
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Table 5. Distribution of episode-ending distance from the index diagnosis date.

Episodes (N=94) , n (%)Month after the index diagnosis date when episode ended

21 (22)0

3 (3)2

5 (5)4

3 (3)6

5 (5)8

3 (3)10

5 (5)12

1 (1)14

9 (10)16

5 (5)18

14 (15)20

12 (13)22

8 (9)24

Conclusions
To assess information about chronic pain in EHR notes, we
performed systematic manual annotation on an age- and
sex-stratified cohort of patients receiving health care at two
health care systems between 2005 and 2015. An annotation
guideline was iteratively refined to target key information about
chronic pain episodes and associated attributes, such as cause,
location, severity, and medication. A total of 3272 clinical notes

were reviewed, and 94 episodes from 62 distinct patients were
annotated. Summary statistics and qualitative analysis yielded
insight into the characteristics of the cohort and their
experiences. Clinical text was found to contain critical evidence
for understanding the chronic pain trajectories of the patients.
The episode-centered extraction captured a natural view of
chronic pain while posing new challenges to potential
automation.
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Abstract

Background: The World Health Organization’s International Classification of Functioning Disability and Health (ICF)
conceptualizes disability not solely as a problem that resides in the individual, but as a health experience that occurs in a context.
Word embeddings build on the idea that words that occur in similar contexts tend to have similar meanings. In spite of both
sharing “context” as a key component, word embeddings have been scarcely applied in disability. In this work, we propose social
media (particularly, Reddit) to link them.

Objective: The objective of our study is to train a model for generating word associations using a small dataset (a subreddit on
disability) able to retrieve meaningful content. This content will be formally validated and applied to the discovery of related
terms in the corpus of the disability subreddit that represent the physical, social, and attitudinal environment (as defined by a
formal framework like the ICF) of people with disabilities.

Methods: Reddit data were collected from pushshift.io with the pushshiftr R package as a wrapper. A word2vec model was
trained with the wordVectors R package using the disability subreddit comments, and a preliminary validation was performed
using a subset of Mikolov analogies. We used Van Overschelde’s updated and expanded version of the Battig and Montague
norms to perform a semantic categories test. Silhouette coefficients were calculated using cosine distance from the wordVectors
R package. For each of the 5 ICF environmental factors (EF), we selected representative subcategories addressing different aspects
of daily living (ADLs); then, for each subcategory, we identified specific terms extracted from their formal ICF definition and
ran the word2vec model to generate their nearest semantic terms, validating the obtained nearest semantic terms using public
evidence. Finally, we applied the model to a specific subcategory of an EF involved in a relevant use case in the field of
rehabilitation.

Results: We analyzed 96,314 comments posted between February 2009 and December 2019, by 10,411 Redditors. We trained
word2vec and identified more than 30 analogies (eg, breakfast – 8 am + 8 pm = dinner). The semantic categorization test showed
promising results over 60 categories; for example, s(A relative)=0.562, s(A sport)=0.475 provided remarkable explanations for
low s values. We mapped the representative subcategories of all EF chapters and obtained the closest terms for each, which we
confirmed with publications. This allowed immediate access (≤ 2 seconds) to the terms related to ADLs, ranging from apps “to
know accessibility before you go” to adapted sports (boccia). For example, for the support and relationships EF subcategory, the
closest term discovered by our model was “resilience,” recently regarded as a key feature of rehabilitation, not yet having one
unified definition. Our model discovered 10 closest terms, which we validated with publications, contributing to the “resilience”
definition.
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Conclusions: This study opens up interesting opportunities for the exploration and discovery of the use of a word2vec model
that has been trained with a small disability dataset, leading to immediate, accurate, and often unknown (for authors, in many
cases) terms related to ADLs within the ICF framework.

(JMIR Med Inform 2020;8(11):e17903)   doi:10.2196/17903

KEYWORDS

disability; Reddit; social media; word2vec; semantic categorization; silhouette; activities of daily life; aspects of daily life; context;
embeddings

Introduction

General Background
Natural Language Processing (NLP) is increasingly being
integrated into several application domains. Google AI recently
introduced BERT (Bidirectional Encoder Representations from
Transformers) [1] to match search queries with more relevant
results for optimizing Google searches. Facebook AI also
achieved impressive breakthroughs, such as by tackling harmful
or improper content by means of Whole Post Integrity
Embeddings (WPIE) [2]. Other examples can be found in mobile
apps, such as virtual assistants like Amazon’s Alexa or Apple’s
Siri [3]. Application domains range from cultural heritage [4]
to the identification of concepts and relationships in a body of
research papers [5] or clinical decision support systems [6].

Words that occur in similar contexts tend to have similar
meanings. This was likely first formulated in 1954 by Harris
[7]. But the most famous statement of this principle came a few
years later from linguist JR Firth: “You shall know a word by
the company it keeps!” [8].

One of the strongest trends in NLP at the moment is the use of
word embeddings, which are vectors whose relative similarities
correlate with semantic similarity, building on the ideas of Harris
and Firth.

The approval of the International Classification of Functioning,
Disability, and Health (ICF) [9] by the World Health Assembly
in May 2001 has marked a paradigm shift in the way health and
disability are understood and measured [10]. The ICF
conceptualizes disability not solely as a problem that resides in
the individual but as a health experience that occurs in a context
[11].

Disability and functioning are, according to the ICF model,
outcomes of interactions between health conditions (diseases,
disorders, and injuries) and contextual factors [9].

In spite of both sharing context as a key component, word
embeddings have been scarcely applied in the field of disability,
to the best of our knowledge.

In this paper, we hypothesize that social media can, indeed, link
them. Word embeddings are usually learned from a
general-purpose corpus; when it doesn't match the domain's
vocabulary (including the same words or using words in the
same senses), it is a problem that cannot simply be fixed with
a lot of data. More data could just pull word contexts and
representations towards generic, rather than domain-specific,
values.

Our hypotheses in this paper are the following: (1) Such
domain-specific values can be extracted from public
domain-specific social media (2) in a sufficient number for the
embedding to be relevant to the ICF model and (3) verifiable
by sound theoretical semantic tests (4) consistent with
state-of-the-art publications and (5) providing actionable
knowledge to onfield specialists.

Social Media
Social media statistics from 2019 show that there are 3.2 billion
social media users worldwide, and this number is growing [12].

Recent analyses remark that 42% of internet users take
advantage of social media for health information, 32% of social
media users in the United States share their health care
experiences and family’s struggle stories, and 29% search for
health information via social media platforms to observe others’
experiences with their diseases. Furthermore, 51% of those who
live with a chronic disease have used the internet for information
about health topics, such as details of a specific disease, medical
procedures, drugs, medical devices, or health insurances [13].

Reddit
Social media users on platforms such as Reddit [14] tend to
sharply contrast with similar groups that participate offline; for
instance, people on Reddit are likely to discuss problems that
they do not feel comfortable discussing face-to-face [15].

Another reason Reddit was chosen as a data source for this study
is that the language of text posts is more structured than on other
social media platforms such as Twitter [13].

As of 2019, Reddit’s official statistics included 430 million
monthly active users, 199 million posts, 1.7 billion comments,
and around 14 billion views in a single month [16].

Reddit’s core functionality is the sharing of text-based posts
with others who may or may not be members of the site. The
subforum function allows the creation of designated spaces for
users to congregate and interact with each other over a shared
interest. These subforums are called subreddits.

This Study
In the following subsections, we describe the specific
characteristics and objectives of this study.

The Disability Subreddit
The data used for this study were extracted from the disability
subreddit (containing news, resources, and perspectives
pertaining to individuals with disabilities). It numbers 17,545
subscribers and 17 comments per day [17]. The evolution of
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the number of subscribers since 2013 is shown in Figure 1. The
disability subreddit was created on March 12, 2008.

The total number of posts and comments since 2008 are not
shown in the Reddit official statistics; the 17 comments per day
are, in fact, “the comments received on all its posts in a recent
24 hour measurement period. This number isn’t averaged over

time” [17]. A plot of the comments per day during the November
2018-December 2019 period can also be obtained from the
official statistics [17] (Multimedia Appendix 1). Therefore,
taking as a starting point the total number of subscribers (Figure
1) and the total number of comments during the last year, a
rough estimation leads to about 100,000 comments during the
2009-2019 time period.

Figure 1. The number of subscribers in the disability subreddit by year.

Domain-Specific Values: Environmental Factors
According to the ICF, contextual factors represent the complete
background of an individual’s life and living [18]. They include
2 components: environmental factors (EF) and personal factors,
which may have an impact on an individual with a health
condition and that individual’s health and health-related states.

In this study, we focus on the EF section of the ICF; by
definition, EF make up the physical, social, and attitudinal
environment in which people live and conduct their lives [9].
EF are organized into 5 chapters, each dealing with different
and mutually exclusive aspects of the environment: (e1) products
and technology, (e2) natural environment and human-made
changes to the environment, (e3) support and relationships, (e4)
attitudes, and (e5) services, systems, and policies.

Word2vec
Word2vec is the method used in this study for generating word
embeddings. It creates an embedding (ie, numerical
representations of words that help capture meaning, semantic
relationships, and context) for text by using each word in a
corpus to predict the words that usually surround it [19]. It
consists of 2 neural network models: Continuous Bag of Words
(CBOW) and Skip-gram. In both models, a window of

predefined length is moved along the corpus, and in each step,
the network is trained with the words inside the window to
predict the word in the center of the window based on the
surrounding words (CBOW) or to predict the contexts based
on the central word (Skip-gram).

Therefore, word2vec creates word embeddings in which the
semantic relationships between words are preserved. In this
paper, we use the Skip-gram model, which shows better
performance in semantic tasks [20].

Small Dataset: Twofold Validation of Word2vec
Embedding
Word2vec methods have a distinct advantage in handling large
datasets and have been trained with billions of tokens, as shown
in the Google archive of the original Mikolov paper [21] (eg,
the latest Wikipedia dumps 3 billion words, or the
“one-billion-word language-modeling benchmark”).

As it is a prediction-based model, it might be reasonable to
expect that word2vec will produce very low-quality embeddings
when trained with a small corpus.

Nevertheless, based on the high specificity of the disability
subreddit, we hypothesize that the produced embeddings will
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be of high semantic quality. In order to verify this, we will
follow a twofold validation.

First, we will apply the semantic categorization test in order to
measure the word2vec model’s capabilities of representing
semantic categories (such as vegetables, countries, fruits, and
clothes). The original test (the Battig and Montague norm [22])
is composed of 53 categories with 10 words each. In order to
measure how well the word i is grouped in relation to the other
words in its semantic category, we will use silhouette
coefficients [23].

Second, for each EF chapter (e1-e5), we will map meaningful
word embeddings to representative categories of each chapter
and refer to relevant publications to confirm their practical value.

Study Objectives
Specific aspects of disability (eg, depression) have been studied
on social platforms such as Twitter [24] or support groups for
Autism Spectrum Disorder on Facebook [25]. However, to our
knowledge, no published study has examined social media
content related to the environmental factors that make up the
physical, social, and attitudinal environment in which people
with disabilities live and conduct their lives.

Therefore, in this study, we aim to do the following: (1) extract
all comments and submissions from the disability subreddit
during the period under study (2009-2019); (2) train a word2vec
model using disability subreddit comments as a training set,
performing a preliminary validation using a subset of the original
Mikolov paper analogies; (3) perform a semantic categorization
test using an updated and expanded version of the Battig and
Montague norm, with 65 categories; for each category, compute
the silhouette coefficient of the model; (4) select representative
subcategories addressing different aspects of daily life for each
ICF chapter (e1-e5); for each subcategory, identify specific
terms, ti , tj, extracted from their formal ICF definition, and run
the word2vec model to generate the nearest semantic terms to
ti, and tj; validate the obtained nearest semantic terms using
relevant published literature; and (5) apply the results to a
specific subcategory of a chapter involved in a relevant use case
in the field of rehabilitation directly involved in daily living.

Methods

Data Collection
Reddit data were collected from pushshift.io [26] by the
pushshift.io API (application programming interface).
pushshift.io is a website that stores all publicly available Reddit
submissions and comments, allowing researchers to collect and
share Reddit datasets for research purposes, with extensive
publications in related research (eg, Lama et al [27]). In this
paper, we used the pushshiftr R package as a wrapper for the
pushshift.io API [26].

Word2vec
For training the word2vec model, we used the wordVectors R
package [28]. It implements the original C code for word2vec
[20].

Semantic Distances
Given a vectorial representation of 2 words, their semantic
similarity (S) was calculated using the cosine similarity measure
between their respective vectorial representation, S(v1,v2). The
semantic distances between 2 words, d(v1; v2), was calculated
as 1 minus the semantic similarity, d(v1; v2)=1–S(v1; v2) [28].

Semantic Categorization Test
In this test, we measured the capabilities of the model to
represent the semantic categories based on the Battig and
Montague category norms, an invaluable tool for researchers
in many fields, with a recent literature search revealing their
use in over 1600 publications in more than 200 different journals
[29].

In this study, we use Van Overschelde’s [29] updated and
expanded version of the Battig and Montague norms (expanded
from 56 to 70 semantic categories).

In order to measure how well a word i is grouped in relation to
the other words in its semantic category, we used the silhouette
coefficients, s(i).

a(i) is the mean distance of word i with all other words within
the same category, and b(i) is the minimum mean distance of
word i to any words within another category (ie, the mean
distance to the neighboring category). In other words, silhouette
coefficients measure how close a word is to other words within
the same category compared to words of the closest category
[23].

Results

Sample Description
Data were collected from 20,344 submissions and 96,314
comments from the disability subreddit.

Total comments were posted by 10,411 Redditors, and the total
submissions were posted by 9658 Redditors.

The total number of different Redditors that have posted a
submission or a comment is 15,072.

Considering that Reddit moderators remove a percentage of
submissions (eg, for not following the Reddit posting
guidelines), the number of different Redditors (15,072) is quite
close to the 17,545 subscribers presented in Figure 1.

The first comment on the disability subreddit included in this
analysis was published in February 2009, and the last was
published in December 2019.

Note that these data were publicly accessible on Reddit and that
no personally identifiable information is included in this study.
The dataset is publicly available per request.

This paper focuses on the analysis of the 96,314 comments;
Multimedia Appendix 1 presents further details on the retrieved
data. For example, the most common 10 words are people
(appearing 4231 times), disability (3619), time (3418), disabled
(2479), feel (2457), lot (2433), person (2264), life (2162), day
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(1841) and job (1811). Multimedia Appendix 1 also features a
plot of the percentage of comments containing specific words
(eg, anger, hope, change, education) by year, the fastest-growing
words, and the words with the steepest increase in past years.

word2vec
We then ran the train_word2vec function of the wordVectors
R package to train the model, with the following parameters:
vectors=200, threads=4, window=12, iter=5,
negative_samples=0.

We performed a preliminary validation using a reduced subset
of the original Mikolov paper analogies [20]. We selected only
some of those that might fit in our context; therefore, we did
not include, for example, the well-known analogy

king–man+woman=queen

but we obtained promising results in a variety of analogies, such
as

brother–sister+husband=wife(0.352) (cosine distance
is shown in brackets)

This means that if, for our trained model, we execute the
nearest_to function as follows:

nearest_to(model[[“brother”]]-model[[“sister“]]+model[[“husband”]],5)

then we obtain “wife” as one of our top 5 nearest terms. We
obtained several of them, with promising results. For example:

usa–ny+france=paris(0.666)

she–he+women=men(0.332)

doctor–hospital+teacher=school(0.599)

morning–woke+night=sleep(0.630)

girls–boys+women=men(0.474)

breakfast–8am+8pm=dinner(0.469)

cnn–news+netflix=streamer(0.515)

Semantic Categorization Test
For the first 5 words of each of the first 65 semantic categories
of the updated version of the Battig and Montague norm [29],

we calculated the silhouette coefficients. The complete list of
the 325 words and silhouette calculation is presented in
Multimedia Appendix 2.

Multimedia Appendix 3, which shows the silhouette coefficients
for the first 60 semantic categories, displays promising results.
The numbers identifying each category are those presented in
the original norm; for example, the first row is “3. A relative”
because this is the third semantic category presented in the norm.

When analyzing the lower silhouette scores, we identified
remarkable reasons for the miscategorization of the terms. For
example, regarding the first semantic category, “1. A precious
stone,” we selected i=diamond, and our model identified the
category “43. A vegetable.” To be closer to i than category 1,
we tried to find out why broccoli is closer to diamond than, for
example, a ruby, and we found that diamond is a well-known
class of broccoli. Similar explanations can be found for the other
miscategorizations; for example, for category “59. A liquid,”
we obtained a(i)=0.490 for i=water, but b(i) is lower
[b(i)=0.381] because it is obtained for category “38. A
non-alcoholic beverage.” This is because water is the first term
in category 38 and is included in the mean distance calculation
for b(i), (distance=0), but it is not included in the calculation of
a(i) because the term i is not included in any calculation of a(i)
(Multimedia Appendix 2). The same situation occurs with the
category “20. An alcoholic beverage.”

It is important to note the lowest silhouette we obtained,
s(i)=-0.645, for i=tuna in the “52. A fish” category (Multimedia
Appendix 3). In this case, b(i) is remarkably lower because the
distances to category “43. A vegetable” are lower for all words
in the category. This means that our model finds a closer relation
between, for example, broccoli or lettuce with tuna (a healthy
diet) than between tuna and shark, bass, beta, or cod, which are
very difficult to relate only to fish names.

In spite of obtaining some low silhouette codes, the detailed
analysis led to promising results. Table 1 shows the algebraic
operations (eg, food+cholesterol) that we used to focus the
closest terms onto the specific ICF subcategories, avoiding the
miscategorization problems.
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Table 1. Products and technology (e1).

Closest terms (cosine distance)2nd order code, 3rd order code, and algebraic operations

e110 food and drugs

e1100 food

fruits (0.347), veggie (0.372), wheat (0.382), broccoli (0.413),

oatmeal (0.413)

food+cholesterol

gluten (0.462), mitochondrial (0.510), coronary (0.513), psoriasis (0.519), genetic (0.526)celiac+analysis

e1101 drugs

marijuana(0.342), opioid(0.348), thca(0.433), benzos(0.498), cbdb(0.451), well-
butrin(0.504)

drug+medicinal

e115 assistive products

e1151 specially designed

siri(0.400), dragon(0.406), alexa(0.437)voice+controlled

voiceover(0.366), speechyfy (0.374), zoomtext(0.386)speech+app

e120 mobility transportation

e1201 indoor outdoor

powerchair (0.465), lightest (0.477), reclining(0.482), Invacare (0.502), wijits(0.506),
pushrims(0.501)

motor+outdoor+power

hoist(0.434), stow(0.439), hoyer (0.449), ultralight(0.497)transfer+indoor+device

uber (0.396), lyft (0.406), paratransit (0.420)taxi+wheelchair

e140 culture recreation and sport

e1401 adapted equipment

kayaking(0.389), archery (0.401), boccia (0.437),adapted+sport

e150 routing

e1501 outdoor wayfinding

ableroad(0.541), wheelmap (0.551)wheelchair+apps

athc: tetrahydrocannabinol.
bcbd: cannabidol.

Mapping to the ICF’s Environmental Factors
Table 1 presents the closest terms to the representative
subcategories of the products and technology chapter of the
Environmental Factors. We present specific terms (eg, food and
cholesterol, as illustrative examples) to show the potential of
the model to discover relevant terms. In order to validate the
results from Table 1, we went through the closest terms for each
subcategory and identified recent publications and evidence.

The first terms for e1100, fruits and vegetables (veggie), have
been extensively reported to be related to LDL (low-density
lipoprotein) cholesterol [30], as well as wheat, oat [31], and
broccoli [32].

We then considered other aspects related to food [eg, celiac
disease (CD)]; we obtained gluten as the closest result, followed
by mitochondrial (eg, reported by Picca et al [33]). The
prevalence of the third term, coronaryartery disease (CAD),
increases nearly twofold in patients with CD, as reported by
Gajulapalli et al [34].

Ungprasert et al [35] demonstrated a significantly higher risk
of CD among patients with psoriasis (fourth closest term) as
well as genetic factors [36].

In relation to e1101 (drugs) cannabis, there is an increasing
interest in the medical use of it (eg, in chronic pain, which is
very common in disability) [37].

In relation to assistive products (eg, related to speech and voice),
several state-of-the-art solutions were retrieved, such as
Speechify, Zoomtext, Voiceover, Siri, Dragon, and Alexa.

In relation to e120, mobility transportation, desirable properties
for outdoor transportation were retrieved, such as lightest or
reclining, as well as top product providers (eg, Invacare and
wijits). For indoor transportation, the closest terms were hoist,
stow, and hoyer, as opposed to powerchair, which was retrieved
for outdoors.

We then explored transportation services (taxi+wheelchair),
and the closest terms were uber, lyft, and paratransit. It is
important to remark that Uber [38] and Lyft provide specific
disability policies [39].
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In relation to e140, culture recreation and sport, several
paralympic well-known ports emerged, such as kayaking or
archery. Another close term was boccia, which is another (but
perhaps less popular) Paralympic sport [40].

Finally, in relation to e1501, outdoor wayfinding, the
wheelchair+app operation retrieved ableroad [41] and wheelmap
[42] as closest terms.

Multimedia Appendix 2 includes a similar analysis for chapters
e2-e5.

Rehabilitation Use Case: Resilience (ICF e398
Subcategory)
As shown in Multimedia Appendix 2, for the e398 support and
relationships subcategory, the closest term identified by our
model is resilience. Resilience has been recently regarded as a
key feature of rehabilitation and living life well following a
disability [43]. Evidence shows that resilience-based skills have
multiple benefits once applied to people’s lives (eg, a carry-over
effect to other life domains). People do not have to be born
resilient to become resilient; it can be improved with intentional
practice [44].

It is unclear how well resilience or strategies to cultivate
resilience are currently promoted as a component of
rehabilitation programs. Furthermore, it does not yet have one
unified definition, and research scholars have not decided on
one specific understanding of what resilience means.
Understanding resilience is an important component of building
resilience [43].

Therefore, we used our model to identify its closest terms, and
then we linked those terms to relevant publications. This is
proposed as a straightforward example of how it can contribute
to the understanding of a relevant term in rehabilitation.
Maturity, compassion, anger, resentment, grief, insecurity,
contentment, and resenting were identified by our model as the
closest terms to resilience. Resilience and maturity have been
extensively reported on (eg, by Davies et al [45]). The practice
of compassion has been highlighted as an “essential component
in nurturing resilience” [46]. As reported by Baldachino et al
[47], the inability to cope effectively with anger may negatively
impact a patient’s physical and psychological well-being in the
realm of resilience. Designing evidence-based interventions
aimed at decreasing the negative impact of anger on resilience
can be advanced by examining the potential mediation effect
between anger and resilience [48].

As noted by Howard and Meichenbaum [49], resentment is a
way of undermining resilience; resentment is a form of chronic,
deep-seated anger. Holding onto resentment and not letting it
go can have deleterious health effects and undermine the
development of resilience. In relation to grief, it has also been
related to resilience (eg, Bonano et al [50]).

As was presented in the EU Social Insecurities and Resilience
Report [51], people who have low levels of social insecurities
more often report high levels of resilience. In recent
psychological research [52], contentment was also directly
associated with both resilience and life satisfaction and mediated

the relationship between these 2 aspects of well-being. Details
and further analysis is presented in Multimedia Appendix 1.

Discussion

Principal Findings
In this paper, we proposed social media as the link between
word embeddings and the ICF’s environmental factors in a
General Public License (GPL) framework (R-3.5.1). We applied
a set of publicly available R libraries for collecting, model
training, and analyzing Reddit public data. We trained a
word2vec model using a small dataset and obtained encouraging
results in king-queen–type analogies. Further, we obtained
remarkable results in a standardized semantic categorization
test. When mapping the discovered closest terms to
representative subcategories of all ICF environmental factors,
we verified them with scientific publications.

The obtained results open up interesting opportunities for
exploration. Similarity isn’t just a way of finding the nearest
words; it is also a way of extracting items of a single class in
every environmental factor that makes up the physical, social,
and attitudinal environment in which people live and conduct
their lives, ranging from apps ”to know accessibility before you
go“ to adapted sports (boccia). Therefore, it can be thought of
as a form of topic modeling; however, rather than letting the
algorithm choose a fixed number of topics, it gives us the option
of choosing the specific term (such as resilience) and how
expansive we want the explored space to be.

Medical professionals are currently being encouraged to
participate in social media, as remarked upon by Stukus [53];
even if a health care professional is not interested in engaging
in social media, they must still be aware of the information
people may be encountering online in order to provide
anticipatory guidance in the clinical setting [47]. Therefore, this
study also intends to be a step in that direction.

Limitations
The collected sample was not intended to be either representative
or a comprehensive set of all comments posted by all persons
with disabilities during the period under study. It includes all
comments posted in Reddit’s disability subreddit; we did not
include comments from other subreddits addressing specific
disability causes (eg, stroke) because, in this study, we follow
the approach of studying disability in general (instead of any
specific group or etiology), an approach also adopted in other
recent literature reviews (eg, Hästbacka et al [54]). In addition,
the ICF is grounded in the principle of universality, namely,
that functioning and disability are applicable to all people,
irrespective of health condition. The ICF is committed to the
principle of parity, which states that functional status is not
determined by background etiology or, in particular, by whether
one has a physical rather than mental health condition [9].

Furthermore, including only 93,614 comments allowed us to
verify our hypotheses.

We did not include submissions in our analysis; we collected
them (20,344 in total), but we did not use them for model
training because only 2745 of them were labeled as “questions”
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while 1256 were labeled “articles and news,” 438 of them were
labeled “videos,” and 13,570 were not labeled.

As presented in Multimedia Appendix 1, under the total number
of comments by year, almost 80% of all comments took place
during 2016-2019; therefore, the results of this study are
weighted more strongly toward the recent years (2016-2019)
rather than the early years (2009-2015) of the Disability
subreddit.

Other relevant limitations to our study are related to the
geographic location, spatial trajectory, or the time of day on
which a comment was posted. As noted by Padilla et al [55]
and Gore et al [56], such factors are relevant in social media.
Spatiotemporal aspects are not controlled in our study; however,
Reddit is most popular in the United States, with American
users (representing 54% of Reddit’s user base) far outnumbering
those from other countries. Second to the United States, the UK
represents the next highest share of Reddit traffic, at 8%, with
Canada rounding out third, at 6.4%. Reddit is most popular
amongst young adults between the ages of 25-34 years, which
make up more than half of the site’s users. Nevertheless, Reddit
still draws in a large number of middle-aged users. A 2016 study
found that people between the ages of 30-49 years accounted
for 33% of the site’s users, indicating that Reddit is a viable
platform for reaching both young and middle-aged adults. Reddit
is particularly popular among males, who make up more than
two-thirds of the site’s users [16].

Comparison with Prior Work
In medical applications, word2vec has recently been applied to
larger datasets, such as 641,279 French health-related documents
produced in a professional context (Dynomant et al [57]),
880,165 papers in a biomedical publication venue (Feng et al
[58]), 1,451,413 abstracts for Adverse Drug Event Discovery
Using Biomedical Literature (Tafti et al [59]), and 1,749,870
reviews in Online Doctor Reviews [60].

Reddit has recently been used as a data source for studies in
chronic diseases, such as Foufi et al’s [13] analysis of 17,624
text posts for entity and relation extraction, employing the
PKDE4J tool. Sharma et al [61] performed a qualitative analysis
of Reddit discussions regarding motivations and limitations
associated with vaping among people with mental illness, a
thematic analysis that included 3263 comments from 133
discussion threads.

In a small corpus (37,000 and 140,000 documents) using a
semantic categorization test, word2vec was applied in analyzing
and disambiguating the content of dreams [62]; this research
field addresses questions such as “how do gender, cultural
background, and waking-life experiences shape dream content?”.

Facebook groups, discussion forums, and chat rooms were
recently analyzed [63] to explore and compare the interactions
and connections among online support groups to better
understand how people with disabilities were utilizing different
social networks to facilitate communication interchange. They
concluded that through participation on different platforms,
persons with disabilities are able to provide and receive social
support in various ways, without the barriers and constraints
often experienced by this population.

Our approach is completely different in that we provide a tool
for discovering terms of interest (in this paper, we applied it to
the ICF environmental factors, but it could also be applied to,
for example, the ICF’s body functions and structures). For
example, regarding e5 services and associations, in using the 3
terms hear+association+kid, we obtained depaul as one of the
closest results. The DePaul School for Hearing and Speech
teaches children who are deaf or hard of hearing to listen and
speak without sign language [64]. Another obtained close term
is saskatoon, a new early learning pilot program in Saskatoon
that impacts preschoolers who are deaf or hard of hearing by
breaking down communication barriers [65].

Therefore, it can be addressed to a wide variety of involved
stakeholders besides people with disabilities themselves, such
as informal caregivers, health care professionals, and private or
public associations.

Conclusions
This study explored the ability of word2vec to extract the main
factors affecting the lives of people with disabilities within the
ICF framework from a small dataset, showing promising results.

Our results open up interesting opportunities for exploration
and discovery. Similarity is revealed as not only a way of finding
the nearest words but also a way of extracting out items related
to specific elements. Therefore, it can be thought of as a form
of topic modeling, where users can focus on a particular term
in-breath or in-depth.
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Abstract

Background: Medical articles covering adverse drug events (ADEs) are systematically reported by pharmaceutical companies
for drug safety information purposes. Although policies governing reporting to regulatory bodies vary among countries and
regions, all medical article reporting may be categorized as precision or recall based. Recall-based reporting, which is implemented
in Japan, requires the reporting of any possible ADE. Therefore, recall-based reporting can introduce numerous false negatives
or substantial amounts of noise, a problem that is difficult to address using limited manual labor.

Objective: Our aim was to develop an automated system that could identify ADE-related medical articles, support recall-based
reporting, and alleviate manual labor in Japanese pharmaceutical companies.

Methods: Using medical articles as input, our system based on natural language processing applies document-level classification
to extract articles containing ADEs (replacing manual labor in the first screening) and sentence-level classification to extract
sentences within those articles that imply ADEs (thus supporting experts in the second screening). We used 509 Japanese medical
articles annotated by a medical engineer to evaluate the performance of the proposed system.

Results: Document-level classification yielded an F1 of 0.903. Sentence-level classification yielded an F1 of 0.413. These were
averages of fivefold cross-validations.

Conclusions: A simple automated system may alleviate the manual labor involved in screening drug safety–related medical
articles in pharmaceutical companies. After improving the accuracy of the sentence-level classification by considering a wider
context, we intend to apply this system toward real-world postmarketing surveillance.

(JMIR Med Inform 2020;8(11):e22661)   doi:10.2196/22661

KEYWORDS

adverse drug events; medical informatics; natural language processing; pharmacovigilance

Introduction

Background
According to the World Health Organization, an adverse drug
event (ADE) is any untoward occurrence that may present during
treatment with a pharmaceutical product but is not necessarily
causally related to the treatment [1]. According to a survey
conducted by Howard et al [2], ADEs are responsible for
approximately 3.7% of all hospital admissions worldwide. This
issue has been addressed by institutional premarketing and
postmarketing drug safety surveillance. However, postmarketing
measures play a more important role than premarketing clinical

trials, as postmarketing measures can also detect infrequent
reactions, long-term effects, and drug–drug/drug–food
interactions [3]. A major source of postmarketing surveillance
is spontaneous or voluntary reporting of suspected adverse
reactions by clinicians, pharmacists, and the pharmaceutical
industry. However, owing to the high volume of incoming
“signals,” the identification of even a few credible reports is
labor-intensive [4]. Hence, the development of an automated
system that determines and classifies the relative importance
of clinical ADE-related reports would be considerably
beneficial.
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Existing automation research targets different source materials,
reflecting the wide range of signals processed by real-world
postmarketing surveillance. These inputs include electronic
health records [5,6], patient reports [7], medical articles [8,9],
and social media posts [10,11]. This study focuses on medical
articles as they comprise a substantial portion of postmarketing
surveillance in many countries. Pharmaceutical companies
voluntarily send reports based on medical articles to regulatory
bodies [4].

Policies governing the reporting of ADEs to regulatory bodies
vary among countries and regions [12]. In general, reporting
may be precision or recall based. In the former approach,
implemented in the United States [13] and the European Union
[14], suspected serious adverse drug reactions (ADRs) are
rapidly reported. Serious ADRs correspond to certain ADEs for
which reasonable causal relationships between events and drugs
are suspected or confirmed. In recall-based reporting, any
possible ADE must be reported immediately. ADEs include
cases where a causal relationship between drugs and harmful
events cannot be ruled out [15]. Nevertheless, this strategy can
introduce numerous false negatives or substantial amounts of
noise. Processing a large volume of reports on all possible ADEs
greatly increases the manual classification burden. Overall,
recall-based reporting is very difficult to accomplish using
limited human labor.

Japan has adopted and implemented recall-based
pharmacovigilance [15]. Its main information source is
spontaneous reporting from pharmaceutical companies, and the
basis of these reports is medical articles. This process usually
consists of a first (initial) screening followed by a second
screening. In the first screening, medical articles are manually
classified and prioritized. For example, if an article mentions
fatal or lethal ADEs, it receives top priority. The second in-depth
screening is performed by medical experts and assesses the
merit of the reported ADEs. In the Japanese pharmaceutical
company involved in this survey, thousands of articles must be
monitored annually, and each report requires at least 10 minutes
to evaluate. This process incurs a significant labor cost.
Moreover, the criteria used in the first screening may be
subjective (and thus vary considerably according to the person
conducting it). Consequently, the surveillance process may be
unnecessarily delayed.

Objectives
To address Japanese pharmacovigilance, we have developed an
automated system that replaced the first screening by extracting
ADE-containing articles. For the second screening, we also
enlisted the services of medical experts to identify
ADE-suggesting sentences in the articles. Our system combines
both document- and sentence-level classification models. It
classifies Japanese medical articles to extract those that contain
references to ADEs and then uses them as candidates for the
second screening (ADE-containing article extraction). It also
classifies the ADE-suggesting sentences that must be scrutinized
by medical experts (ADE-suggesting sentence extraction).

To this end, we implemented natural language processing (NLP)
techniques. Our system consists of simple machine learning

methods that are easily applied and managed in-house by
pharmaceutical companies. Targeting Japanese medical articles
also offers insights into an effective management approach for
papers written in non-English languages with few linguistic
resources within the medical domain.

• To support postmarketing surveillance in Japan where
recall-based reporting is adopted for drug safety, we built
an automated system identifying ADE-containing medical
articles and the ADE-suggesting sentences therein to
improve interpretability.

• Our proposed models classified the ADE-containing articles
at a 0.903 F1 score and ADE-suggesting sentences at a
0.413 F1 score based on a manually annotated test set of
Japanese medical articles.

• We developed an effective automated system based on
relatively simple models. It can be easily implemented and
managed in-house by pharmaceutical companies. In
addition, our system may be readily expanded to classify
papers written in non-English languages.

Methods

Materials
Japanese medical articles used for postmarketing surveillance
duty in a Japanese pharmaceutical company were provided for
subsequent analysis. The majority of the articles were related
to a select range of drugs surveyed by the company, but were
not limited to specific clinical areas or diseases. The frequency
with which each drug appears in the data is reported in
Multimedia Appendix 1. The articles were randomly sampled,
and text data were extracted from PDF documents by optical
character recognition (OCR) using WinReader PRO version
15.0 (NTTDATA NJK Corporation) [16]. Articles written in 2
or more columns were excluded as the OCR software had
difficulty recognizing text in this format. Subsequent filtering
generated 509 medical articles. Certain symbols such as “$”and
“^” that do not normally appear in Japanese medical articles
were removed.

After preprocessing, all sentences were filtered on the basis of
the appearance of ADEs. These were judged according to the
following criteria:

1. An adverse event was mentioned after a drug prescription;
or

2. The author explicitly mentioned the occurrence of a
suspicious ADE.

Matched sentences were labeled as ADE suggesting. This
determination was made by considering multiple sentences.
Hence, the ADE-suggesting designation may have spanned
several sentences.

Medical articles containing any ADE-suggesting sentences were
designated ADE containing. Here, 300/509 articles (58.9%)
were labeled ADE containing. Table 1 shows the average
number of sentences and characters per medical article in the
respective ADE-containing articles.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e22661 | p.51http://medinform.jmir.org/2020/11/e22661/
(page number not for citation purposes)

Ujiie et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Average number of sentences and characters per medical article.

Number of charactersNumber of sentencesLabel

ADEa suggesting, mean (SD)

321.7 (456.1)3.9 (2.7)All

399.3 (283.9)3.5 (2.6)Criterion A

56.8 (112.3)0.4 (0.7)Criterion B

2897.0 (4104.0)48.2 (72.1)Non-ADE suggesting, mean (SD)

aADE: adverse drug event.

The corpus was annotated by a medical engineer. To evaluate
annotation quality, Cohen κ [17] was calculated using parallel
annotation data generated by the medical engineer and an author
with no prior medical experience. The latter person separately
annotated 51/509 (10.0%) of the data set. The Cohen κ values
were 0.638 for sentence-level annotation and 0.841 for
document-level annotation in the 51/509 (10.0%) sample. Both
of these satisfied the standard quality criterion for computational

linguistic corpora. Thus, the entire annotation prepared by the
medical engineer was adopted for this study.

System Architecture
Figure 1 presents an overview of the architecture of the proposed
system. The system comprised preprocessing, disease and drug
name recognition, disease and drug name normalization, and
interpretable ADE candidate detection submodules.

Figure 1. Architecture of the proposed system. ADE: adverse drug event; IOL: intraocular lens.

1. Preprocessing: Sentences were automatically separated by
Japanese full stops and periods only after Japanese letters
(including hiragana, katakana, and Chinese characters).

2. Disease and drug name recognition: Disease and drug names
were extracted from preprocessed articles. Disease names
were extracted with MedEX/J , a disease name extractor
provided by Ito et al.[18] which uses conditional random
fields (CRFs). This technique is commonly used for named
entity recognition and is trained on Japanese case reports.
It should be noted that MedEX/J can also extract any
English disease names occurring in Japanese medical
articles. Drug names were extracted with CRF trained in
the same way as MedEX/J. Articles were fed into the
models by converting them into the character-based IOB2
format widely used for named entity recognition.

3. Disease and drug name normalization: As there are many
variations on the same disease and drug names, they were
normalized with the MANBYO [19] and HYAKUYAKU

[20] dictionaries. The MANBYO dictionary, the largest
Japanese disease name dictionary, can link more than
300,000 disease names (as of September 2020) extracted
from Japanese medical documents to various standard
forms, such as MedDRA, ICD-10, ICD-11. The
HYAKUYAKU dictionary holds more than 40,000 drug
names (as of September 2020) extracted from Japanese
medical documents and questionnaires to patients and is
linked to generic names. These dictionaries also contain
English disease/drug names appearing in Japanese medical
documents, which can also be normalized.
Distance-based similarity was edited to normalize disease
and drug names [21] between extracted and dictionary
words. The extracted word was then replaced in the standard
expression linked to the dictionary word with the highest
similarity. Extracted words were not replaced when they
had no dictionary words with similarity exceeding the 0.3
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threshold set in this system on the basis of a preliminary
experiment.

4. Interpretable ADE candidate detection: This was performed
using normalized disease and drug names as features and
extracting candidate articles related to ADEs with
ADE-suggesting sentences for the second screening.

Interpretable ADE Candidate Detection

Overview
Interpretable ADE candidate detection was conducted to extract
useful information for the second screening. ADE-containing
article extractions and ADE-suggesting sentence extractions
were both performed. Both extractions use binary-classification
models. In ADE-containing article extraction, the articles were
classified as “ADE containing” or “non-ADE containing.” The
sentences in “ADE-containing” articles were then classified as
“ADE suggesting” or “non-ADE suggesting” in ADE-suggesting
sentence extraction. Several design aspects of the system,
including the classification algorithm and the feature design
used in each model, are described below.

Classification Algorithm
Logistic regression was used to classify the articles and
sentences. This method has been widely implemented for text
classification. Neural network (NN) models usually outperform
other machine learning–based models such as logistic regression
in many NLP tasks. However, NN models require much larger
corpora and their output is harder to interpret [22]. By contrast,
logistic regression can be trained using comparatively less
annotated data and the contribution of each feature is easy to
determine. Therefore, logistic regression rather NN models was
adopted here. The LogisticRegression class of scikit-learn [23]
was applied with its default parameters.

Feature Design
An earlier study [24] used the assumption that each sentence
refers to at least one disease and drug, and subsequently used
identifying features in the words surrounding these key words.

Here, however, it was assumed that each sentence does not
necessarily refer to any disease or drug. Thus, certain statistical
features were created for the setting used here.

For ADE-containing article extraction, expressions alluding to
an ADE such as “We stopped the drug” were regarded as
important clues for detecting ADEs. The starting point was text
in articles as features in orthodox Bag-of-Words representations.
MeCab was used to create this Bag-of-Words feature [25].
MeCab is a Japanese morphological analyzer used to separate
sentences into words. Those words that appeared only once
were removed.

Features concerning diseases and drugs were considered useful
for ADE detection as they played key roles in manual ADE
detection. Therefore, standard expressions and the sum of their
frequency were used as features to account for individual disease
and drug characteristics.

To extract ADE-suggesting sentences, the context needs to be
considered (as “ADE suggesting” may span multiple sentences).
Thus, the features of previous and post sentences in
ADE-suggesting sentence extraction, and the same features as
ADE-containing article extraction were used. The feature set
of interpretable ADE candidate detection is listed below.

• Word tokens: Bag of words appearing in text;
• Standard disease/drug name: Bag of standard disease and

drug names;
• Sum of disease/drug name: Sum of occurrence of disease

names and sum of occurrence of drug names;
• Context word tokens: Bag of words in previous and post

sentences;
• Context standard disease/drug name: Bag of standard

disease and drug names in previous and post sentences;
• Context sum of disease/drug name: Sum of occurrence of

disease names and sum of occurrence of drug names in
previous and post sentences.

The features of each model are shown in Table 2.

Table 2. Feature set used in ADE-containing article extractions and ADE-suggesting sentence extractions.a

ADE-suggesting sentence extractionADEb-containing article extractionFeature

✓ (6597)✓ (7188)Word tokens

✓ (1083)✓ (1043)Standard disease/drug name

✓ (2)✓ (2)Sum of disease/drug name

✓ (13,194)XContext word tokens

✓ (2166)XContext standard disease/drug name

✓ (4)XContext sum of disease/drug name

aThe figures in parentheses indicate the average number of variables.
bADE: adverse drug event.

Experiments

Setting
Experiments were conducted to evaluate ADE-containing article
extractions and ADE-suggesting sentence extractions.

For ADE-containing article extraction, the classifier trained and
predicted the articles by fivefold cross-validation using the
features listed in Table 3. All 5 splits of the articles were
randomly sampled with the label proportion kept.
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Table 3. Effects of each feature in adverse drug event–containing article extraction.

ΔF1 scoreFeature

–0.0456Without word tokens

–0.0001Without standard disease/drug name

–0.0155Without sum of disease/drug name

For ADE-suggesting sentence extraction, fivefold
cross-validation was applied at the document level. Articles
labeled “non-ADE containing” lack sentences labeled “ADE
suggesting.” Hence, the label proportion was unbalanced when
all of the articles in the training set were used for training. To
avoid this disequilibrium, only sentences in the
“ADE-containing” articles were used for training and all
sentences in the test set were used for evaluation.

Evaluation Metrics
Based on the experimental results, F1 scores were calculated
to evaluate the performance of our models. To analyze the
performance more precisely, we also made precision–recall
curves. A precision–recall curve plots recall and precision at
each threshold and evaluates tasks with significant trade-offs
between measures. High recall or sensitivity means that a model
misses no ADEs. This feature is critical for ADE detection.

High precision means that the model prediction is reliable. Thus,
we must detect ADEs with both reasonable precision and high
recall.

Results

Performance
The average cross-validation for ADE-containing article
extraction yielded F1 = 0.903 (SD 0.0165). For ADE-suggesting
sentence extraction, F1 was substantially lower; F1 = 0.413 (SD
0.0247).

The precision–recall curves for the validation set with the
highest F1 are shown in Figure 2. For ADE-containing article
extraction, we achieved high precision and recall. By contrast,
both precision and recall were relatively low for
ADE-suggesting sentence extraction.

Figure 2. Precision-recall curves for (a) ADE-containing article extraction and (b) ADE-suggesting sentence extraction. ADE: adverse drug event.

Feature Analysis
We conducted an ablation study, which is an evaluation method
that removes each feature to quantify the effects of that feature.
We removed each feature group and obtained an average  F1
score.

Tables 3 and 4 show the results of the ablation studies performed
on ADE-containing article extractions and ADE-suggesting

sentence extractions in each model. For both models, the
Bag-of-Words feature in the corresponding sentence (word
tokens) contributed the most. The standard disease and drug
names had no influence on classification performance (Table
4). Likewise, the contextual features of standard disease and
drug names had no influence on classification performance
(Table 4).
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Table 4. Effects of each feature in adverse drug event–suggesting sentence extraction.

ΔF1 scoreFeature

–0.0644Without word tokens

0.0070Without context word tokens

0.0Without standard disease/drug name

0.0Without context standard disease/drug name

–0.0204Without sum of disease/drug name

–0.0012Without context sum of disease/drug name

Discussion

Feasibility of the Proposed Approach

Performance
The objective of this study was to build a system that supports
Japanese drug postmarketing surveillance by automating the
first screening and supporting the second screening with medical
expertise. Our system effectively addressed this by dividing the
task into a relatively easy task, namely, detecting ADEs at the
document level, and a comparatively difficult one, that is,
detecting ADEs at the sentence level.

Our system classified medical articles related to ADEs with
high precision and recall. This result suggests that complex
models such as relation classification are unnecessary for this
application. Rather, simple document classification suffices to
replace manual work in the first screening and thus reduce
annotation costs.

The performance of our classification system for
ADE-suggesting sentence extraction was relatively poor.
However, from the viewpoint of our original goal (supporting
experts in drug safety monitoring), performance at this level
would still save a large amount of time and cost. Thus, in cases
where the model classifies sentences with high recall, there is
a high chance of an expert finding the ADE-suggesting sentence
after a comparatively short search. In addition, our system was
competitive with respect to other relation classification models
that extract and classify diseases and drugs according to the
relationships among them. The overall performance of
ADE-drug relation-based classification is approximately
40%-60% [6].

Feature Contribution
In terms of the feature contribution, word tokens are the features
that contributed the most to classify ADE-containing articles

and ADE-suggesting sentences. By contrast, the standard disease
and drug names and contextual features had less influence on
classification performance compared to word tokens. This
indicates that the extraction of disease and drug names, which
requires relatively large training data to build models, is not
necessarily needed to maintain accuracy. All features with their
coefficients for ADE-containing article extraction and
ADE-suggesting sentence extraction are listed in Multimedia
Appendices 2 and 3.

We assumed that language-dependent features such as word
embeddings, which are vector representations commonly used
to consider the semantics of words, would potentially improve
performance. However, obtaining high-quality word embeddings
require numerous raw texts, and would be hard to prepare in
languages other than English (especially in the medical domain).
Thus, we focused more on using language-independent features.
The features of each model do not depend on the characteristics
of the Japanese language. Therefore, our system is readily
applicable to papers written in non-English languages that have
relatively small annotated corpora.

Error Analysis
We achieved relatively poor performance for ADE-suggesting
sentence extraction. Therefore, we investigated the classification
errors of the ADE-suggesting sentence extraction model and
used all features for qualitative system output analysis.

Table 5 shows examples of the system classification. For each
example, the first sentence is the previous one and the remainder
is the corresponding sentence. Note that the terms “gold
standard” and “system prediction” represent the corresponding
sentence labels. In this section, we analyze cases (c)–(f) that
were misclassified by the system.
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Table 5. Examples of classification results.

SentencesPredictionTrue labelCase

MTXb + adalimumab administration started. Changed to certolizumab pegol
because of MTX’s side effects.

ADEADEa(a)

Case: Male, 74 years old. [Previous history]

Rash due to ABPC/SBTc. Anaphylactic shock at CEZd.

ADEADE(b)

MTX was administered to a 59-year-old patient with RAe. In March 201X, she
had difficulty breathing and was consulted.

Non-ADEADE(c)

Case: Female, age 79 years.

[Chief complaint]

[Current medical history]

Patient was taking prednisolone 40 mg/d and methotrexate 8 mg/wk. The patient
presented with giant cell arteritis and was using insulin for diabetes. Two weeks
later, she was hospitalized for malaise and poor appetite.

Non-ADEADE(d)

Stevens–Johnson syndrome (SJS) is characterized by fever and severe mucosal
eruptions of the skin, mucosal transitions involving the eyes, lips, and vulva,
and blister and erosion due to erythema and necrotic injury to the epidermis.
The majority of cases are considered some of the most severe forms of drug
eruption. Others are associated with viral and mycoplasmal infections.

ADENon-ADEf(e)

Figure 10 shows a clinical course. According to the reporting system, ~25%

(92/372) of all drugs causing TdPg in the past five years were new quinolones
(mainly levofloxacin).

ADENon-ADE(f)

Case: 70-year-old man with a history of hypertension. Right eye pain appeared
on day X and was accompanied by blurred vision.

Non-ADENon-ADE(g)

Case: 79-year-old female. The patient had been taking prednisolone 60 mg and
methotrexate 6 mg for 6 months following a diagnosis of middle vasculitis.

Non-ADENon-ADE(h)

aADE: ADE suggesting.
bMTX: methotrexate.
cABPC/SBT: ampicillin/sulbactam.
dCEZ: cefazolin.
eRA: rheumatoid arthritis.
fNon-ADE: Non-ADE suggesting.
gTdP: torsades de pointes.

Cases (c) and (d) are examples wherein the information in the
previous sentence was required in order to classify the sentences.
Each example would not be regarded as an ADE-suggesting
sentence if only the following sentence was considered.
However, when the previous sentence was also considered, the
following sentence was regarded as ADE suggesting because
the symptom mentioned in it may refer to an ADE caused by
the drug mentioned in the previous sentence. Classification
errors occurred when we added the features of the previous and
following sentences.

Cases (e) and (f) are examples wherein the general statement
is confused with an actual case. The corresponding sentence of
each example describes the general disease caused by the drug.
However, the general statement and the actual case are similar
in terms of their expressions. Consequently, errors resulted.

Limitations
Although our system detects ADE-containing articles with high
precision and recall, the performance of ADE-suggesting

sentence extraction is relatively poor. There are 3 possible
reasons for this poor performance. The first reason is the range
of context. Our system can only consider the context for 2
consecutive sentences, and this may increase false negatives.
To detect ADEs within a wider context, other approaches would
be required such as paragraph classification and sequential
labeling, for example, CRF and a hidden Markov model.

The second possible reason is overfitting. Figure 3 shows the
F1 scores for several training data sizes. All training set F1
scores were set to 100%. By contrast, those for the validation
set were low. This overfitting occurred because the training data
size was small relative to the model complexity. In
ADE-suggesting sentence extraction, we used 3 times as many
features as the ADE-containing article extraction because of
the contextual features. Although contextual features contained
large amounts of information, most of them were about
irrelevant words, which might lead to overfitting.
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Figure 3. Training data size versus F1 score in ADE-suggesting sentence extraction. ADE: adverse drug event.

The third possible reason for the poor performance of
ADE-suggesting sentence extraction is OCR error. OCR may
omit and misread letters, characters, and words, thereby
enlarging the vocabulary. It is expected that the improvement
of OCR accuracy for Japanese scientific articles consisting of
multiple columns will expedite and facilitate preprocessing.

Comparison With Prior Studies
Numerous studies have already identified ADEs reported in
medical articles via NLPs [8,9], electronic health records [5,6],
and social media posts [10,11]. An annotated corpus for the
automatic detection of ADEs was created for case reports in
medical articles [26]. Several studies have attempted to detect
ADEs by using this corpus [23,27,28]. Various approaches may
be used to detect ADEs. However, relation and entity
classification were mainly used for this purpose in previous
studies. By contrast, our approach is based on document and
sentence classification.

• Relation Classification: This approach extracts the
relationship between the drug and its corresponding ADE
[29,30]. Although it is the most precise way to capture these
associations, it entails extensive annotations of all drugs,
diseases, and their relationships, which is an expensive
process. The classification of drug–disease relationships is
difficult when the parameters are only remotely associated
[6].

• Entity Classification: This approach focuses unilaterally
on ADEs using text written about specific drugs. Diseases
are classified only if they are ADEs [11,30]. This approach
reduces annotation costs. By contrast, it provides no
indication of ADE triggers.

• Sentence Classification: This approach detects ADE-related
sentences but does not handle entities. Thus, their
relationships to particular drugs are not clarified. The drug
and its corresponding ADE appear mainly within a sentence
[24]. Nevertheless, if the drug and its corresponding ADEs
are separated by more than 1 sentence, this approach would
not capture the relationship between them.

• Document Classification: This approach makes
ADE-positive or ADE-negative identifications at the
document level. In most cases, a document may contain
multiple ADEs referred only within that document and all
ADEs may be considered simultaneously. However, the
output furnishes limited information and manual detection
of the ADEs in all sentences is required.

Each of these approaches has both advantages and disadvantages
in terms of annotation cost, coverage, and task difficulty. The
relation and entity classification methods provide precise
information concerning ADEs but their annotation costs are
very high. This constraint severely limits their utility for minor
languages such as Japanese because comparatively few medical
experts are fluent in them. By contrast, document and sentence
classification may be conducted at relatively low annotation
costs. However, they only detect global phenomena and provide
comparatively little information about ADEs. To compensate
for the shortcomings of each of these approaches, our system
integrated both document and sentence classification.

Conclusions
Here, we developed a system that monitors medical articles for
Japanese postmarketing surveillance. Our novel approach, which
is based on both document and sentence classification, identifies
articles related to ADEs and provides ADE-suggesting
sentences. As our system implements a simple classification
algorithm, it can be easily applied and managed in-house by
pharmaceutical companies.

Our experimental results demonstrate that our system accurately
extracts articles related to ADEs. It uses NLP technology which
may alleviate some of the manual labor in Japanese
pharmaceutical companies.

We aim to apply this system in real-world postmarketing
surveillance and evaluate its efficiency and effectiveness in
actual monitoring. Going forward, we will explore more
complex classification algorithms that can detect a wider range
of ADEs.
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Abstract

Background: Early detection of childhood developmental delays is very important for the treatment of disabilities.

Objective: To investigate the possibility of detecting childhood developmental delays leading to disabilities before clinical
registration by analyzing big data from a health insurance database.

Methods: In this study, the data from children, individuals aged up to 13 years (n=2412), from the Sample Cohort 2.0 DB of
the Korea National Health Insurance Service were organized by age range. Using 6 categories (having no disability, having a
physical disability, having a brain lesion, having a visual impairment, having a hearing impairment, and having other conditions),
features were selected in the order of importance with a tree-based model. We used multiple classification algorithms to find the
best model for each age range. The earliest age range with clinically significant performance showed the age at which conditions
can be detected early.

Results: The disability detection model showed that it was possible to detect disabilities with significant accuracy even at the
age of 4 years, about a year earlier than the mean diagnostic age of 4.99 years.

Conclusions: Using big data analysis, we discovered the possibility of detecting disabilities earlier than clinical diagnoses,
which would allow us to take appropriate action to prevent disabilities.

(JMIR Med Inform 2020;8(11):e19679)   doi:10.2196/19679

KEYWORDS

early detection of disabilities; health insurance; big data; feature selection; classification

Introduction

Providing intervention support early by detecting a child's risk
factors for disability helps to prevent not only the disability
itself, but also secondary disability by eliminating the risk
factors [1-8]. When detection is delayed, the risk of
developmental delay is also increased, as the child is unable to
perform developmental tasks. If a child's disability is detected
after 6 years of age, the child has passed the optimal period of
language development, which leads to difficulties in language
communication [9].

The main reasons for delayed detection are initial perception
by parents, the physician’s wish to delay diagnosis until the
prognosis is clearer, or a mistaken assumption by parents that

the disorder will improve [3,10]. Childhood developmental
delays are difficult to diagnose from a single symptom, as there
is a possibility that a temporary delay in development is
erroneously considered a disability. If there is no intervention,
due to a delay in the detection of the risk of disability in infants
and toddlers, the prognosis may not be good [5].

In order to detect a child's disability early, parents must
recognize the indications early and request related assistance;
policy should provide support to make this possible. However,
there is a limit to policy that expands support for assessment
costs and reach. Public awareness and education that enables
parents to recognize disabilities early should be implemented,
but also, in the long run, a system should be established in which
the government can identify risk factors in children even if
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parents do not recognize them early. It is, therefore, necessary
that institutions, such as daycare centers and hospitals, are
trained to detect risk factors of disability as soon as possible
and to provide parents with relevant information.

Utilizing health insurance big data for early detection may open
many possibilities. In South Korea, a system of compulsory
medical insurance benefits was initiated in 1977 under the
National Health Insurance Act; more than 97% of the public
now have obligatory medical insurance, and all related data,
including those on diseases and health, are kept and managed
by the Korea National Health Insurance Service (KNHIS)
[11,12]. With the enactment of the Elderly Long-Term Care
Insurance Act in 2007, information relating to the health,
nursing, and medical care of older adults is gathered and stored
in a cutting-edge information and communications technology
database [13]. The data provided by KNHIS contain not only
health care provider information but also vast amounts of data
(about 2.1 trillion) from people’s birth to death [14].

Machine learning techniques that allow computer models to
learn knowledge from data [15] can be used to analyze big data
such as those in the sample cohort data from KNHIS. Since the
medical insurance data contain physician diagnosis records for
individuals, the information can be used to label the data, where
it becomes a supervised learning problem [16]. Moreover,
database classification is a type of supervised learning. It is a
process of analyzing existing data to determine the class of
newly observed data [17]. Problems that require classification
into multiple classes are called multiclass problems.

With the recent availability of national health insurance big data
for research purposes, relevant research has commenced.
However, since the big data from KNHIS includes sensitive
personal information, only some modified data can be used and
analyzed through remote access to the KNHIS computer
systems. When applying for data export, only deidentified
analysis results are made available. Due to these limitations,
big data analysis using the health insurance data is still in its
infancy [18]. One study [19] that uses KNHIS big data analyzed
the correlation between certain diseases, such as sinusitis surgery
and asthma. Another study [20] identified diseases that were
more likely to occur by using similar group-based data analysis
to develop an app service that provides personalized disease
and hospital information.

As far as we know, very little research has been done on
developing a systematic approach to the early detection of
disabilities using big data. Chang [21] examined a supervised
learning method for early intervention in children with delayed
development based on the clinical data of 516 children below
6 years of age. The study [21] analyzed the association between
language, motor, social, and cognitive development from
identified diseases, visual problems, psychological and
intellectual development, other diseases, and types of delay and,
using compositions of the decision tree, made 14 association
rules derived scores support and confidence scores. David and
Balakrishnan [22] applied a decision tree algorithm and rough
sets for the prediction of learning disabilities in school-age
children using a checklist of 16 most frequent signs and
symptoms of learning disabilities (n=513, area under the receiver

operating characteristic curve [AUROC] 0.985). Varol et al [23]
present the application of machine learning methods for early
prediction of reading disability, collecting 356 samples using
40 features, including demographics, pretesting, and weekly
monitoring (word identification fluency); the comparison was
made using 6 classification algorithms, and the best result was
an AUROC of 0.942. Although these studies [21-23] have
showed good learning results on specific disabilities, there are
limitations in applying them to all disabilities; since the data
used in these studies did not include lifelong records of people
with disabilities, temporal tracking for early detection may not
be feasible.

The purpose of this study was to detect risk factors for
disabilities in children as early as possible based on medical
data. Since we conducted early detection analysis on all
disabilities, including delayed developmental disabilities, the
results are likely to be more meaningful than those of previous
studies. By analyzing the effect of each correlation, the disease
that is the main cause of the disability could be identified. In
this study, various classification algorithms were developed and
optimized to find the best model for early detection. As it was
based on KNHIS big data, it can lead to more in-depth studies
of disabilities in the future.

Our research has the following novelties. As far as we know, it
is the first time that a study has investigated early detection
using comprehensive disability types using health insurance big
data. In order to find the age at which the disability can be
diagnosed early, we organized the data by age ranges and created
an optimal classification model for each age range. We used
multiclass classification algorithms to find the best model for
each age range. The earliest age range with clinically significant
performance shows the age at which disabilities can be detected
early.

Methods

Data
We used medical data extracted from the KNHIS Sample Cohort
2.0 DB, which is an anonymized research database with
information on health insurance qualifications, income, history
of the hospital and clinic use, and results of health examinations
and nursing institutions from 2002 to 2013, covering 1 million
people (2% of Korea's 50 million people). Each sample in
Sample Cohort 2.0 DB was labeled: no disability, physical
disability, brain lesions, visual impairment, hearing impairment,
and other disabilities. Other disabilities included all disability
types such as speech disability, intellectual disability, and mental
disorder. The database contains not only diagnostic codes based
on the International Classification of Diseases (ICD) but also
additional data such as prescription records, duration of
treatments, and frequency of treatments. The distribution of the
samples in Sample Cohort 2.0 DB is inherently imbalanced
[11,24]. This study complies with the bioethics policy by the
institutional review board of Korea National Institute for
Bioethics Policy (P01-201905-22-005).

From the raw data, we selected samples for our analysis as
follows. The samples we were able to collect at the time of
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analysis were records up to the age of 13 years, which would
not be an issue for early detection. First, data were extracted
from children with acquired disabilities with no missing records
from birth to recorded diagnosis, which yielded 804 data records.
We selected twice as many data records of children with
disabilities, which yielded 1608 data records, to prevent the
performance of our analytical model from being distorted by
having the number records for those without disabilities being
much more than the that of the records with disabilities.

Each sample was identified using a 7-digit personal
identification number. Disease diagnostic data and prescription
record data were extracted using personal identification
numbers. Information on the date of medical treatment and
diagnostic codes were available from the disease diagnostic

data, classified using disease classification division codes.
Prescription record data, such as the date and contents of
prescriptions, were extracted from the records. Information on
the number of medical actions and prescribed dosage was also
recorded.

To discover the age at when the disabilities occurred, the
medical records of each sample were organized in units of 1-year
increments. The distribution of samples is shown in Table 1.
Data for each age range were collected to construct a data set
and used for classification learning. In order to improve stability
and convergence speed during the optimization process, each
feature was transformed to have a mean of 0 and a standard
deviation of 1.

Table 1. Data samples by age range.

TotalOther disabilitiesHearing impair-
ment

Visual impair-
ment

Brain lesionsPhysical disabil-
ity

No disabilityAge range (years)

22865044731182401482Up to 1

21745044631182401371Up to 2

20525024430173401263Up to 3

19204994129162401149Up to 4

17794894027147401036Up to 5

1641473352313738935Up to 6

1480446321912237824Up to 7

1287400271710227714Up to 8

106832421168422601Up to 9

86626518147021478Up to 10

66519915115918363Up to 11

444134963914242Up to 12

2227132176123Up to 13

Feature Selection
Feature selection allows selection of a subset of relevant features
[25,26]. Good feature selection can make models easier to
interpret, shorten learning time, improve learning accuracy, and
help avoid the curse of dimensionality [27,28]. We used the
extra trees algorithm for feature selection, which is a method
of randomly partitioning nodes using a candidate characteristic
and then selecting the best partition among them, rather than
finding an optimal threshold for partitioning nodes to generate
a tree randomly [29]. For the implementation of feature
selection, we used ExtraTreeClassifier (scikit-learn, version
0.23.1; Python, version 3.6) [30].

Classification Algorithms
Since there are 6 categories in this study, it is a typical example
of multiclass classification. We compared classification
algorithms to develop the best model for the early detection of
disabilities. We used 4 algorithms in this study: k-nearest
neighbor, random forest, logistic regression, and gradient
boosting.

The k-nearest neighbor algorithm finds k training data closest
to the input and uses the output information of these data to
estimate the output [31]. Small k values indicate a high risk of
overfitting, while large values create boundaries with a high
propensity to generalization. A variety of methods, such as
Euclidean distance, Manhattan distance, and Mahalanobis
distance [32], may be used to find adjacent data.

In the random forest model, predictions are generated by
bagging several decision trees. Bagging is an ensemble
meta-algorithm designed to improve stability and accuracy.
Decision trees are similar to the game 20 questions; data are
continuously separated based on the characteristics of the data,
and the decision tree is classified into 1 correct answer [33,34].

Logistic regression is a linear model that predicts using linear
combinations of independent variables [35]. Logistic regression
estimates the probability for each group and classifies the data
into a group according to a threshold, so it can be applied to the
problem of classification [36].

Gradient boosting is a powerful learning algorithm that
combines gradient descent with boosting. Gradient descent is
an optimization method that reduces error by moving the error
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function in the opposite direction to the derivative. Boosting is
a method that combines simple and weak learners to make more
accurate and powerful learners [37,38]. Even if the accuracy is
low, the model compensates for the calculated error [39].

Model Learning
To verify the generalization performance of the model, we
divided the data into training data (70%) and test data (30%).
Training data were used to train the model; test data were used
to evaluate the true classification performance of the trained
model.

To find the best model for detecting disabilities, the 4 algorithms
were trained. Each classification algorithm has hyperparameters,

which when adjusted, show very different performances.
Therefore, finding the optimal hyperparameter combination is
necessary [30]. We used a grid search to find the optimal
combination of hyperparameters for each algorithm. The model
was checked against other data to avoid generalization errors
during the grid-search process. We used 10-fold cross-validation
to avoid further partitioning of data for validation. We used
scikit-learn for all implementations.

Performance Metrics
To specify indicators used to evaluate models in this study, we
used confusion matrices such as Table 2. The confusion matrix
is easy to visually identify when evaluating model performance
[40].

Table 2. Confusion matrix for binary classification.

PredictedActual

NegativePositive

False negativeTrue positivePositive

True negativeFalse positiveNegative

Accuracy, the most common model performance indicator, is
used to show how accurately the model predicts the input data.
On the confusion matrix, accuracy is estimated by the sum of
the true values divided by the whole; accuracy = (true positive
+ true negative) / all. Precision or the positive predictive value
is an indicator of how accurately a model is able to predict a
positive; precision = true positive / (true positive + false
positive). Recall or sensitivity index is the ratio of actual values
detected by the model to the actual values; recall = true positive
/ (true positive + false negative). If the data are unevenly
distributed, accuracy can lead to distorted performance
estimates. The F1 score expresses the harmonic mean of
precision and recall. The F1 score gives equal importance to
precision and recall. If the data are unevenly distributed,
accuracy can lead to distorted performance estimates. Therefore,
using F1 scores to measure performance allows for better
performance comparisons than those using accuracy [41]; F1
score = 2 × precision × recall / (precision + recall). The

weighted average method was used to measure the average of
the indicators for each class; this method assigns a weight
according to the number of samples. The weighted average is
expressed by the following equation.

where is the weighted average, xi is the result from the ith
class, Nclass is the number of classes, and Ni-samples is the number
of samples in the ith class.

Results

Early Detection Using Only Disease Diagnostic Data
In our analysis using only ICD disease diagnostic data, we
selected the top 150 out of the 4344 disease diagnosis features.
Table 3 lists the 10 most important features.

Table 3. Top 10 features in terms of importance when using only disease diagnostic data.

ImportanceFeature nameFeature code

0.0498Mental and behavioral disordersF_

0.0327Essential (primary) hypertensionI10

0.0161Unspecified hypertensionI109

0.0145Disorders of initiating and maintaining sleep
(insomnias)

G470

0.0133Unspecified as acute or chronic gastric ulcer
without hemorrhage or perforation

K259

0.0125ConstipationK590

0.0120Hyperlipidemia, unspecifiedE785

0.0120Spinal stenosis, lumbar regionM4806

0.0119Chronic gastritis, unspecifiedK295

0.0114Acute tonsillitis, unspecifiedJ039

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19679 | p.64http://medinform.jmir.org/2020/11/e19679/
(page number not for citation purposes)

Jeong et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


In model learning, the random forest algorithm performed best
across all age ranges (results of the test data set are shown in
Table 4). Our aim was to find the earliest age range with an F1
score close to or above 80% to ensure clinical significance [42].
Although the F1 score for up to 6 years was 83.4%, this was
not meaningful because the average clinical diagnostic age was

4.99 years according to Sample Cohort 2.0 DB. Up to 4 years
had an F1 score of 79.6%, which is close to 80%, and the age
range is clinically meaningful. This model would detect
disability almost 1 year earlier, given that the average clinical
diagnostic age is 4.99 years.

Table 4. Model learning results when using only disease diagnostic data.

F1 scoreRecallPrecisionAccuracyParametersClassifierAge range (years)

0.6600.7030.6390.703n estimators: 16Random forestUp to 1

0.7250.7580.7180.758n estimators: 64Random forestUp to 2

0.7760.8000.7780.800n estimators: 64Random forestUp to 3

0.7960.8160.7980.816n estimators: 64Random forestUp to 4

0.7960.8180.7870.818n estimators: 64Random forestUp to 5

0.8340.8520.8330.852n estimators: 128Random forestUp to 6

0.8130.8360.8050.836n estimators: 64Random forestUp to 7

0.8350.8500.8360.850n estimators: 64Random forestUp to 8

0.8380.8540.8370.854n estimators: 128Random forestUp to 9

0.8360.8520.8320.852n estimators: 128Random forestUp to 10

0.8560.8730.8540.873n estimators: 64Random forestUp to 11

0.8630.8640.8660.864n estimators: 128Random forestUp to 12

0.9140.9220.9290.922n estimators: 64Random forestUp to 13

The confusion matrix of the analysis for the range up to 4 years
is given in Table 5. As the model was learned, the average for
each class was high. Thus, the results of the confusion matrix

indicate that most samples for children without disabilities were
well classified.

Table 5. Confusion matrix when using only disease diagnostic data.

PredictedActual

Other disabilitiesHearing impair-
ment

Visual impair-
ment

Brain lesionsPhysical disabili-
ty

No disability

110000334No disability

500007Physical disability

10003404Brain lesions

101106Visual impairment

560001Hearing impairment

95009046Other disabilities

Early Detection Using Disease Diagnostic and
Prescription Data
A second analysis was performed by adding prescription record
data to the disease diagnostic data used in the previous analysis.

Prescription data included information on medications, treatment
materials, and medical practices received by patients. We used
the top 150 out of a total of 12,713 features, including 4344
diseases and 8369 prescription data. Table 6 lists the 10 most
important features.
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Table 6. Top 10 features in terms of importance when using disease diagnostic and prescription data

ImportanceFeature nameFeature code

0.0215Social Maturity ScaleF6203

0.0124Mental and behavioral disabilitiesF_

0.0123Intelligence testF6201

0.0105Personal supportive psychotherapyNN011

0.0089Personality test (pictorial test)F6215

0.0087Childhood Autism Rating ScaleFY731

0.0075Family therapyNN031

0.0063Hypnotic sedatives130801ASY

0.0060Personal intensive psychotherapyNN013

0.0057Bender Gestalt TestF6240

In model learning, both random forest and gradient boosting
algorithms performed well (Table 7). In this analysis, the F1
score of the up to 4-year age range was 81.6%, which indicates
that the early detection of disabilities seems to be relatively

certain. In addition, as the F1 score for the up to 3-year age
range was 78.3%, it is possible that improvements could lead
to a diagnosis about 2 years before 4.99 years.

Table 7. Model learning results based on disease diagnostic and prescription data.

F1 scoreRecallPrecisionAccuracyParametersClassifierAge range (years)

0.6880.7320.6910.732C=0.1Logistic regressionUp to 1

0.7380.7670.7430.767learning rate: 0.4;
n estimators: 4

Gradient boostingUp to 2

0.7830.8020.8000.802n estimators: 128Random forestUp to 3

0.8160.8320.8190.832n estimators: 128Random forestUp to 4

0.8170.8350.8130.835n estimators: 32Random forestUp to 5

0.8530.8580.8500.858learning rate: 0.4;
n estimators: 4

Gradient boostingUp to 6

0.8340.8490.8300.849n estimators: 32Random forestUp to 7

0.8540.8660.8480.866n estimators: 128Random forestUp to 8

0.8570.8570.8590.857learning rate: 0.4;
n estimators: 4

Gradient boostingUp to 9

0.8850.8980.8780.898n estimators: 128Random forestUp to 10

0.9050.9140.9160.914n estimators: 64Random forestUp to 11

0.8290.8320.8330.832learning rate: 0.4;
n estimators: 1

Gradient boostingUp to 12

0.8930.8910.8960.891learning rate: 1.0;
n estimators: 1

Gradient boostingUp to 13

The confusion matrix of the analysis for the range up to 4 years
is given in Table 8. As this was a learned model, the average
for each class was high. The results of the confusion matrix,
therefore, indicate that most children without disabilities were

correctly classified. Children with physical disabilities were
still not well classified, but there was some improvement in
most classes.
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Table 8. Confusion matrix when using disease diagnostic and prescription data.

PredictedActual

Other disabilitiesHearing impair-
ment

Visual impairmentBrain lesionsPhysical disabili-
ty

No disability

90000336No disability

100506Physical disability

11003604Brain lesions

104104Visual impairment

450003Hearing impairment

980017035Other disabilities

Discussion

In this study, we used big data analysis for early detection of
children who are more likely to have disabilities. An analysis
of the sample data suggests that it is possible to detect disability
early with accuracy at 3 or 4 years, which is before the average
diagnostic age of 4.99 years. This means that children who may
be at risk of disability due to various risk factors can be screened
early based on medical records alone and can receive appropriate
treatment to reduce the degree of disability.

The contributions of our study are described as follows. Our
study is one of the first to investigate early detection of
disabilities, covering all disabilities comprehensively based on
KNHIS big data. This shows that health insurance data is of
great value in analyzing disabilities and provides a basis for
future studies. To find the age at which disabilities can be
detected early, we set up a multiclass classification frame that
organizes data by age ranges and trains multiple algorithms to
select the best model. This frame can be further improved so
that it could be an important tool for experts in the field.

Our study has the following limitations. Though it would be
better if the disability was detected by age 3 years or earlier,
the early detection performance from the up to 3-year age range
did not exceed the clinically significant threshold of 80% due
to limitations in health insurance sample data. Another limitation

was that the other category of disabilities hampered the
performance of the model. Future research with more data and
detailed classification of other types of disabilities could lead
to a more accurate analysis. The imbalance of samples also had
an important impact on data analysis. In this analysis, the
number of children with disabilities was 804; of which, 504 had
other types of disabilities. Since data on physical disability,
visual impairment, and hearing impairment were relatively less,
the model may not have learned sufficiently; therefore, it is
necessary to ensure that there is sufficient data for each type
when conducting further studies. We chose the best model based
on the F1 score, but in practice, depending on the situation, we
may choose the best model with the least false positives or false
negatives.

To improve the early detection model in the future, the following
work can be done in the future. In addition to the records of
diagnosed diseases and prescription medications used in this
analysis, various data such as health medical examination data,
are also collected by the National Health Insurance Service.
Incorporating these additional data to overcome the
abovementioned limitations could lead to the development of
more sophisticated models for early disability detection analysis.
Moreover, feature engineering is important because the number
of features can increase tremendously, and future studies require
a more diverse application and comparison of feature
engineering algorithms.
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Abstract

Background: Physicians’alert overriding behavior is considered to be the most important factor leading to failure of computerized
provider order entry (CPOE) combined with a clinical decision support system (CDSS) in achieving its potential adverse drug
events prevention effect. Previous studies on this subject have focused on specific diseases or alert types for well-defined targets
and particular settings. The emergency department is an optimal environment to examine physicians’ alert overriding behaviors
from a broad perspective because patients have a wider range of severity, and many receive interdisciplinary care in this
environment. However, less than one-tenth of related studies have targeted this physician behavior in an emergency department
setting.

Objective: The aim of this study was to describe alert override patterns with a commercial medication CDSS in an academic
emergency department.

Methods: This study was conducted at a tertiary urban academic hospital in the emergency department with an annual census
of 80,000 visits. We analyzed data on the patients who visited the emergency department for 18 months and the medical staff
who treated them, including the prescription and CPOE alert log. We also performed descriptive analysis and logistic regression
for assessing the risk factors for alert overrides.

Results: During the study period, 611 physicians cared for 71,546 patients with 101,186 visits. The emergency department
physicians encountered 13.75 alerts during every 100 orders entered. Of the total 102,887 alerts, almost two-thirds (65,616,
63.77%) were overridden. Univariate and multivariate logistic regression analyses identified 21 statistically significant risk factors
for emergency department physicians’ alert override behavior.

Conclusions: In this retrospective study, we described the alert override patterns with a medication CDSS in an academic
emergency department. We found relatively low overrides and assessed their contributing factors, including physicians’designation
and specialty, patients’ severity and chief complaints, and alert and medication type.
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Introduction

An emergency department (ED) is a challenging environment
in which multiple interventions are delivered within a short
period [1]. The severity of the patients’ conditions demands
that providers often order medications and tests simultaneously,
which could contribute to a higher rate of medical errors [2-4].
Physicians working in an ED must often make decisions in the
context of uncertainty due to the pace of the environment and
resource limitations [5]. Specifically, the concept of physicians
working in an ED is not limited to emergency medicine
specialists, but rather covers various medical department
physicians who treat patients in the geographical area of the
ED.

Computerized provider order entry (CPOE) combined with a
clinical decision support system (CDSS) was introduced to
reduce preventable adverse drug events [6]. This system was
expected to improve physicians’ prescribing patterns by
supporting their decision-making process in a variety of ways.
However, previous studies have revealed that physicians’
override rates on CDSS alerts are high [7-10], raising concerns
about the effectiveness of CDSSs in many implementations
[11-13].

Many factors, including physician and patient characteristics,
environmental factors, and factors associated with the system
itself, affect physicians’ alert override patterns in multifactorial

ways with probable interactions among them [14-16].
Additionally, many previous studies regarding physicians’ alert
override patterns have focused on specific diseases or alert types
for well-defined targets as well as particular settings [10,17,18].
Thus, it is not clear how these results will generalize to patients
at large or in settings such as the ED. Moreover, alert-related
fatigue and physician burnout are very frequent among ED
physicians, and also appear to be associated with worse
performance of a CDSS [19-21].

Based on this background, the aim of this study was to describe
and assess alert override patterns with a medication CDSS in a
large academic ED.

Methods

Study Setting
This study was conducted at an ED with an annual visit volume
of 80,000 patients. The hospital is an academic institute with
2000 inpatient beds. The institution has utilized a home-grown
electronic health record (EHR) system since 2003, which was
replaced by a next-generation EHR system named Data
Analytics and Research Window for Integrated Knowledge
(DARWIN) in 2016. DARWIN is an all-in-one home-grown
EHR that includes CPOE, nursing, pharmacy, billing, research
support, and a patient portal (Figure 1) [22]. The institution’s
ethics committee approved this study (Institutional Review
Board File No. 2019-05-038).
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Figure 1. Overall schematic description of the hospital information system architecture at the Samsung Medical Center. DARWIN: Data Analytics
and Research Window for Integrated Knowledge; CPOE: computerized physician order entry; MIS: management information system; MDM: master
data management; CRM: customer relationship management. Reproduced with permission from Jung et al [22].

Minimally Interruptive CDSS
When developing DARWIN’s CDSS, a minimally interruptive
medication CDSS was introduced. This CDSS is mainly
designed for physicians and utilizes only medication-specific
information so that, for instance, there is no interference with
laboratory data. This database is supplied from Medi-Span
(Wolters Kluwer Health, Philadelphia, PA, USA) and is updated
monthly (Figure 2).

The user interface was designed to minimize interruption in
physician prescription workflow. First, the rules engine operates
simultaneously with the physician’s entry of each order
component such as a drug name, dose, and route. Second, its
feedback appears as an in-line message so that physicians are
not interrupted during order processing (Figure 3). The CDSS
operates with the following areas of medication: age, allergy,
disease, duplication, gender, lactation, pregnancy, route,
drug-drug interaction, and dosage.
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Figure 2. System architecture of the computerized provider order entry (CPOE). DB: database.

Figure 3. Screenshot of the computerized provider order entry system and features of its interface (zoomed out).

Study Subjects
The inclusion criteria for this study were that patients had to
have visited the ED between July 1, 2016 and December 31,
2017. Patients were excluded if they visited the ED but left
without being examined by physicians or if they visited the ED

without a medical purpose. The eligibility and selection process
is presented in Figure 4. As we aimed to extensively investigate
alert override patterns in an ED, the term “physician in ED”
includes physicians from various medical departments, including
the ED, pediatrics, internal medicine, and plastic surgery, among
others.
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Figure 4. Flow diagram of the eligibility and selection process for study inclusion. ED: emergency department; ID: identification.

Data Extraction and Preparation
Clinical data were extracted from the clinical data warehouse
of the study site. We collected the following data: patient
information (deidentified patient identifier, date of birth, gender,
chief complaint, visit time, type of disposition, length of ED
stay, severity level, and International Classification of
Diseases-10 code), alert information (medication code based
on the generic product identifier, alert firing time), order
information (medication code, order time), and physician
information (physician identifier, department, and career status).
The severity score was measured by the Korean Triage and

Acuity Scale (KTAS), which has been widely used by triage
nurses in Korean EDs [23]. The KTAS was developed based
on the Canadian Triage Scale to assess ED visiting patients’
acuity and severity. Patients with a score corresponding to level
1 have the highest acuity and severity, whereas level 5 indicates
the lowest acuity and severity.

Override Determining Algorithm
An override determining algorithm was developed for assessing
the outcome measures. The algorithm was based on a rule-based,
alert type–specific logic, newly generated for this study for
validation (Table 1).

Table 1. Description of the alert overrides determining logic.

Override determining logicType of alert

If a physician completed the order without alert adjustmentAge, allergy, disease, duplication, gender, lactation,
pregnancy, route

If a physician did not adjust the dose-related order components such as prescription day or
daily dosage

Dose

If a physician ordered both medications indicated in a drug-drug interaction alertDrug-drug interaction

For the chart review, we selected a sample of 20 alerts among
each type of alert that was performed for both overridden and
nonoverridden orders. In the first round of the review process,

two clinicians independently reviewed the sample alerts and
then evaluated the interrater reliability using the Cohen κ
statistic. In the second round, both clinicians worked together
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to resolve any case of disagreement. The two clinicians who
reviewed the log data consisted of a doctor and nurse who have
worked at the ED of the study site for over 4 years. Accuracy
of the override determining algorithm was assessed using the
reviewed data as the gold standard.

Data Analysis
We conducted a descriptive analysis of patients, physicians,
alert characteristics, and the alert firing and override rates. We
used a logistic regression model for assessing the risk of the
alert override using scalable medical variables such as physician
factors (physicians’ specialties and designation), patient factors
(severity scores and chief complaints), and alert factors (types
of alerts and medication categories of alerts). The statistical
significance level was set at P<.05. The variable with the
smallest difference between the overall mean override rate and
overrode rate of each variable (eg, resident) within each group
(eg, physicians’ designation) was selected as the reference

variable of the logistic regression. We employed R (version
3.6.0) software for the analysis.

Results

Interrater Reliability of the Override Determining
Algorithm
In the first round of the review process conducted by two
independent clinicians, Cohen κ was 0.82 (95% CI 0.74-0.90).
All discrepancies were resolved in the second round of the
review process. The accuracy of the override determining
algorithm was 0.95.

Basic Characteristics
During the study period, 611 physicians took care of 71,546
patients with 101,186 visits. General characteristics of the
physicians and patients are described in Table 2 and Table 3,
respectively. The physicians prescribed 748,339 medication
orders and 102,887 (13.75%) alerts were fired.
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Table 2. Physician characteristics (N=611).

n (%)Characteristic

Designation

357 (58.3)Resident

154 (25.2)Fellow

100 (16.4)Faculty

Specialty

41 (6.7)Emergency Medicine

60 (9.8)General Internal Medicine

39 (6.4)Gastroenterology

17 (2.8)Cardiology

15 (2.5)Pulmonary Medicine

13 (2.1)Nephrology

10 (1.6)Hematology & Oncology

8 (1.3)Endocrinology & Metabolism

7 (1.2)Infectious Disease

2 (0.3)Allergic Medicine

2 (0.3)Rheumatology

58 (9.5)General Surgery

39 (6.4)Gynecology & Obstetrics

26 (4.3)Thoracic surgery

19 (3.1)Orthopedic Surgery

15 (2.5)Neurosurgery

15 (2.5)Urology

11 (1.8)Plastic Surgery

53 (8.7)Pediatrics

24 (3.9)Family Medicine

24 (3.9)Ophthalmology

24 (3.9)Otolaryngology

20 (3.3)Neurology

16 (2.6)Radiology

14 (2.3)Psychiatry

10 (1.6)Anesthesiology & Pain Medicine

9 (1.5)Dermatology

7 (1.2)Critical Care Medicine

7 (1.2)Rehabilitation

5 (0.8)Dentistry

1 (0.2)Radiation Oncology
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Table 3. Patient characteristics (N=101,186 visits).

ValueCharacteristic

44.50 (25.68)Age (years), mean (SD)

51,221 (50.62)Male, n (%)

Severity score, n (%)

1122 (1.11)1 (Highest severity)

6331 (6.25)2

38,456 (38.01)3

46,696 (46.15)4

8581 (8.48)5 (Lowest severity)

Chief complaint, n (%)

15,080 (14.90)Fever

14,285 (14.12)Abdominal Pain

6920 (6.84)Dyspnea

6536 (6.46)Minor Complaint

4920 (4.86)Dizziness

3643 (3.60)Headache

2366 (2.34)Laceration

2323 (2.30)Skin Rash

2259 (2.23)Head Trauma

2011 (1.99)Pain (Lower Extremity)

1859 (1.84)Chest Pain (Suspected Cardiogenic Pain)

1820 (1.80)Injury (Upper Extremity)

1734 (1.71)Injury (Lower Extremity)

1639 (1.62)Pain (Upper Extremity)

1488 (1.47)Limb Weakness

1434 (1.42)Inter-Hospital Transfer

1393 (1.38)Altered Mentality

1317 (1.3)Back Pain

1197 (1.18)Coughing and Stuffy Nose

1196 (1.18)Palpitation and Irregular Heart Rate

1169 (1.16)Hematochezia/Melena

1154 (1.14)Seizure

1106 (1.09)Nausea/Vomiting

1037 (1.02)General Weakness

994 (0.98)Injury (Facial)

860 (0.85)Chest Pain (Noncardiogenic)

854 (0.84)Hematuria

18,592 (18.37)Other

Override Patterns
Of the total 102,887 alerts, 65,616 (63.77%) alerts were
overridden. We then analyzed the effects of physician-related

factors, patient-related factors, and alert-related factors that
could affect the physicians’ alert override behavior (Table 4).
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Table 4. The risk of alert overrides according to various factors.

Multivariate logistic regres-
sion odds ratio (95% CI)

Univariate logistic regres-
sion odds ratio (95% CI)

Alert override rate, n (%)Frequency of
alert (n)

Factor

Physician-related factors

Physicians’ Designation

1 [Reference]1 [Reference]59,678 (64.15)93,022Resident

0.9 (0.86-0.94)0.88 (0.84-0.92)4993 (61.08)8174Fellow

0.73 (0.66-0.81)0.71 (0.64-0.78)945 (55.88)1691Faculty

Physicians’ Specialty

1 [Reference]1 [Reference]32,542 (64.04)50,812Emergency Department

1.03 (0.99-1.07)0.87 (0.84-0.9)10,623 (60.79)17,476Internal Medicine

0.90 (0.85-0.94)0.95 (0.91-1)5501 (62.96)8737Surgical Department

1.10 (1.06-1.14)1.07 (1.03-1.1)16,950 (65.54)25,862Other Department

Patient-related factors

Patients’ severity score

0.82 (0.74-0.91)0.80 (0.73-0.89)912 (57.11)15971 (Highest Severity)

0.89 (0.85-0.94)0.92 (0.88-0.96)5421 (60.33)89852

1 [Reference]1 [Reference]28,536 (62.36)45,7593

1.07 (1.04-1.10)1.16 (1.13-1.19)27,059 (65.72)41,1714

1.23 (1.15-1.32)1.32 (1.24-1.40)3688 (68.61)53755 (Lowest Severity)

Patients’ chief complaints

1 [Reference]1 [Reference]16,769 (63.68)26,334Fever

0.95 (0.91-1.00)0.78 (0.75-0.82)6525 (57.74)11,300Abdominal Pain

1.49 (1.37-1.62)1.04 (0.96-1.12)2080 (64.6)3220Altered Mentality

1.04 (0.94-1.16)1.02 (0.92-1.13)1079 (64.07)1684Back Pain

0.84 (0.72-0.98)0.76 (0.65-0.88)388 (57.06)680Chest Pain (Non-Cardiogenic)

1.22 (1.09-1.37)0.95 (0.86-1.05)1216 (62.49)1946Chest Pain (Suspected Cardiogenic
Pain)

1.04 (0.92-1.18)1.03 (0.91-1.16)769 (64.35)1195Coughing and Stuffy Nose

1.65 (1.52-1.79)1.16 (1.07-1.26)2098 (67.07)3128Dizziness

0.93 (0.88-0.98)0.79 (0.75-0.83)4894 (58.04)8432Dyspnea

1.28 (1.15-1.44)1.02 (0.91-1.14)909 (64.06)1419General Weakness

1.64 (1.45-1.87)1.64 (1.45-1.86)985 (74.23)1327Head Trauma

1.08 (1.01-1.16)1.08 (1.01-1.15)2723 (65.38)4165Headache

2 (1.84-2.18)1.23 (1.13-1.33)2209 (68.26)3236Hematochezia/Melena

1.25 (1.05-1.50)1.19 (1.00-1.42)379 (67.56)561Hematuria

2.18 (1.76-2.70)2.31 (1.88-2.87)446 (80.22)556Injury (Facial)

1.29 (1.14-1.46)1.2 (1.07-1.35)905 (67.79)1335Injury (Lower Extremity)

1.56 (1.36-1.80)1.63 (1.42-1.87)817 (74.07)1103Injury (Upper Extremity)

1.10 (0.97-1.24)0.98 (0.87-1.10)855 (63.15)1354Inter-hospital Transfer

3.43 (2.98-3.95)3.63 (3.18-4.17)1585 (86.42)1834Laceration

1.01 (0.89-1.14)0.81 (0.72-0.91)689 (58.74)1173Limb Weakness

1.18 (1.10-1.27)1.16 (1.09-1.24)3408 (67.06)5082Minor Complaint

0.7 (0.61-0.80)0.56 (0.49-0.64)455 (49.4)921Nausea/Vomiting

0.97 (0.88-1.08)0.92 (0.83-1.02)1111 (61.72)1800Pain (Lower Extremity)
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Multivariate logistic regres-
sion odds ratio (95% CI)

Univariate logistic regres-
sion odds ratio (95% CI)

Alert override rate, n (%)Frequency of
alert (n)

Factor

1.3 (1.13-1.49)1.34 (1.17-1.53)731 (70.09)1043Pain (Upper Extremity)

0.98 (0.84-1.15)0.8 (0.68-0.93)404 (58.3)693Palpitation and Irregular Heart Rate

0.93 (0.84-1.02)0.83 (0.75-0.91)1179 (59.16)1993Seizure

1.18 (1.06-1.32)1.02 (0.93-1.13)1141 (64.25)1776Skin Rash

1.29 (1.23-1.35)1.07 (1.02-1.12)8867 (65.21)13,597Others

A lert-related factors

Type of alert

1 [Reference]1 [Reference]911 (64.43)1414Duplication

0.8 (0.71-0.90)0.88 (0.79-0.99)11,035 (61.48)17,949Age

0.54 (0.46-0.62)0.6 (0.51-0.69)822 (51.93)1583Allergy

0.93 (0.82-1.06)0.88 (0.77-0.99)2479 (61.35)4041Disease

0.99 (0.88-1.11)1.04 (0.93-1.16)43,873 (65.28)67,212Dose

1.07 (0.91-1.25)1.08 (0.93-1.26)926 (66.19)1399Drug-Drug Interaction

0.43 (0.33-0.56)0.51 (0.41-0.64)183 (48.03)381Gender

1.33 (0.50-4.18)1.44 (0.54-4.50)13 (72.22)18Lactation

0.72 (0.64-0.81)0.83 (0.74-0.93)5199 (60.10)8651Pregnancy

1.19 (0.88-1.64)1.51 (1.12-2.06)175 (73.22)239Route

Medication categories (based on generic
product ID)

1 [Reference]1 [Reference]961 (63.60)1511Neuromuscular Drugs

1.23 (1.10-1.38)1.20 (1.07-1.33)24,808 (67.62)36,685Analgesics and Anesthetics

1.08 (0.96-1.21)1.21 (1.08-1.35)12,419 (67.83)18,308Anti-Infective Agents

0.94 (0.73-1.22)0.89 (0.69-1.13)198 (60.74)326Antineoplastic

1.09 (0.78-1.53)1.46 (1.06-2.05)138 (71.88)192Biologicals

0.95 (0.84-1.07)0.93 (0.83-1.05)3637 (62)5866Cardiovascular Agents

0.67 (0.59-0.76)0.74 (0.66-0.83)3066 (56.42)5434Central Nervous System Drugs

0.84 (0.74-0.96)0.84 (0.74-0.95)2009 (59.54)3374Endocrine and Metabolic Drugs

0.6 (0.53-0.67)0.71 (0.63-0.79)8619 (55.29)15,589Gastrointestinal Agents

1.42 (1.07-1.90)0.91 (0.72-1.17)211 (61.52)343Genitourinary Agents

1.04 (0.91-1.18)1.06 (0.94-1.20)3210 (65.01)4938Hematological Agents

0.92 (0.78-1.09)0.89 (0.76-1.04)711 (60.87)1168Miscellaneous Products

1.09 (0.94-1.26)1.1 (0.96-1.27)1214 (65.87)1843Nutritional Product

0.85 (0.75-0.96)0.82 (0.73-0.92)3994 (58.93)6778Respiratory Agents

1.62 (1.27-2.07)2.17 (1.72-2.75)421 (79.14)532Topical Products

In terms of physician-related factors, the resident group had a
higher override rate than both the fellow and faculty groups.
The top three physicians’ specialty departments that generated
the most alerts in the ED were the emergency medicine,
pediatrics, and general internal medicine departments.
Physicians working in the ED were found to override over 64%
of the total alerts received. In terms of patient factors, the alert
override rate tended to decrease with the increase in severity.
Additionally, the alert override rate also showed wide variation
according to the patients’ chief complaints. The override rate

tended to be higher in patients with trauma such as laceration
and injuries than in patients with other chief complaints.

Two-thirds of the total alerts were dose alerts, and 65.3% of
these were overridden. ED physicians overrode approximately
half of the gender- and allergy-type alerts. Regarding the
medication group, alerts for gastrointestinal agents, central
nervous system drugs, respiratory agents, and endocrine and
metabolic drugs showed the lowest override rates. Among the
variables used in multivariate logistic regression models, the
following variables emerged as statistically significant risk
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factors: miscellaneous department group in physician’s
specialty; patients with lower and lowest severity; the presence
of dizziness, head trauma, headache, hematochezia, melena,
hematuria, facial injuries, lower extremity injuries, upper
extremity injuries, laceration, minor complaints, and upper
extremity pain; drug-drug interaction, lactation, and the route;
and medication categories of analgesics and anesthetics,
anti-infective agents, and topical products (Table 4).

Discussion

Principal Results
In this study, we examined the alert override patterns in an ED
with a CDSS that was designed in a minimally interruptive way.
Approximately two-thirds of the alerts were overridden, which
is a lower rate than reported in many previous related studies.
We assessed many covariates, including both physician-related
and patient-related factors, as well as alert-related factors. These
results could be used for optimizing and maximizing the
effectiveness of the CDSS.

Physicians’ Specialty, Patients’ Severity, and Alert
Override Rate
Many studies examining alert override rates have not examined
the physicians’ designations as an input variable or did not find
it to have a significant effect [14,24]. Despite lack of evidence,
it is generally considered that experienced physicians do not
need alerts because “they already know” [25], and even if they
receive them, they may be more likely to override them. In
contrast to this expectation, we found that the alert override rate
was the highest among residents, followed by fellows and senior
faculty members (Table 4). This finding establishes that even
an experienced physician still requires assistances from a CDSS.

We also demonstrated that physicians override more alerts in
patients with complaints of lower severity. The override rate
for patients with the highest severity level was 57.1% and that
for patients with the lowest severity level was 63.5%. The
override rate decreased significantly as the patients’ severity
increased (Table 4). To date, relatively little attention has been
paid to patients’ severity as a covariate affecting physicians’
alert overriding behavior. Further investigation is needed to
confirm this finding.

Comparison With Prior Work

Low Override Rate
One of the major findings in this study is the relatively low
override rate. The low override rate was observed consistently
across the three factors (physician, patient, and alert), implying
that a systematic influence exists aside from those discussed
above. One potential explanation could be related to the
phenomenon that has been termed the “cloud of context.” Coiera
et al [26] proposed that “variations in the workflow, patient
population and morbidity, resources, pre-existing infrastructure,
and the education and experience of both clinical staff and
patients” function as a “cloud of context” that affect how
physicians respond to a CDSS. Given that most of the existing
CDSS studies were conducted in inpatient and outpatient settings
in the United States, these contextual factors may have

influenced the lower override rate observed in this study.
Previous studies have reported that override rates increased
from 72.8% to 93% [7-10,24]. In comparison, a Korean study
reported a rate of 71.7% [14], which is relatively lower than
that reported for the United States. However, there are no other
ED-based studies that we are aware of for direct comparison;
thus, the conclusion warrants further investigation.

Another possible explanation is the system design. It is well
known that utilizing a human factors design reduces the error
rate and that an interactive design can reduce alert fatigue
[15,27]. We leveraged several strategies to ensure that the
system is integrated into the clinical workflow by designing a
noninterruptive system. For example, the concept of timely
alerts was implemented more seamlessly by designing a system
that can generate an alert whenever a new order component is
entered. Although our research scope did not include direct
measurements and analysis of usability, we believe that
integrating the system into the clinical workflow contributes to
the override rate for ED physicians. We also believe that the
underlying knowledge used was relatively robust.

Importance of the ED Environment in Alert
Override–Related Research
In this study, we assessed the alert overriding patterns of ED
physicians in routine care in the ED. An ED is an optimal
environment to examine physicians’ alert overriding behaviors
from a broad perspective because patients have a wider range
of severity than those in other departments, and many receive
interdisciplinary care in this environment. This viewpoint is
important because the CDSS does not influence physicians
concerning a single type of alert but rather acts as a bundle of
user interfaces.

To the best of our knowledge, this is the first study to analyze
physicians’ CDSS usage patterns in an ED comprehensively.
In a recent review, less than one-tenth of the studies were found
to target physicians’ behavior in the ED [15]. Some research
studies only targeted specific alert types such as drug-drug
interaction or opioid alerts, or only a specific group such as
pediatric patients [10,17,18]. In this study, the analysis was
performed on the whole system rather than focusing on
particular types of alerts, physicians, or patients. The effect of
a CDSS may be critical in this complex environment, and the
results of this study may play an essential role in establishing
CDSSs in EDs or in cases in which a multidisciplinary approach
is needed.

Limitations
First, this study was performed in a single ED with a homegrown
EHR. The ED part of an academic referral center receives
patients with conditions of high severity, and the majority of
physicians are trainees of its residency program. Furthermore,
the EHR, DARWIN, has only been implemented in a few
hospitals in Korea to date, which should be considered while
generalizing our results.

Second, the alert override was the only outcome measured. The
outcome of the alert override or the reason for override was not
recorded in the database. Thus, it was not possible to determine
the clinical appropriateness of the alerts or overrides, or the
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consequences for patients. Therefore, there is a need for a
follow-up interview study or an institution-level investigation
of adverse drug events.

Third, the effect of the minimally interrupted CDSS was not
demonstrated in this ED. For clarity, a comparative study is
required. Such a comparison would require a control group with
more interruptive alerts on similar targets. The nature of the
CDSS makes it difficult to perform a randomized controlled
trial.

Finally, we did not scale all potential factors related to alert
overrides in previous studies, such as alert fatigue, alert severity,

and workload. In particular, to estimate the size of the effects
of alert fatigue, there is a need for further observational studies
using devices such as eye trackers that can quantitatively
measure whether the physician paid attention to the CPOE alert.

Conclusions
In this retrospective study, we described alert override patterns
with a medication CDSS in an academic ED. We found a
relatively low rate of overrides and also assessed the influence
of multiple contributing factors on these rates. This study could
aid CDSS implementers by providing knowledge regarding
physicians’ alert overriding behaviors as well as empirical
evidence that contradicts conventional notions.
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Abstract

Digitization of health records has allowed the health care domain to adopt data-driven algorithms for decision support. There are
multiple people involved in this process: a data engineer who processes and restructures the data, a data scientist who develops
statistical models, and a domain expert who informs the design of the data pipeline and consumes its results for decision support.
Although there are multiple data interaction tools for data scientists, few exist to allow domain experts to interact with data
meaningfully. Designing systems for domain experts requires careful thought because they have different needs and characteristics
from other end users. There should be an increased emphasis on the system to optimize the experts’ interaction by directing them
to high-impact data tasks and reducing the total task completion time. We refer to this optimization as amplifying domain expertise.
Although there is active research in making machine learning models more explainable and usable, it focuses on the final outputs
of the model. However, in the clinical domain, expert involvement is needed at every pipeline step: curation, cleaning, and
analysis. To this end, we review literature from the database, human-computer information, and visualization communities to
demonstrate the challenges and solutions at each of the data pipeline stages. Next, we present a taxonomy of expertise amplification,
which can be applied when building systems for domain experts. This includes summarization, guidance, interaction, and
acceleration. Finally, we demonstrate the use of our taxonomy with a case study.

(JMIR Med Inform 2020;8(11):e19612)   doi:10.2196/19612
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Introduction

Recent advancements in data availability (eg, digitization of
health records) and deep neural networks [1] have led to the
resurgence of artificial intelligence. This has served as a catalyst
for data-driven decision making in many domains. However,
for high-stakes applications, such as financial and health care
domains, it is rare for domain experts to execute decisions solely
based on artificial intelligence algorithms [2]. Domain experts

in this context are individuals who are not necessarily trained
in computational fields but inform the design and are end users
of data-driven algorithms (eg, health care providers, hospital
administrators). Note that domain experts can have different
levels of expertise in their specific domain (eg, interns, residents,
attendings), and we do not differentiate between these levels in
this work. Although the role of experts has been studied in
clinical decision support (CDS), we find a gap in their
involvement in the data analysis pipeline, which we focus on
in this work.

Figure 1. Domain expertise amplification.
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Domain expert involvement remains necessary in the health
care domain, but this involvement brings significant challenges
and implications for data-driven applications. Domain experts
are expensive resources with limited time for these efforts, and
excessive reliance on domain expertise could potentially lead
to systems that are overly customized and not reproducible or
scalable. Owing to these challenges, designing systems for them
requires careful consideration. To address these challenges, we
present a framework for amplified intelligence that identifies
the points in the process where expertise can be effectively
leveraged. Amplification of expertise then refers to the process
of automating redundant or inferable tasks, so that domain
experts can focus their efforts on tasks that require domain
knowledge. This is a synergy between the domain expert and
the system, which involves summarization of data and decisions,
guidance toward insights, interaction by the domain expert, and
acceleration of input (Figure 1).

Prior Work
There is active research on interactive and human-in-the-loop
systems in many computer science disciplines. The database
and visualization communities have produced numerous tools
[3-8] to aid data scientists with data wrangling and analysis. At
the decision-making stage, the machine learning community
has looked at making black box models explainable [2,9-12],
while the human-computer interaction (HCI) community has
been studying how differences in explainability affect decision
making [13,14]. Finally, the crowdsourcing community has
concentrated on human-powered computation by optimizing
tasks (eg, simplifying tasks [15], minimizing the number of
questions [16,17], optimizing workflows [18-20]). However,
we focus on data-powered experts by amplifying expertise.
Although we draw from prior work, systems designed for health
care domain experts require special consideration because they
have characteristics that distinguish them from data scientists
and crowdworkers.

Special Considerations in the Health Care Domain
First, domain expert input is usually needed for data tasks that
require experiential knowledge and judgment (such as medical
diagnoses and forensic analysis [21]). The critical and subjective
nature of these decisions necessitates transparency, both from
the algorithm and domain experts. Hence, the system needs to
summarize the impact of algorithmic or experts’ manipulation
of the data [22]. Second, due to their specialized training,
domain experts’ time is expensive and limited [23,24]. This
constraint makes it imperative that we build tools that provide
insights while reducing physical and cognitive effort [25]. Third,
as domain experts are trained in noncomputational fields,
systems designed for them should provide high-level interaction
capabilities. This is referred to as editable shared
representations between computers and humans [26]. Examples
include natural language interfaces and form-based input [27].
Finally, domain experts are highly trained individuals, which
allows systems to accelerate their input by using domain-specific
assumptions and ontologies [28,29]. Keeping these factors in
mind, expertise amplification involves summarization, guidance,
interaction, and acceleration (Figure 1). We will explore each
of these in detail in the following sections.

The Data Pipeline
There are opportunities to amplify expertise at all stages of the
pipeline. The data pipeline refers to the different stages that the
data need to go through before they can provide decision
support. It can roughly be broken into 3 stages: curation,
cleaning, and analysis. Tools at the end of the pipeline have
only looked at explaining models but not at amplification. In
contrast, tools at earlier pipeline stages have been designed
mainly for data scientists and not for experts. However, domain
experts are involved at every stage of the pipeline [27-31],
especially in clinical research settings where data sets contain
specialized information. Thus, there is a need to amplify domain
expertise throughout the pipeline. In this work, we provide
examples from the informatics literature to highlight the need
for expert involvement at each pipeline step. We then review
literature from the database, HCI, and visualization communities
about challenges and current approaches at different stages. On
the basis of our review, we present a novel taxonomy for
amplifying domain expertise and demonstrate its use with a
case study in empiric antibiotic treatment. Our review can serve
as a guide to new clinical research projects, and our taxonomy
can be applied when designing systems for experts, especially
for low-budget projects when there are limited resources and
availability of domain experts.

Challenges in the Data Pipeline

This section is organized to reflect the clinical data pipeline,
which often involves the following steps: data are curated from
the electronic health record (EHR) data warehouse and annotated
with external data sources, cleaned and validated, and analyzed.
Multiple people are involved in various stages of the pipeline.
The prevalent notion of the workflow is that a data engineer
restructures, cleans, and sets up the infrastructure for data
analysis, and a data scientist then analyzes and models the data,
which a software engineer implements into a decision support
system. A domain expert then consumes the end product to
make decisions. However, in clinical settings, domain expert
involvement is required at every step of the pipeline. Allowing
domain experts to directly and efficiently interact with data
removes the need for them to rely on a data engineer or data
scientist who can then focus on infrastructure and model
construction. Moreover, since domain experts are the
stakeholders in the output of data pipelines, in our experience,
they tend to be engaged users who want to interact with data
and leverage their expertise. In this section, we motivate domain
expert involvement with examples from the past five years of
research presented at the American Medical Informatics
Association’s annual symposiums. We then review the computer
science literature to identify current tools and opportunities for
expertise amplification at the 3 stages of the data pipeline: data
curation, data cleaning, and data analysis, as each of these
corresponds to a research area of its own.

Data Curation
Curating data sets for analysis can be a laborious process that
can involve combining multiple data sources and identifying
relevant attributes. Data integration and data discovery address
these problems.
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Data Integration
Medical data pipelines often involve data that were collected
for purposes other than answering the research question at hand.
This usually implies that information is not captured in a manner
fit for analysis [32,33], with issues such as missing metadata
information [34]. Moreover, in some situations such as rare
disease studies, the cohort size is too small for analysis [35],
while in other cases, external features such as air quality or drug
components [36-39] might be needed. One possible solution to
these data quality issues is to curate data from multiple
institutions and external sources. However, the different data
representations [35,40] pose challenges in entity matching,
metadata inference, and data integrity [41,42]. Data integration
aims to automatically resolve schema matching and entity
matching problems during data curation. For biomedical data
sets, integration can involve standardization by mapping to
ontologies with controlled vocabularies [43-45]. Although
current approaches use deep learning for integration [46-50],
generating a training corpus and validating results require
domain expert input. For example, Cui et al [35] require domain
experts to validate data curation efforts for studying sudden
death in epilepsy. In another example, building an automatic
concept annotator for standardizing biomedical literature [50]
required experts to manually annotate different concepts [51-54].
Furthermore, a domain expert will be able to catch
inconsistencies or errors made by an automated integration tool
much faster than a data engineer who is unfamiliar with the
domain. Thus, there is a need to build interactive data integration
tools for domain experts.

Data Discovery
Data discovery refers to the process of finding relevant attributes
or cohorts for analysis. This is especially true for
multidisciplinary teams where the domain expert knows the
disease definition but is not familiar with the database schema.
At the same time, the data engineer can explore the schema but
might not recognize that a field is relevant. Integrating data
from multiple sources only exacerbates this problem. In the
informatics community, DIVA [55] aids in cohort discovery by
ingesting expert-defined constraints, while visual analytic
systems [56,57] such as CAVA provide an interactive interface.
In the database community, Nargesian et al [58,59] have looked
at finding unionable (more data points) and joinable (more
attributes) data for a given data set. These algorithms are useful
when trying to augment data sets with publicly available data
sets such as MIMIC [60] or even for exploring a complex
schema such as the Unified Medical Language System (UMLS)
[61]. In addition to using properties of the data to find possible
attribute matches, domain rules can be useful for identifying
relevant data subsets. This requires an interactive interface where
domain experts can look at subsets of interest and iteratively
join and filter the data [62] to find the required cohort. Recently,
query logs have been used to design precision interfaces [63,64]
that customize the interface for the user’s task.

Data Cleaning
After curating relevant data sets, data still need to go through
multiple preprocessing steps before they are analysis-ready.
These include identifying and fixing incorrect data, data

augmentation, and data transformation [65], all of which benefit
from domain expert involvement.

Error Fixes
EHR data are known to be messy and have errors and missing
values [66-68]. A typical data cleaning method is the use of
rule-based systems that identify dirty data by detecting violations
of user-specified rules or known functional dependencies
[69-78]. These systems do not optimize the expert’s rule
specification process. Crowdsourcing systems have also been
used to correct values [18,79], although they are not always an
option due to data complexity or confidentiality. Another
approach to identify and clean data is to augment the data with
external knowledge bases [80-82]. More recently, there have
been many approaches [83-85] that use deep learning for
automated data cleaning. Of note is Holoclean [84], which uses
a statistical model to combine various data repair signals such
as violation of integrity constraints, functional dependencies,
and knowledge bases. Although this achieves higher
performance than using each method in isolation, there is scope
for identifying which of the signals are performing the poorest
or what additional information would help improve the system’s
performance. Identifying this information, incorporating domain
knowledge, and presenting it succinctly to a domain expert
remain open problems.

Data Augmentation
Although data entry errors [86] and missing information can be
imputed by semiautomated methods, a more difficult problem
is that of creating a gold standard for training data, which is
referred to as data augmentation. Many health care applications
require annotating training data, for example, clinical text
annotation [87-89], CDS [90-92], identifying new terms for
ontologies [93], index terms for articles [94], and
disease-specific annotations [51,95,96]. However, very few
applications focus on optimizing the domain expert’s data
augmentation effort, which is eventually crucial to model
performance. A notable approach to this is the Snorkel system
[97], which automates data augmentation by learning the
labeling function, thus accelerating the domain expert’s input.
However, there are opportunities to make the initial labeling
process more interactive, as domain experts are required to write
code in Snorkel. Furthermore, the system does not provide
feedback on how labels affect the data set or final model, which
is crucial for building trust in medical pipelines. Examples of
interactive solutions include Icarus [28] for augmenting
microbiology data and Halpern et al's system [98] for annotating
clinical anchors. Both systems use an ontology to interactively
amplify domain expertise.

Data Transformation
Other than fixing incorrect values and augmenting data sets,
often, data need to be restructured (eg, splitting values in a
column, reformatting dates). Data wrangling has emerged as a
separate field in the past decade because of data diversity.
Potter’s Wheel [99] is one of the first interactive data
transformation systems. It allows the user to specify data
transforms that are encoded as constraints and used to detect
errors. Building on this idea, systems such as Polaris [100] and
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Trifacta [4,101] infer syntactic rules from user edits. Similarly,
programming-by-example systems [102,103] learn
transformations from a set of input-output pairs. These
techniques have informed the autofill function of Microsoft
Excel. As many domain experts employ Excel for data
transformations and analysis [104], spreadsheet interfaces should
consider incorporating domain knowledge.

Data Analysis
We now move to the final step of the pipeline. This includes
exploratory analysis to identify attributes of interest and
explainability of models for decision making.

Data Exploration
During the exploration step, it is crucial for the domain expert
to be able to directly interact with the data for effective
hypothesis generation. However, domain experts often must go
through a data engineer to execute the relevant query [105,106]
or extract information from unstructured notes [107]. The data
are then validated by the domain expert through manual chart
review, since data engineers without domain knowledge may
apply naive filters that hide insights or find spurious correlations.
To address these challenges, the informatics community has
built tools to accelerate chart review [108] and allow interactive
filtering and analysis [109,110]. Finalizing an analysis data set
can then take multiple iterations of requests and validations
between the domain expert and data engineer. In some cases,
data engineers create custom dashboards for domain experts
[111-113], but the latter are then limited to brushing and linking
on the provided view. Mixed-initiative interfaces such as
Tableau [100] and Dive [5] recommend visualizations based
on statistical properties of the data but do not use
domain-specific ontologies that can enrich the domain experts’
interaction and accelerate their workflow.

Visualizations, when used appropriately, can provide effective
summaries and reveal patterns not immediately evident by
statistical overviews [114]. Summaries reduce the cognitive
load on domain experts during multidimensional data
exploration, allowing them to drill down to specific instances
as needed [115]. Although many visualization recommendation
systems exist for analyzing numerical data [7,116-118],
visualizations in health care often include categorical and text
data [119-122]. As such, node-link diagrams are a common data
representation and have been used for tracking family history
[123], decision making [22,124], and identifying hidden
variables [125]. Visual interfaces thus amplify expertise by
summarizing data. However, they can be more powerful if they
allow interaction, provide guidance by highlighting interesting
regions for exploration [126], and accelerate workflows by
extrapolating domain expert interactions based on properties of

the data [22]. Thus, there is a need to provide domain experts
with tools that allow for more sophisticated data interaction.

Explainability
Finally, we cannot discuss clinical pipelines without discussing
explainability. The interpretability of rule-based systems has
made them popular in a variety of clinical applications, including
decision support [127,128], antibiotic recommendation [129],
updating annotations [130], and auditing [131]. Interpretability
is essential because domain experts want a cause-and-effect
relationship, based on which actionable decisions can be made
[66,68,132]. Furthermore, health care providers may not use
models they do not trust, and building trust requires providing
context and explanations [2].

Current approaches in health care research use weights and
activation of features to characterize attribute importance
[133-135]. RuleMatrix [136] provides an alternate approach
where a set of rules represents the deep learning model. The
expert can explore various facets of each rule, such as data
affected, distribution, and errors. In another example, Cai et al
[29] built a tool to help pathologists find similar images to aid
in diagnoses. The tool allows domain experts to search for
similar images and then interactively refine the search results.
It allows refinement by region (crop an image), refinement by
concept (filter by extracted concepts from image embeddings),
and refinement by example (select multiple images as examples).
These refinement techniques are examples of acceleration, where
interactions are interpolated to the entire data set by learning
general functions. Explainability is thus key to the adoption of
deep learning models. Although they have mainly been applied
in the analysis stage of the pipeline, they are equally important
when applying automated algorithms to curation and cleaning.

Therefore, amplifying domain experts’ abilities in the analysis
stage requires interactive data systems using a combination of
statistical algorithms and compelling visualizations. Moreover,
these systems need to follow design-study principles [137].
They need to allow interaction with domain experts for a needs
assessment and an empirical evaluation to ensure that correct
information is portrayed effectively. Otherwise, the system can
end up burdening and biasing the domain expert instead of
helping [13,101].

We have highlighted the need for domain expert involvement
in the pipeline and describe some of the challenges they
encounter. Although we have briefly expanded on some
available solutions, Table 1 provides a more comprehensive list
of references. Summarizing each technique is outside the scope
of this paper, but it provides a guide to interested readers for
further reading.
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Table 1. Review of current approaches for each data pipeline stage.

Domain expert roleCurrent solutions

Data curation

Data integration

Domain experts are needed to validate results of integration, and interactively correct
automated methods, which can then update their algorithm

• Schema matching [138-143]
• Interactive integration [144,145]
• Webtables integration [146-151]
• Machine learning [46-49]

Data discovery

Domain expert feedback is needed to finalize the analysis data set• Attribute search [58,59,152,153]
• Interactive querying [55,62-64]
• Visual analytics [56,57]

Data cleaning

Error fixes

Domain expert input can be used to identify and fix errors• Rule-based [69-77,154]
• Crowdbased [18,79,155,156]
• Knowledgebase [80-82]
• Machine learning [83-85]
• Functional dependency [15-23,25-54,58-165]

Augmentation

Domain experts can augment missing data with domain-specific rules• Machine learning [97,166,167]
• Interactive [28,98,168-170]

Transformation

Domain experts can restructure the data to make it semantically valid• Programming by example [102,103]
• Interactive rules [4,99-101]
• Foreign-key detection [153,171-175]

Data analysis

Exploration

Domain experts interact with summaries and outliers to draw insight• Optimize performance [176-179]
• Optimize insight [126,180,181]
• Provenance [182,183]
• Visualizations [5,7,116-118,184-188]

Explainable

Domain experts inform the model design to ensure explainability• Systems [189,190]
• Visualizations [9,12,29,136]
• Empirical studies [10,11,13,14]

Taxonomy of Expertise Amplification

The previous section elucidated the need for domain expert
involvement throughout the clinical data pipeline. In all steps,
domain expert involvement can improve automated methods
but must be implemented appropriately to ensure that the process
remains robust and reproducible. Taking this into consideration,

we propose a taxonomy that can be employed when designing
systems to amplify expertise in the clinical pipeline. Domain
expertise amplification by a system can broadly be categorized
into 4 dimensions: summarization, guidance, interactivity, and
acceleration, as shown in Figures 1 and 2. Thus, a system that
wishes to amplify expertise should apply one or more of these
dimensions. We demonstrate these categories with examples
from computer science literature.
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Figure 2. Taxonomy of expertise amplification: the first level shows the 4 dimensions that should be employed by a system for expertise amplification.
The second level enumerates the subdimensions along which amplification can be done, while the fourth level in gray shows tools that can be applied.

Summarization
The time constraints of experts along with transparency
requirements in the clinical domain motivate the need for
effective summaries of data and human decisions. Although
data summaries are important for analysis, summaries of human
decisions allow for improved explainability and reproducibility.

Data
An amplification system should summarize large and complex
data sets so that experts can meaningfully consume them. This
is relevant for identifying inconsistencies as well as for
open-ended exploration during analysis. It can be overwhelming
for an expert to go through large and wide tables. Therefore,
amplification systems should automatically summarize complex
data [191]. Although providing data samples [28,76] and
statistical summaries such as mean, variance, and standard
deviation can be useful for providing a bird’s eye view, they
are not always enough to reveal patterns [114]. In such cases,
visual summaries can provide additional insight, as done by the
CAVA system [56]. Multidimensional data can be visually
summarized by presenting each dimension as a coordinated
histogram with linked brushing and filtering [176].

Human Decisions
In addition to data, amplification systems need to summarize
algorithmic and human decisions as well. This is because
domain expert involvement is usually required in situations
where it is necessary to have high-quality data [2,21]. Hence,
amplification systems also require high transparency [189,192].
To support algorithm transparency, amplification systems can
show visual activation of features that led to the recommendation
[9] or similar cases in the data that serve as evidence for the
current recommendation [193]. Summarizing human decisions
can involve expressing data transformations as natural language
rules [4,28] and visual node-link diagrams [22]. Furthermore,
as summarized data provide an abstract or aggregate view, there
is a need for data transparency, meaning that experts should be
able to trace individual data points, which contributed to the
aggregate summary. This involves incorporating ideas from
provenance systems such as Smoke [182] and Scorpion [183],

which provide fast data lineage tracking. Finally, for each
application, empirical studies are needed to see what and how
information should be presented or summarized because too
much transparency can overwhelm and negatively impact the
expert [13].

Guidance
Although summaries provide a global view of the data, the goals
of exploratory analysis include finding insights and data quality
issues [191], which might require looking at a more detailed
view. Systems can guide experts by navigating to informative
subsets and by suggesting data transformations and edits.

Data Subset
Amplification systems should guide the expert’s navigation to
meaningful subsets. For example, SeeDB [116] automatically
finds interesting visualizations. Given a query, it defines
interestingness as the deviation of the query’s result set from a
baseline data set. In a similar vein, TPFlow [194] uses tensor
decomposition to guide users to interesting regions in
spatiotemporal exploration. For data cleaning, error detection
algorithms such as Uguide [78] and DataProf [76] use functional
dependencies and Armstrong samples, respectively, to find
incorrect tuples for human validation, while Icarus [28] presents
the expert with impactful subsets for data completion. Visual
summary tools such as Profiler [184] use statistics to find data
quality issues. When guiding users with visual summaries, it is
important to select optimal visual encodings to reveal relevant
insights or outliers. This can be informed from recent work by
Correll et al [185], which empirically evaluated different visual
encodings on their effectiveness in revealing data quality issues.

Edits
In addition to navigating data sets, amplification systems can
also guide experts by suggesting data transformations to edit
the data during the cleaning and preparation stage [4,28,103].
However, even in this case, transparency is required. This is
evidenced by the fact that in empirical studies of Proactive
Wrangler [101], users often ignored the suggested
transformation but then manually performed the same one
because the semantics of the operation were unclear. Methods
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to aid in data transformation transparency include showing
previews and transitions of the data changes [195] resulting
from the transformation operation.

Interaction
Along with making system internals explainable [10], allowing
experts to interact and modify data and the output of algorithms
increases their trust in amplification systems [11]. For empiric
antibiotic recommendation [196], this can involve allowing the
health care provider to edit model features. Providing interaction
comes at the cost of maintaining strict latency constraints since
experts expect to see the results of interaction almost
immediately [137]. Techniques for maintaining interactive
performance include sampling [197] and predictive prefetching
[198]. Interaction modes can include data transformation
suggestions and what-if analysis.

Data Transformation
The mode of interaction for data transformation in expertise
amplification systems also needs to cater to their background
and training. For example, transformations should be presented
as natural language statements [4] as opposed to code snippets
[97,154]. Although graphical user interfaces can decrease trust
and control for system administrators [199], they are needed in
amplification systems. Gestural query systems, such as
GestureDB [62] and DBTouch [200], and direct manipulation
interfaces might be preferable to domain experts who are
unfamiliar with SQL. Furthermore, domain experts’ affinity for
spreadsheet tools [104] motivates designing systems with
spreadsheet interfaces but advanced querying capabilities such
as Dataspread [201] and Sieuferd [202].

What-if Analysis
To support collaborative decision making, amplification systems
should allow for what-if analysis, where domain experts can
apply or test different decisions and assumptions and see how
it affects the data set. Collaborative decision making is important
for consensus and conflict resolution. Domain experts are highly
trained and experienced individuals in their fields, which affects
how they interact with systems [203,204]. Data pipeline tasks
that require their input need them to apply knowledge from
training and experience [28]. Such tasks inherently require
judgment, which can be biased and can vary between and within
domain experts [205]. To account for this bias, consensus from
multiple experts is needed. However, unlike crowdworkers,
where differences in results can indicate bad actors entering
random choices [18,206,207], in the case of domain experts,

they reveal differing judgments. As such, automatic conflict
resolution [208], such as majority voting, cannot be used because
disagreements require expert discussion [22]. Collaboration is
required for conflict resolution, and what-if analysis can speed
up this process. Capturing and sharing metadata is also useful
for collaboration [209-212].

Acceleration
Time constraints of domain experts necessitate the need to
accelerate their input provision. This involves designing
interfaces that aid the expert’s task and building interactions
that interpolate from edits to generalize to multiple data points.

Interface Design
Most experts use structured interfaces such as forms [213] or
free-text notes [214] for data entry or querying and spreadsheet
interfaces for data exploration [104]. Following user-centered
interface design and adhering to latency constraints is even
more essential for these systems. Query interface layouts can
be optimized by using statistical properties of the data [215-217]
and prior query logs [64,218], while spreadsheet interfaces can
be improved by incorporating higher expressibility [201,202].
The Usher [216] system, an example of the former, uses a
probabilistic model on prior input form data to optimize the
form structure. This involves showing highly selective data
attributes at the beginning of the form to reduce the complexity
at later stages, thus reducing the scope of error and accelerating
input provision.

Generalize
An advantage of building systems for domain experts is that
domain-specific information can be used to accelerate their
input. For example, Icarus [28] uses the organism and antibiotic
hierarchy encoded as foreign-key relations in the database to
generalize a single edit to a rule that fills in multiple cells,
accelerating the data completion process. In another example,
the system by Cai et al [29] allows domain experts to refine
result sets with domain-specific concepts extracted from image
embeddings.

Case Study

We illustrate our taxonomy with a case study from a
representative clinical data project: modeling empiric antibiotic
treatment (Figure 3). We apply the 4 dimensions of amplification
to the 3 stages of the pipeline. This is summarized in Table 2.
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Figure 3. Data pipeline for empiric antibiotic prediction. EHR: electronic health record.

Table 2. Applying 4 dimensions of amplification to the clinical data pipeline for empiric antibiotic prediction.

AmplificationDomain expert task

Data curation

Identify variables of interest, validate patients included in the cohort,
and make domain-specific exclusionary rules

• Summarization: present distribution of variables of interest
• Guidance: suggesting additional variables based on the selected ones
• Interactions: allow expert to select and remove data points
• Acceleration: suggest criteria based on the domain expert’s inclusion

and exclusion

Data cleaning

Augmentation

Fill in unreported microbiology susceptibilities with rules • Summarization: preview a rule by showing distribution of the cells
that will be impacted

• Guidance: show high-impact data subsets for edits
• Interactions: direct edits on interface and indirect edits via rules
• Acceleration: suggest general rules based on the domain expert’s

single edit

Validation

Validate data augmentation by examining rule set and consolidat-
ing them to remove conflicts

• Summarization: visual summary of rules and their relations
• Guidance: node size guides user to high-conflict areas
• Interactions: edit rule set by accepting and rejecting rules
• Acceleration: automatically remove redundant rules

Data analysis

Understand the model and its predictions for individuals and different
patient subpopulations

• Summarization: show probability of coverage with confidence interval
• Guidance: highlight covariates of concern
• Interactions: allow domain expert to select covariates to include
• Acceleration: show similar patients for who the model should be

updated
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At the data curation level, our domain expert, Lucy, must
provide the cohort definition along with variables of interest
(eg, demographics, comorbidities, allergies, etc) to a data
engineer, who pulls the relevant data from the EHR data
warehouse. After the data pull, Lucy looks through the initial
set and formulates additional exclusion rules to ensure that it
matches the clinical case definition. To implement these rules,
the data engineer annotates the data with microbiology
classification information of the UMLS metathesaurus [61].
This process could be improved with an expertise amplification
system. The system should summarize data by showing the
distribution of variables with linked brushing and filtering so
that Lucy could see how the variable distributions are correlated.
It could guide Lucy by suggesting correlated variables to the
ones she selects. During validation of the cohort, Lucy should
interactively be able to select data points to include. Finally,
the system should be able to accelerate Lucy’s validation by
suggesting exclusion rules based on her interactions.

After the cohort is finalized, Lucy faces a data cleaning task.
The microbiology laboratory provides data for only a subset of
antibiotics based on domain characteristics and institutional
preferences. When using these data for predictive modeling,
the unreported values must be filled by domain experts. To
address this, we built Icarus [28] to amplify expertise in data
augmentation. Icarus guides the domain expert by showing them
high-impact data subsets for edits. It allows both direct
interactions via edits and indirect interactions via rules. Finally,
Icarus accelerates task completion by leveraging the UMLS
classification to suggest general rules based on the domain
expert’s single edit. It also allows the domain expert to preview
the impact of a rule by summarizing the cells that will be
impacted.

Owing to the subjective nature of this task, multiple domain
experts need to come to consensus on unreported values. To
amplify the consensus process, we designed Delphi [22], which
visualizes the conflicts and redundancies in domain expert rules.
It provides an overview of the data by visually summarizing the
antibiotics and related rules in a node-link diagram. The node
sizes guide the expert to regions of high conflict by encoding
the number of data points affected. It allows domain experts to
interactively edit the rule set by accepting and rejecting rules.
Finally, it accelerates the domain experts’ task completion by
automatically removing redundant rules after each edit.

Once domain experts have come to a consensus, the data set is
ready for analysis. Our data scientist uses penalized logistic
regression to model resistance [219]. During this stage, Lucy
provides insights on the different variables and their relations.
After model creation, Lucy can analyze and validate the results
of the interactive analysis. For a given patient, the system should
summarize its results by showing the probability of coverage
along with confidence intervals. It should guide Lucy by
drawing attention to any abnormal covariates whose value
significantly deviates from others in the cohort. It should allow
Lucy to interactively select covariates and rerun the model for
a specific patient. It should accelerate the analysis by showing
similar patients for whom the model should also be updated.

Discussion

We have provided examples from the informatics literature to
motivate the need for domain expert involvement in all steps
of clinical data pipelines, from curation to analysis. Although
this work is based on our experiences, we have done our best
to do a targeted interdisciplinary review that can serve as a guide
to clinical data projects. Our work is related to previous surveys
in visual analytics in health care [188] and interactive systems
[137]. Our survey is unique in that it provides a taxonomy on
designing systems for amplifying expertise and focuses on the
clinical data pipeline. Specifically, expertise amplification
involves summarization, guidance, interactivity, and
acceleration. Our case study illustrates how these can be applied
to a clinical data pipeline.

Conclusions
Effectively engaging domain experts is crucial for the success
of data-driven workflows. We provide a novel framework for
developing systems that amplify domain expertise.
Amplification systems should summarize data, guide domain
experts’ data navigation, allow domain experts to interact and
update algorithms, and finally accelerate their task by learning
from their interactions. This framework draws on research from
multiple computer science disciplines. As we move toward
data-driven workflows, interdisciplinary methods are necessary
for the greatest impact. Empowering stakeholders to interact
with the data directly can lead to faster and more impactful
insights and decision making, which is vital for democratizing
data to benefit society.
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Abstract

Background: Surveillance of ectopic pregnancy (EP) using electronic databases is important. To our knowledge, no published
study has assessed the validity of EP case ascertainment using electronic health records.

Objective: We aimed to assess the validity of an enhanced version of a previously validated algorithm, which used a combination
of encounters with EP-related diagnostic/procedure codes and methotrexate injections.

Methods: Medical records of 500 women aged 15-44 years with membership at Kaiser Permanente Southern and Northern
California between 2009 and 2018 and a potential EP were randomly selected for chart review, and true cases were identified.
The enhanced algorithm included diagnostic/procedure codes from the International Classification of Diseases, Tenth Revision,
used telephone appointment visits, and excluded cases with only abdominal EP diagnosis codes. The sensitivity, specificity,
positive predictive value (PPV), negative predictive value (NPV), and overall performance (Youden index and F-score) of the
algorithm were evaluated and compared to the validated algorithm.

Results: There were 334 true positive and 166 true negative EP cases with available records. True positive and true negative
EP cases did not differ significantly according to maternal age, race/ethnicity, and smoking status. EP cases with only one encounter
and non-tubal EPs were more likely to be misclassified. The sensitivity, specificity, PPV, and NPV of the enhanced algorithm
for EP were 97.6%, 84.9%, 92.9%, and 94.6%, respectively. The Youden index and F-score were 82.5% and 95.2%, respectively.
The sensitivity and NPV were lower for the previously published algorithm at 94.3% and 88.1%, respectively. The sensitivity of
surgical procedure codes from electronic chart abstraction to correctly identify surgical management was 91.9%. The overall
accuracy, defined as the percentage of EP cases with correct management (surgical, medical, and unclassified) identified by
electronic chart abstraction, was 92.3%.

Conclusions: The performance of the enhanced algorithm for EP case ascertainment in integrated health care databases is
adequate to allow for use in future epidemiological studies. Use of this algorithm will likely result in better capture of true EP
cases than the previously validated algorithm.

(JMIR Med Inform 2020;8(11):e18559)   doi:10.2196/18559
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Introduction

Use of claims, administrative databases, and electronic health
records (EHRs) allows for efficient identification of individuals
with medical conditions [1]. National hospital databases and
discharge diagnoses have been used extensively to monitor
serious medical conditions leading to significant morbidity such
as acute myocardial infarction; however, hospital databases are
not sufficient in capturing serious conditions that do not
necessarily require hospitalization. Ectopic pregnancy (EP), the
implantation of a fertilized ovum outside of the endometrial
cavity, is a serious condition that can be life threatening;
however, a significant proportion of patients can be managed
in the outpatient setting. Trends in EP are difficult to examine
because women with EPs are increasingly managed in the
outpatient setting, either medically with methotrexate
injection(s) or surgically with laparoscopy [2,3]. Furthermore,
women with potential EPs may be evaluated over the course of
several days and medical encounters prior to the establishment
of a definitive diagnosis of EP or viable or nonviable intrauterine
pregnancy, making identification of true cases difficult.

Researchers have typically relied on clinical diagnosis and
procedure codes extracted from outpatient care and hospital
discharge databases to describe trends in EP. However, the
accuracy of EP case ascertainment and the validity of study
findings depend on the types of data sources and completeness
of EP case ascertainment approaches. One methodology for EP
case ascertainment was validated in a study by Scholes et al in
2011 [4], using claims and administrative data extracted from
a large health care maintenance organization database prior to
the use of EHRs and codes from the International Classification
of Diseases, Tenth Revision (ICD-10). Although the sensitivity
of the algorithm for capturing EP cases was higher than that of
the use of standard codes, the algorithm is inherently limited
by the time frame of the study, the completeness of the data,
and the ability to review patients' medical information in an
electronic database for true case ascertainment [5-8].

The widespread adoption of EHRs in the United States presents
an opportunity to improve patient care [9,10] and provides
researchers unparalleled possibilities to conduct high-quality
clinical and pharmacoepidemiologic research [11,12]. EHRs
provide access to more reliable and comprehensive patient health
information. They are also easily transferable to other EHR
systems and more cost-efficient than paper-based data sources
[13-15]. Over the last decade, there have been a number of
studies that evaluated the accuracy of health data (hospital
discharge data, outpatient encounter data, and claims data)
extracted from the EHRs of various regions of the Kaiser
Permanente health care system [16-19] and other health care
systems [20,21]. Published validation studies investigated
demographic characteristics [17], body weight and height data
[22], perinatal outcomes [18,23], phenotype for genomic study
[21], and phenotype of HIV infection [20]. However, to our
knowledge, there is no study that has assessed the validity of
EP case ascertainment using EHRs for validation and the
potential impact of changes in the data over time (pre-EHR vs
EHR era). There is substantial practice pattern variation over
time, across institutions and health care providers. The Scholes

et al algorithm was developed 10 years ago at two institutions
with potentially different practice environments than the setting
of this study. Furthermore, the data for the Scholes et al
algorithm came largely from contracting hospitals for inpatient
care, which may have disparate practice and coding patterns.
Therefore, validating the algorithm in a different time frame
and setting is necessary to conduct future studies describing the
temporal trends of EP incidence and treatment modalities. This
study aimed to develop an enhanced algorithm that builds on
the previously validated algorithm [4].

Methods

Kaiser Permanente Northern California (KPNC) and Southern
California (KPSC) are the two largest Kaiser Permanente regions
of the nine regional entities in the United States. These
integrated health care systems provide health care service to
over 9 million racially and ethnically diverse members who
receive their care mainly from KP physicians and allied staff
in 36 hospitals and over 427 medical centers scattered
throughout California. Both KPSC and KPNC access the Virtual
Data Warehouse, which was created to facilitate multi-site
research projects. KP health care staff in both outpatient and
inpatient clinical settings utilize an EHR based on an Epic
platform that is accessible to multiple health care providers at
the same time and in multiple locations. KPSC and KPNC fully
implemented the EHR system for both outpatient care
encounters and inpatient services in 2008 and 2009, respectively.
It is a highly sophisticated integrated health information
management and care management system designed to enhance
the quality of patient care. The data is collected in real time
with patient-centered records that provide access to
comprehensive patient information to clinicians and researchers
more instantly, efficiently, and securely compared with pre-EHR
era paper records.

We developed an enhanced algorithm to identify EPs in the two
health care systems through several iterative steps: First, we
incorporated corresponding ICD-10 diagnostic and procedure
codes that were not in use when the Scholes et al algorithm was
developed in 2011. We then chart reviewed an initial random
sample of 100 cases (50 KPNC and 50 KPSC) that had at least
one EP diagnostic or procedure code but were not classified as
EP by the Scholes et al algorithm to understand the reasons for
misclassification. This information was used to modify the
Scholes et al algorithm to improve the accuracy of case
ascertainment. In addition to the inclusion of ICD-10
diagnostic/procedure codes, the major changes that were made
to the previously validated algorithm as a result of our initial
chart review were the addition of a new source of information
(telephone appointment visits [TAVs]), the exclusion of cases
with only abdominal EP diagnosis codes, additional criteria of
a combination of an EP diagnostic and procedure code to be
considered a case, refinement of methotrexate medication codes
that were considered valid, and expansion of the allowable days
from the assigned EP diagnosis date to administration of
methotrexate.

The final enhanced algorithm (Figure 1) that was developed
required either (1) at least 2 encounters, including at least 1
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in-person visit, with an EP code other than abdominal EP
(abdominal codes O00.00 and O00.01); (2) at least 2 TAVs with
an EP code and evidence of methotrexate use; (3) at least 1
outpatient or inpatient visit or outside claims visit with any of
the specific ICD, Ninth Revision (ICD-9), or ICD-10 diagnostic

codes 633.10, 633.11, O00.10, and O00.11; (4) a combination
of any single encounter (outpatient or inpatient visit, outside
claims visit, or TAV) with a nonspecific EP code plus evidence
of methotrexate use; or (5) a single non-TAV encounter with
both an EP diagnosis and procedure code on the same encounter.

Figure 1. Enhanced ectopic pregnancy algorithm.

The EP diagnosis date was defined as the date of the first
encounter with an EP code. Multiple encounters with EP codes
occurring within a 180-day period from the first encounter with
an EP code were considered part of the same pregnancy episode.
Methotrexate use was defined as a medication code found within
30 days prior to and 180 days after the first EP diagnosis date.
The justification for relaxing the criteria for methotrexate
administration to 30 days prior to the first diagnosis, in contrast
to the 7 days allowed in Scholes et al algorithm, was to minimize
misclassification of treatment status due to inaccurate
assignment of EP diagnosis dates. In randomly selected chart
abstractions, we also found that methotrexate medication codes
had various administrative subcodes that corresponded with
true use of methotrexate; hence, we had to specify medication
administration subcodes.

To assess the validity of the previously validated algorithm by
Scholes et al and the newly developed enhanced version of the
algorithm against the gold-standard “true case” as determined

by chart review, a random sample of 600 patients (300 at each
site) with a potential EP was selected. A potential case was
defined as any case with at least 1 ICD-9, ICD-10, or Current
Procedural Terminology code for EP (Multimedia Appendix
1). This approach was chosen because, in our setting, as in most
health care settings that rely on insurance reimbursement, it is
unlikely for an EP case to not have documentation with either
a diagnosis or procedural code. Therefore, we assumed that
cases that did not meet the initial inclusion criteria would be
very unlikely to be a true EP case. By limiting the sample to
cases with these inclusion criteria, we increased the number of
true cases with little risk of missing cases. Further inclusion
criteria were applied (women who were aged 15 to 44 years
from January 1, 2009, to December 31, 2018, and were enrolled
in the health plan for at least 1 month over the study period) to
the 600 randomly selected cases. Cases that did not meet these
requirements were excluded, leaving 255 cases at KPSC and
276 at KPNC. We randomly selected 250 cases from each site
for chart review for this validation study (Figure 2).
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Figure 2. Flow diagram of validation study sample. EP: ectopic pregnancy. KPNC: Kaiser Permanente Northern California. KPSC: Kaiser Permanente
Southern California.

Using a standardized abstraction form, chart reviews were
performed by trained abstractors to identify true EP cases. Cases
where EP status was unclear were identified and adjudicated
by a clinician. In our analysis of preliminary data pulls, we
found that 10.5% (1568/14,907) of EP cases identified using
the Scholes et al algorithm for classification could not be clearly
classified as either medical or surgical. Therefore, information
on treatment modality (surgical vs medical) was collected to
assess the level of agreement. EP cases were classified as
surgically managed if the patient had undergone any EP removal
surgery within 30 days of the first encounter with an EP code,
regardless of whether the patient received methotrexate.
Remaining EP cases were classified as medically treated if the
patient received methotrexate for an EP. Cases for which the
type of treatment could not be determined were considered
unclassified.

The test performance of both algorithms was calculated on the
500 potential EP cases: sensitivity (percentage of chart
review–confirmed cases that were correctly classified as EP by
the algorithm), specificity (percentage of cases determined not
to be EP by chart review that were correctly classified by the

algorithm), positive predictive value (PPV; percentage of cases
classified as EP by the algorithm that were confirmed by chart
review), and negative predictive value (NPV; percentage of
identified cases classified as not EP by the algorithm that were
determined not to be EP cases from chart review). Furthermore,
the overall test performance of a dichotomous diagnostic test
was assessed using the Youden J statistic [24] (Youden
index=sensitivity+specificity–1), and the weighted harmonic
mean of the test's precision and recall were assessed by
computing the F-score (2×[PPV×sensitivity]/[PPV+sensitivity]).
Agreement in case identification between the Scholes et al and
the enhanced algorithms was assessed using kappa (κ) statistics.
In addition, we evaluated the performance of electronic
abstraction in correctly identifying EP management type
(medical or surgical) among confirmed EP cases compared to
that of chart review using the same performance measures.
Lastly, we conducted a sensitivity analysis calculating the same
performance measures using the Scholes et al algorithm and
enhanced algorithm for a subset of cases from 2009 to the end
of 2014 (ICD-9–only cases).
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Results

Table 1 shows the distribution of maternal characteristics among
the study sample and the two study sites (KPSC and KPNC)
from which the sample for this validation study was drawn.
Only a small proportion of the women in the sample population
were teens and over a third were Hispanic. There was a higher
proportion of Hispanic members at KPSC than at KPNC and a
higher proportion of non-Hispanic White and Asian/Pacific

Islander members at KPNC than at KPSC. Only a small
proportion of women in the sampled cohort lived in
neighborhoods with a median annual household income below
US $30,000. Although the distribution of maternal
characteristics is largely comparable between the sampled
population and the overall cohort, women in the sampled
population were slightly more likely to be from non-Hispanic
Black backgrounds and less likely to be from non-Hispanic
White racial/ethnic backgrounds.

Table 1. Characteristics of the validation study sample and the combined and site-specific populations.

KPSCa and KPNCb populationsSample (n=500)Characteristics

KPNC, n (%)

(n=9792)

KPSC, n (%)

(n=9823)

Overall, n (%)

(N=19,615)

Chart reviewed, n (%)

Maternal age (years)

315 (3.2)353 (3.6)668 (3.4)22 (4.4)<20

3393 (34.7)3643 (37.1)7036 (35.9)169 (33.8)20-29

3103 (31.7)2970 (30.2)6073 (31.0)157 (31.4)30-34

2981 (30.4)2857 (29.1)5838 (29.8)152 (30.4)≥35

Race/ethnicity

3201 (32.7)2257 (23.0)5458 (27.8)124 (24.8)Non-Hispanic White

1281 (13.1)1298 (13.2)2579 (13.1)82 (16.4)Non-Hispanic Black

2708 (27.7)4960 (50.5)7668 (39.1)199 (39.8)Hispanic

2192 (22.4)1069 (10.9)3261 (16.6)83 (16.6)Asian/Pacific Islander

205 (2.1)144 (1.5)349 (1.8)4 (0.8)Other

205 (2.1)95 (1.0)300 (1.5)8 (1.6)Unknown

Smoking statusc

9018 (92.1)8929 (90.9)17,947 (91.5)461 (92.2)No

774 (7.9)894 (9.1)1668 (8.5)39 (7.8)Yes

Parity

3019 (30.8)2671 (27.2)5690 (29.0)146 (29.2)Nullipara

5230 (53.4)5214 (53.1)10,444 (53.2)259 (51.8)Multipara

1543 (15.8)1938 (19.7)3481 (17.7)95 (19.0)Missing/unavailable

Family household incomed (US $)

508 (5.2)584 (5.9)1092 (5.6)31 (6.2)<$30,000

2057 (21.0)2806 (28.6)4863 (24.8)117 (23.4)$30,000-$49,999

2561 (26.2)2913 (29.7)5474 (27.9)147 (29.4)$50,000-$69,999

2162 (22.1)1969 (20.0)4131 (21.1)104 (20.8)$70,000-$89,999

2498 (25.5)1535 (15.6)4033 (20.6)101 (20.2)≥$90,000

aKPSC: Kaiser Permanente Southern California.
bKPNC: Kaiser Permanente Northern California.
cSmoking status documented within the year prior to the index date.
dMedian family household income based on census tract of residence.

Chart review demonstrated that 334 (66.8%) of the 500 cases
were true ectopic pregnancies. The sensitivity, specificity, PPV,
and NPV of using the Scholes et al algorithm and the enhanced
algorithm for identifying EPs are presented in Table 2. The

sensitivity, specificity, NPV, and PPV for the Scholes et al
algorithm were lower at 94.3% (315/334), 84.3% (140/166),
88.1% (140/159), and 92.4% (315/341), respectively, compared
to those for the enhanced algorithm at 97.6% (326/334), 84.9%
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(141/166), 94.6% (141/149), and 92.9% (326/351), respectively.
Furthermore, the overall performance (Youden index and
F-score) of the enhanced algorithm was higher than the

performance of the Scholes et al algorithm at 82.5 and 95.2
versus 78.7 and 93.3, respectively.

Table 2. Ectopic pregnancy ascertainment performance of the Scholes et al and enhanced ectopic pregnancy algorithms.

Enhanced algorithmScholes et al algorithmCharacteristic

TotalNoYesTotalNoYes

Classification by chart review, n

334832633419315Yes

1661412516614026No

500149351500159341Total

Test characteristics

97.6

(326/334)

N/AN/A94.3

(315/334)

N/AN/AaSensitivity, % (n/N)

84.9

(141/166)

N/AN/A84.3

(140/166)

N/AN/ASpecificity, % (n/N)

94.6

(141/149)

N/AN/A88.1

(140/159)

N/AN/ANegative predictive value, % (n/N)

92.9

(326/351)

N/AN/A92.4

(315/341)

N/AN/APositive predictive value, % (n/N)

82.5N/AN/A78.6N/AN/AYouden index

95.2N/AN/A93.3N/AN/AF-score

aN/A: not applicable.

We evaluated the performance of electronic abstraction in
correctly identifying EP management type in the 326 EP cases
identified by both the chart review and the enhanced algorithm.
Chart review revealed that 197 (60.4%) were managed
surgically, 126 (38.7%) were managed medically, and 3 (0.9%)
could not be classified. Electronic abstraction assigned 186
(57.1%) EP cases as managed surgically and 124 (38.0%) as
managed medically, and 16 (4.9%) could not be classified. The
performance of electronic chart abstraction in assigning EP
management compared to that of chart review is provided in

Table 3. The sensitivity of surgical procedure codes from
electronic chart abstraction to correctly identify surgical
management was 91.9% (181/197). The overall accuracy,
defined as the percentage of EP cases with correct management
(surgical, medical, and unclassified) identified by electronic
chart abstraction, was 92.3% (301/326). An excellent level of
agreement in EP case identification (κ=0.93, 95% CI 0.89-0.96)
was observed between the Scholes et al algorithm and the
enhanced algorithm.
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Table 3. Ectopic pregnancy management ascertainment performance of electronic data abstraction.

Classification by electronic abstractionaCharacteristic

TotalUnclassifiedMedicalSurgical

Classification by chart review, n

197115181Surgical

12631185Medical

3210Unclassified

326a16124186Total

Test characteristics

N/AN/AN/Ab91.9

(181/197)

Sensitivity, % (n/N)

N/AN/AN/A96.1

(124/129)

Specificity, % (n/N)

N/AN/AN/A88.6

(124/140)

Negative predictive value, % (n/N)

N/AN/AN/A97.3

(181/186)

Positive predictive value, % (n/N)

N/AN/AN/A88Youden index

N/AN/AN/A94.5F-score

92.3

(301/326)

N/AN/AN/AOverall accuracyc, % (n/N)

aIncludes cases confirmed as ectopic pregnancy by chart review and the enhanced algorithm.
bN/A: not applicable.
cThe percentage of ectopic pregnancy cases with correct management (surgical, medical, and unclassified) identified by electronic chart abstraction.

Sensitivity analysis limiting data to the subset of cases (n=307)
from 2009 to 2014 with ICD-9–only codes revealed that the
sensitivity and NPV for the Scholes et al subset analysis, at
94.5% (206/218) and 85.9% (73/85), respectively (Table 4),
were similar to 94.3% (315/334) and 88.1% (140/159),
respectively, for the Scholes et al full data set (Table 2). The

performance of the enhanced algorithm in the subset analyses
(sensitivity of 97.2%, 212/218; NPV of 92.4%, 73/79) was also
similar to the performance of the enhanced algorithm for the
full data set (sensitivity of 97.6%, 326/334; NPV of 94.6%,
141/149).
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Table 4. Sensitivity analysis of ectopic pregnancy ascertainment performance of the Scholes et al [4] and enhanced ectopic pregnancy algorithms on
a 2009-2014 ICD-9–only subset.

Enhanced algorithmScholes et al algorithmCharacteristic

TotalNoYesTotalNoYes

Classification by chart review, n

218621221812206Yes

897316897316No

3077922830785222Total

Test characteristics

97.2

(212/218)

N/AN/A94.5

(206/218)

N/AN/AaSensitivity, % (n/N)

82.0

(73/89)

N/AN/A82.0

(73/89)

N/AN/ASpecificity, % (n/N)

92.4

(73/79)

N/AN/A85.9

(73/85)

N/AN/ANegative predictive value, % (n/N)

93.0

(212/228)

N/AN/A92.8

(206/222)

N/AN/APositive predictive value, % (n/N)

79.3N/AN/A76.5N/AN/AYouden index

95.1N/AN/A93.6N/AN/AF-score

aN/A: not applicable.

Discussion

In this validation study of EP, we found that our enhanced
version of an algorithm that was previously validated by Scholes
et al [4] in 2011 for identification of EP had a slightly higher
sensitivity of 97.6% and negative predictive value of 94.6%
compared to the original algorithm. The overall test
performance, as estimated by the Youden index and F-score,
was also much higher for the enhanced algorithm. However,
we found similar specificities and PPVs in both the enhanced
and Scholes et al algorithms. Furthermore, limiting the test
performance to the pre-EHR era, the period when ICD-9 was
used to code and classify medical conditions (2009-2014), the
enhanced algorithm yielded a higher sensitivity, NPV, and
overall test performance in EP case identification, suggesting
that differences are due to improvement in clinical information
collection and retrieval rather than any ICD code changes (from
ICD-9 to ICD-10).

The quality of data extracted from outpatient encounters and
hospital discharge records has been well studied. The accuracy
of data abstraction varies by health care system, coding and
clinical practice, and design of EHR query modules, among
others [25]. For example, in a fee-for-service setting, in-person
visits may be the primary mode of care; however, in a capitated
care model, telephone encounters, which are not billable but
allow providers to speak directly with patients who may be at
home or another convenient location, may be used more
frequently. These appointments usually last about 20 minutes
and do not require a copay. Although an efficient option that
helps patients avoid unnecessary in-person doctor visits, the
usefulness and quality of data extracted from TAVs has not
been well studied. We evaluated the performance of our

enhanced algorithm after including TAV in the algorithm and
found that accuracy improved when TAV EP codes were used
in combination with EP codes from in-person encounters
(Multimedia Appendix 2).

Scholes et al developed the original algorithm using a
classification and regression tree (CART) [26]. The CART
model is a nonparametric classification technique for building
decision trees in which results are presented in a useful and
easy-to-interpret “tree” format. However, it does not generate
prediction probabilities needed to assess calibration. Model
discriminatory accuracy is typically assessed. We made minor
modifications to the algorithm to incorporate equivalent ICD-10
diagnostic and procedure codes and took into account other
coding differences unique to the current EHRs (ie, new
medication codes) and clinical practice (ie, increasing use of
TAVs). Therefore, our enhanced algorithm is updated to a more
current health care setting, has high PPV for case identification,
and will support contemporary observational studies with
validated accuracy. Since our enhanced algorithm had a higher
PPV than the Scholes et al algorithm and the agreement with
the Scholes algorithm was high, we did not perform a new
CART analysis.

Accurate case identification using the enhanced algorithm is
feasible and increasingly useful for public health disease
surveillance and epidemiological studies. Furthermore, early
identification of high-risk women may provide better
opportunities for early detection of EP in affected women.

The overall accuracy of electronic data abstraction to identify
surgical management of EP was 92.3%. Although we
demonstrated a high overall accuracy using surgical codes
(Table 3), consideration should also be given to using additional
surgical codes for tubal surgery that were not included in the
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case-finding algorithm because they were not EP-related codes
but may be used by some providers at the time of EP surgery
in order to increase the accuracy of management assignment.

This study has strengths and limitations. The socioeconomically
diverse patient population at KPNC and KPSC, which is broadly
representative of California, makes our findings widely
generalizable to health systems with similar clinical patterns
(ie, closed health care systems). However, future research is
needed to examine whether the enhanced algorithm can be
applied in other settings. The validation of the enhanced
algorithm based on EHRs during the time periods both prior to
and subsequent to EHR implementation further enhances the
strength of this study. While we attempted to identify all
potential EP cases by using cases with either an EP-related
diagnostic or procedure code, it is possible that EP cases that
were incorrectly or not coded were not captured, which would

have falsely increased the sensitivity of both algorithms. We
did not adjust for the influence of baseline characteristics.
Therefore, some caution in interpreting the findings is warranted.

The enhanced algorithm yielded better overall EP case
identification test results from EHR data, with slight
improvements in sensitivity, specificity, and predictive values
compared to the algorithm developed using pre-EHR era data,
suggesting that the accuracy of EP case identification can be
improved by supplementing the Scholes et al algorithm with
TAV and ICD-10 diagnosis and procedure codes from EHRs.
Overall, the enhanced algorithm for EP case identification in
integrated health care databases is adequate to allow for its use
in future epidemiological studies. Further studies on the quality
of EHRs geared toward specific prenatal outcomes are urgently
needed.
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KPSC: Kaiser Permanente Southern California
NIH/NICHD: National Institutes of Health/National Institute of Child Health and Human Development
NPV: negative predictive value
PPV: positive predictive value
TAVs: telephone appointment visits
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Abstract

Background: Fever of unknown origin (FUO) is a group of diseases with heterogeneous complex causes that are misdiagnosed
or have delayed diagnoses. Previous studies have focused mainly on the statistical analysis and research of the cases. The treatments
are very different for the different categories of FUO. Therefore, how to intelligently diagnose FUO into one category is worth
studying.

Objective: We aimed to fuse all of the medical data together to automatically predict the categories of the causes of FUO among
patients using a machine learning method, which could help doctors diagnose FUO more accurately.

Methods: In this paper, we innovatively and manually built the FUO intelligent diagnosis (FID) model to help clinicians predict
the category of the cause and improve the manual diagnostic precision. First, we classified FUO cases into four categories
(infections, immune diseases, tumors, and others) according to the large numbers of different causes and treatment methods.
Then, we cleaned the basic information data and clinical laboratory results and structured the electronic medical record (EMR)
data using the bidirectional encoder representations from transformers (BERT) model. Next, we extracted the features based on
the structured sample data and trained the FID model using LightGBM.

Results: Experiments were based on data from 2299 desensitized cases from Peking Union Medical College Hospital. From
the extensive experiments, the precision of the FID model was 81.68% for top 1 classification diagnosis and 96.17% for top 2
classification diagnosis, which were superior to the precision of the comparative method.

Conclusions: The FID model showed excellent performance in FUO diagnosis and thus would be a potentially useful tool for
clinicians to enhance the precision of FUO diagnosis and reduce the rate of misdiagnosis.

(JMIR Med Inform 2020;8(11):e24375)   doi:10.2196/24375
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Introduction

Fever is one of the most common symptoms in medicine [1].
A febrile temperature may boost the immune system to fight
disease [2]. Prolonged fevers are usually complex to diagnose
[3]. A fever of unknown origin (FUO) has remained a
challenging diagnostic problem in recent decades [4].

As there are more than 200 causes of FUO [3], isolating the
cause of an FUO is a great challenge for clinicians. Thus, many
clinicians have been drawn to FUO research [5]. In 1961,
Petersdorf and Beeson [6] defined FUO. There are usually 3
characteristics: (1) prolonged fever for more than 3 weeks, (2)
recurrent fever with a temperature higher than 38.3℃, and (3)
undiagnosed fever after a 1-week inpatient investigation [6,7].
The definition has been revised over time with regard to the
classification and the duration of fever to be diagnosed [8,9].
The classification of FUO has been hotly debated in previous
studies [10,11]. Usually, the categories of causes are infections,
immune diseases, and tumors [12,13], and their treatment
methods are considerably different, including anti-infection
medication, hormones, and chemotherapy, respectively.
Therefore, if the cause of an FUO is diagnosed to one category,
regardless of the disease causing the FUO, the treatment
direction can basically be determined, which would be
meaningful for doctors. Infection is the most common cause of
FUO [14]. Chow and Robinson [15] found that for more than
one-half of children with FUO, the FUO was caused by an
infection. Knockaert et al [9] proposed that the wait-and-see
strategy may be better for prolonged prognosis in adults.
Therefore, FUO is worth studying and exploring. Previous
studies on FUO have mainly analyzed real patients' cases. de
Kleijn and von der Meer [16] assessed 53 patients with FUO
using a statistical analysis tool called PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
[17]. de Kleijn et al [18] analyzed 167 patients with FUO using
fixed criteria. Similarly, Efstathiou et al [13] discriminated FUO
into infectious and noninfectious causes. While these research

results might explain how these patients with FUO were
diagnosed, it was difficult to automatically determine the method
because the limited amount of data sometimes caused
overfitting. Little research on FUO has been done using machine
learning methods.

In this paper, we proposed an FUO intelligent diagnosis (FID)
model to classify the causes of FUO into 4 categories based on
clinical data. Extensive experiments showed good performance
of the model. In summary, we made the following contributions:
(1) we innovatively introduced an FUO intelligent classification
diagnosis model called FID, which can automatically group
FUO cases into one of the categories of causes, (2) our
experiments were based on real, desensitized data from Peking
Union Medical College Hospital and thus, the cases were real
and the results were more valuable and credible when applied
to a clinical setting, and (3) we conducted extensive experiments
to evaluate the performance of the FID based on the gradient
boosting methods LightGBM and XGBoost, which performed
better on small data sets; the FID model achieved better
performance using LightGBM.

Methods

Modeling
In this paper, we proposed the FID model using LightGBM to
intelligently diagnose patients with FUO into 1 of 4 causes using
their basic information, clinical laboratory data, and electronic
medical record (EMR) data. The structure of the FID model is
shown in Figure 1. First, we classified the causes of FUO into
4 categories: infections, immune diseases, tumors, and others.
Then, we cleaned the basic information and laboratory data and
structured the EMR data via 2 methods: the bidirectional encoder
representations from transformers (BERT) model [19] and Jieba
[20]. Next, we extracted the features and trained the model
through extensive experiments. Finally, by comparing the
experimental results, we evaluated the performance of the FID
model.

Figure 1. Structure of the fever of unknown origin (FUO) intelligent diagnosis (FID) model. The left side shows the sample construction, data cleaning,
and feature engineering process; the right side shows the model training and tuning processes. EMR: electronic medical record.
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Data Sources
This research was based on data from 2299 desensitized FUO
cases from Peking Union Medical College Hospital from June
1, 2012, to March 31, 2018, and the data filtering process is
shown in Figure 2. The data contained basic information,
laboratory results, and EMR data. One patient visit was taken
as 1 sample; if a patient was admitted to the hospital twice, then
the 2 visits were taken as 2 samples. There were 3723 total cases
whose chief complaint included “fever.” First, we filtered out
the 52 cases not eligible for FUO diagnosis, such as those with
temperatures lower than 38.3°C. Then, we invited 3 doctors
specializing in FUO diagnosis to help check the data and
classifications. Two doctors divided the remaining cases into 4

categories: infections, immune diseases, tumors, and others.
The third doctor checked the classifications, and if there were
disagreements, the 3 doctors discussed the cases until they
obtained a consistent classification. Based on the doctors’
suggestion, 1372 cases that had no confirmed diagnosis were
filtered out. As a result, 2299 cases whose causes fit into 1 of
the 4 categories remained for the experiments. Infections,
immune diseases, tumors, and others accounted for 52.28%
(1202/2299), 36.50% (839/2299), 7.83% (180/2299), and 3.39%
(78/2299) of cases, respectively. The distribution of the data is
shown in Figure 3. We randomly divided 80% of the data into
the training set and the remaining 20% into the validation set,
and we used the validation set data to evaluate the performance
of the model.

Figure 2. Data filtering process.

Figure 3. Distribution of the data set.

Model

Sample Structure
After obtaining the data marked by doctors, we needed to clean
the basic information and laboratory data and obtain the
structured EMR data. The EMR data were unstructured. To

structure the EMR data, we used the BERT model. The BERT
model was proposed by Devlin et al [19] in 2018, and it has
greatly improved the text structuring process. We used the
BERT-based pretrained model to process the text in this study.
The input of BERT was all of the EMR text and the text in each
line belonging to 1 patient. Each line in the output of BERT
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was a number vector of 768 dimensions. In addition, we
compared the results based on BERT and Jieba. Using Jieba,
we segmented all the text data and chose the top 100 text
segmentations according to the counts of the words that occurred
in all the text, such as “fever,” “infected,” and “lymph node.”
In addition, stop words were filtered out manually. Then, for
each of the 100 text segmentations, if it existed in the EMR text
of 1 patient, we used 1 to represent the segmentation; otherwise,
we used 0. Finally, the text of each patient was expressed by a
vector of 100 dimensions.

Data Cleaning
The data were irregular after being extracted from the clinical
system. Regarding the laboratory results, each item group
consisted of too many cell items; therefore, laboratory data
could be a thousand dimensions. However, there were some
items that occurred only a few times, which were difficult for
the model to learn. Therefore, we filtered out the items occurring
less than 10 times. Finally, 214 items were left for the laboratory
data. Then, we transformed all the values and units to be
consistent. Regarding the synonyms, we fixed them to be the
same. For example, “1 L” and “1000 ml” were fixed to “1000
mL.”

Feature Engineering
Feature engineering is the most important part of machine
learning. The performance of a model is determined by feature
engineering to a large extent. In this paper, there were 3 kinds
of features: numerical features, categorical features, and text
features.

Numerical features were objective data, such as age and heart
rate. For the numerical features, we directly extracted the values
as the features.

Categorical features were the classification indicators, such as
gender and positive and negative symptoms. Categorical features
were addressed using the LabelEncoder method [21] with
numbers starting from 0, and then numbers were assigned to
the features.

Text features, which could also contribute necessary
information, were mainly from the EMR. They were structured
in the previous step. Then, we merged the structured EMR
features with all of the features. We used 2 methods to structure
the text: using Jieba, the top 100 segmentations were selected
as the features according to the counts of every word segment,
and using BERT, all the text was structured as 768 features.

Results

We used the LightGBM framework to train the model.
LightGBM is a gradient boosting framework that is based on
decision trees and has faster training efficiency, lower memory
usage, and higher precision than other frameworks, as well as
a large-scale data processing capability. During the training of
LightGBM, there were many parameters that needed to be
optimized, including the number of iterations, the learning rate,
and the number of leaf nodes. During the experiments, we found
that different parameters impacted the final results of the model
to some extent. In this research, the parameters we used were
a learning rate of 0.01 and number of leaves of 6 after the
experiments. The output of the multiclassification model was
the probability that each sample belonged to each category.
Therefore, the classification with the largest prediction
probability was generally regarded as the sample classification.

Based on different features, we built 3 models: FID(1) was
based on the basic information and laboratory features; FID(2)
was based on the basic information, laboratory data, and EMR
data using Jieba; and FID(3) was based on the basic information,
laboratory data, and EMR data using BERT. The results are
shown in Figure 4. The figure shows that the precision was
further improved by increasing the number of features from the
text data. After introducing the text features developed by
BERT, we obtained the optimal model: FID(3). The precision
was 81.68%. Experiments show that, in addition to structured
data, unstructured text data also hides a lot of valuable
information, which could improve the performance of the model.
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Figure 4. Performance of different data sets. FID: fever of unknown origin intelligent diagnosis. EMR: electronic medical record. BERT: bidirectional
encoder representations from transformers.

In addition to the LightGBM algorithm, we also tested XGBoost,
an algorithm with a similarly good performance as LightGBM.
Both are gradient boosting algorithms. As shown in Figure 5,
the precision of LightGBM was higher than that of XGBoost
with relatively fewer iterations. When the number of iterations

increased, the precision of XGBoost exceeded that of
LightGBM, but it was still lower than the best performance of
LightGBM. Therefore, we used LightGBM as the training
algorithm for the subsequent experiments in this study.

Figure 5. Performance based on the LightGBM and XGBoost algorithms. The abscissa represents the number of model iterations, and the ordinate
shows the precision of the model.

In fact, in many cases, it is difficult for a model to make a
completely accurate decision. The greatest value of a model is
that it can provide more suggestions for decision making. If the

classification with the largest prediction probability is not
accurate but the top 2 classifications are accurate, it could also
provide considerable help for doctors. Here, we evaluated the
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precision of the 2 classifications with the largest prediction
probabilities. In Figure 6, we can see that the precision of the

first 2 categories of the model was 96.17% and there were few
mistakes.

Figure 6. Performance of top 1 and top 2 classifications.

In addition, we explored the patient distribution according to
average age and gender, as shown in Table 1. We observed that
for FUO caused by tumors, the average age of patients was the
highest at 50.91 years. Regarding FUO caused by immune

diseases, the gender distribution showed a large difference, with
34.93% (803/2299) of patients being male and 65.07%
(1496/2299) of patients being female. For the other 3 categories
of FUO, there were no obvious differences in gender.

Table 1. Patient distribution in the data set.

Patient demographics (N=2299)

Female, n (%)Male, n (%)Mean age (years)Categories of cause of fever of un-
known origin

1073 (46.67)1226 (53.33)47.79Infections

1496 (65.07)803 (34.93)42.90Immune diseases

1098 (47.76)1201 (52.24)50.91Tumors

1031 (44.85)1268 (55.15)38.81Others

Usually, before doctors diagnose the cause of a patient’s FUO,
they need to make an appointment to examine the patient. Table
2 shows the top 10 laboratory measurements that were associated
with an FUO cause diagnosis. Percentage of basophils was the
measurement that showed the strongest correlation with the
FUO cause diagnosis. The other 9 measurements were

percentage of large unstained cells, age, fibrinogen level,
thrombin time, alkaline phosphatase level, direct bilirubin level,
blood sodium level, 24-hour urine volume, and lymphocyte
count. The top 10 measurements could be provided to doctors
as laboratory appointment decision support.
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Table 2. Top 10 laboratory measurements related to the diagnosis of the cause of fever of unknown origin.

Top 10 laboratory measurementsNumber

Percentage of basophils1

Percentage of large unstained cells2

Age3

Fibrinogen level4

Thrombin time5

Alkaline phosphatase level6

Direct bilirubin level7

Blood sodium level8

24-hour urine volume9

Lymphocyte count10

Discussion

Principal Findings
Intelligent diagnosis of the cause category of FUO is significant
and practical. With the rapid development of information
technology, big data has been the focus of many fields in recent
years [22]. Volume, variety, velocity, and value are the 4 “V”
characteristics, although mining the deep value of data sets is
the most important aspect for big data research. Similarly, in
the medical field, large amounts of health care data are produced
every day, such as EMRs, laboratory results, and images [23].
Considerable amounts of precious information can be extracted
and mined from medical data using the proper methods.
Previously, experts manually identified and analyzed the
meaning of health data [24], which was time-consuming and
difficult to identify specifically. Medical big data is increasingly
more accepted by doctors because of its high efficiency and
lower costs [25]. Rodger [26] mentioned that not only was a
data extraction system needed, but medical big data applications
such as those for clinical decision support were in urgent
demand. Medical big data applications help make the medical
process easier and friendlier for patients and relieve the pressure
on clinicians. Among patients with FUO, the proportion of
undiagnosed patients is approximately 20.5% [13]. In particular,
the treatment for FUO may be much different, even contrary,
for different causes. Therefore, helping doctors discover the
specific cause as soon as possible is meaningful.

We addressed the problem using more appropriate and superior
methods. Currently, medical big data applications have explored
many directions [27,28]. The different kinds of methods used
can be divided into 4 types: data mining, image recognition,
natural language processing (NLP), and speech recognition. For
example, intelligent diagnosis with the data excluding images
[29,30] and intelligent early warnings [31] are both data mining
problems. For image recognition [32], Simonyan and Zisserman
[32] examined very deep convolutional networks and achieved
superior performance. NLP is mainly used in the structured
analysis of EMRs [19,33]. In this research, NLP also played an
important role in structuring the text data, and we processed the
EMR data using BERT and Jieba. Speech recognition [34],

mainly addressed using recurrent neural networks, could help
doctors transfer voice to text with high efficiency. Regarding
medical big data models, there are unsupervised learning models
and supervised learning models [35], such as logistic regression,
decision tree, deep learning, and others. Currently, supervised
learning models are used more often because of the sensitivity
of the data to medical knowledge. As most problems in medical
big data are classification problems, decision trees and deep
learning models could achieve better performance. Wu et al
[36] exploited the diagnosis of hypocellular myelodysplastic
syndrome and aplastic anemia, and their experiments showed
that the decision tree model outperformed the others in
classification. Most importantly, deep learning methods require
very large data sets [37], usually millions of data sets. Since
there were only 2299 cases in this study, gradient boosting
methods were better for this research. Therefore, LightGBM
and XGBoost were used to train the data. In addition, 1372
cases not clearly diagnosed were removed from the study, and
this kind of case would exist in the real-world setting. Therefore,
the precision might be lower in reality, and these cases should
be taken into account in future work.

Conclusion
A machine learning method was innovatively introduced into
FUO diagnosis. We presented the FUO intelligent diagnosis
model called the FID, which was based on basic information,
laboratory data, and EMR data from Peking Union Medical
College Hospital. After cleaning the disordered data and
structuring the text data using BERT, we conducted many
experiments on the sample data and compared the performances
from several angles. The results showed that the FID
outperformed the comparative methods. As the treatments for
FUO from different causes are very different, intelligently
diagnosing an FUO into a category is meaningful. Our research
was based on data from 1 hospital, and we intelligently
diagnosed the FUO to 1 category of causes. In the future, we
will focus on predicting the exact cause of an FUO using
multicenter data. We would include all cases, including cases
with no confirmed diagnosis, in our future research to better
match real-world scenarios, which would probably improve the
method more practical for the real clinical process.
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Abstract

Background: Electronic health records (EHRs) are expected to provide many clinical and organizational benefits. Simultaneously,
the end users may face unintended consequences, such as stress and increased cognitive workload, due to poor EHR usability.
However, whether the effects of usability depend on end user characteristics, such as career stage or age, remains poorly understood.

Objective: The objective of this study was to examine the associations of EHR usability and user age with stress related to
information systems and cognitive failures among registered nurses.

Methods: A cross-sectional survey design was employed in Finland in 2017. A total of 3383 registered nurses responded to the
nationwide electronic survey. Multiple linear regression was used to examine the associations of EHR usability (eg, how easily
information can be found and a patient’s care can be documented) and user age with stress related to information systems and
cognitive failures. Interaction effects of EHR usability and age were also tested. Models were adjusted for gender and employment
sector.

Results: Poor EHR usability was associated with higher levels of stress related to information systems (β=.38; P<.001). The
strength of the association did not depend on user age. Poor EHR usability was also associated with higher levels of cognitive
failures (β=.28; P<.001). There was a significant interaction effect between age and EHR usability for cognitive failures (β=.04;
P<.001). Young nurses who found the EHR difficult to use reported the most cognitive failures.

Conclusions: Information system stress due to poor EHR usability afflicts younger and older nurses alike. However, younger
nurses starting their careers may be more cognitively burdened if they find EHR systems difficult to use compared to older nurses.
Adequate support in using the EHRs may be particularly important to young registered nurses, who have a lot to learn and adopt
in their early years of practice.

(JMIR Med Inform 2020;8(11):e23623)   doi:10.2196/23623
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Introduction

Electronic health record (EHR) systems have increasingly
replaced paper-based practices in hospitals, with the expectation
of providing many clinical and organizational benefits [1,2].
Implementation of EHRs will inevitably change work practices
in health care [3,4] and, if not properly managed, may result in
many unexpected and unintended consequences. In addition to
the benefits identified (eg, reduction of medication errors),
health care professionals have reported disadvantages, such as
increased emotional strain and increased errors when trying to
learn and adapt to new technologies and managing their
workflow disruptions [2,5,6]. Implementation and use of EHRs
have also required increased effort from professionals in
performing their typical task flow [7], which in turn has resulted
in increased cognitive workload and decreased cognitive
performance [8]. In addition to missing focus on proactive
workflow redesign during EHR implementation, earlier studies
have found that many of the unfavorable consequences are
connected with the usability issues of EHR systems, referring
to how easy the system is to use and how precisely and
efficiently required tasks can be performed [9,10].

Nurses, as the largest group of health care professionals, are the
main end users of the EHRs, and their daily work is greatly
influenced by ease of use as well as technical and functional
quality of the systems. According to previous studies, both
Finnish nurses and physicians are dissatisfied with the usability
of their EHR systems [11]. Nurses’ experiences of the poor
usability of EHRs and how they can negatively affect workflow
appear to be consistent across countries [12,13]. Ease of use
and high quality of information systems promote the use of
technology and support the management of care records [14].
However, EHRs that are perceived as difficult to use have been
shown to be associated with increased stress levels [15] and
cognitive workload among nurses [16,17], which may
consequently increase the risk of cognitive failures [18].
Cognitive failure is defined as “a cognitively based error that
occurs during the performance of a task that a person is normally
successful in executing” [19]. The failure can occur in a person’s
memory functions, attention regulation, or actions [20], and the
incidence is connected with work environment–related [18,21]
and individual factors [20].

So far, only limited and contradictory knowledge exists on
whether the consequences of poor EHR usability, particularly
stress or impairment in cognitive functions, could depend on
end user characteristics such as age. First, age-group differences
in the likelihood of experiencing EHR-related stress have not
been found [22]. However, experienced (and thus likely older)
nurses can have more negative attitudes toward the use of new
technologies in clinical work [23]. They may potentially
experience more stress and higher cognitive workload than
younger professionals, who may adapt better to
digitization-related changes [16]. Second, youth has been
associated with higher nursing informatics competence, such
as skills in electronic documentation and use of information
technology [24], which can make working with the EHRs easier
and be a factor in protecting nurses’ well-being at work [15].
Nevertheless, while young nurses starting their careers may be

more skilled in and used to using technology than older nurses,
they are still probably less experienced in using EHR systems
in their work. Multiple studies have suggested that integrating
EHRs into daily workflow and performing EHR-related tasks
may be easier and require less cognitive effort from more
experienced EHR users than from novice users [17,25].

Based on our knowledge, there is little evidence of whether
nurses of a certain age are more at risk of experiencing stress
or increased cognitive workload due to poor usability of EHR
systems. In light of previous evidence, differences may exist
between nurses of different ages, but the findings are mixed and
the potential moderating effect of EHR usability has not been
investigated. Moreover, previous studies examining the negative
outcomes linked to EHR usability, such as stress, have mainly
focused on physicians [26-28] and less on nurses [22].
Identifying those most at risk of experiencing EHR-related
disadvantages is important in order to provide them with
adequate support in using the systems. Most importantly, the
topic requires further investigation because problems related to
EHR usability and subsequent issues of stress and impairment
in cognitive performance are notable threats to the quality of
care and patient safety [18,29,30]. This study aimed to
investigate the associations of EHR usability and user’s age
with stress related to information systems and cognitive failure
at work among registered nurses. Additionally, we examined
whether the possible associations of EHR usability with stress
related to information systems and cognitive failures are
modified by user age.

Methods

Setting, Data Collection, and Participants
In 2017, a nationwide cross-sectional survey was conducted in
Finland on registered nurses’ experiences with currently used
EHR systems [15,31,32]. The data were collected with a
web-based questionnaire that was sent to all the registered nurses
(n=29,283) who were members of the Finnish Nurses
Association and the National Association of Health and Welfare
Professionals and had provided an email address. Altogether,
3607 of the 29,283 nurses responded to the questionnaire (a
12.3% response rate). Nurses with missing information on any
of the demographic variables (age, gender, employment sector)
were excluded from the study (n=224), resulting in a final
sample of 3383 nurses. In the Finnish public health care system,
the EHR coverage has been 100% since 2010 [33]. Over 20
EHR brands are being used in different health and social care
settings [31].

Measurements
The EHR usability was measured with 7 ease of use–related
items (α=.84) from the validated National Usability-Focused
Health Information System Scale (NuHISS) [34]. The items
were as follows: (1) the arrangement of fields and functions is
logical on a computer screen; (2) the systems keep me clearly
informed about what it is doing (eg, saving data); (3)
terminology on the screen is clear and understandable (eg, titles
and labels); (4) routine tasks can be performed in a
straightforward manner without the need for extra steps using
the system; (5) it is easy to obtain necessary patient information
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using the information system; (6) entering and documenting
patient data is quick, easy, and smooth; and (7) the information
on the nursing record is in an easily readable format. Items were
rated on a 5-point scale (1=fully disagree to 5=fully agree). A
higher score on ease of use items indicates better experienced
usability.

Stress related to information systems was measured with 2 items
(α=.62) that evaluated how often during the past half-year period
the person has been distracted, worried, or stressed about (1)
constantly changing information systems and (2) difficult, poorly
performing information technology equipment or software [26].
The items were rated on a 5-point scale ranging from 1 (never)
to 5 (very often). This measure has been previously used with
physicians and is associated with EHR usability and distress
[27,35].

Cognitive failures were measured with 3 items (α=.59) modified
from the 15-item Workplace Cognitive Failure Scale (WCFS)
[20,36]. The WCFS includes 3 dimensions: failure in memory,
failure in attention, and failure in action. Regarding the length
of the survey questionnaire, we had to limit the number of
questions and chose 1 item per dimension to measure nurses’
cognitive failures. The selection of these items was based on
their highest loadings for the 3 factors or dimensions of
cognitive failure [20]. Participants were asked to rate how often
they have faced situations at work where they (1) have not
remembered a work-related password, set of numbers, etc
(memory failure); (2) have not fully listened to the instructions
or requests they have received (attention failure); or (3) have
accidentally started or closed the wrong device, system, or
program (action failure). Items were answered on a 5-point scale
ranging from 1 (never) to 5 (several times a day).

Other variables included were age, gender, and employment
sector (1=hospital, 2=health center, 3=private sector, 4=social
services, or 5=other).

Data Analysis
Continuous variables are summarized using mean and standard
deviation, and categorical variables are presented as the number
of participants and percentage. Multiple linear regression was
used to examine the associations of EHR usability and nurse’s
age with stress related to information systems and cognitive
failures. This method was chosen because the associations were
assumed to be linear, and it offered easily interpreted output
coefficients and a less complex algorithm compared to many
other methods. Analyses were conducted separately for both
dependent variables (stress related to information systems and
cognitive failures). In the first step, EHR usability and age were
included as predictors in the model. In the second step, the
combined effect of EHR usability and age was tested by adding
an interaction term to the former model. Age was divided by
10 for the analysis to assess a given decade’s association and
make the estimated coefficients easier to interpret. All models
were adjusted for gender and employment sector. The analyses
were conducted using RStudio.

Results

Characteristics of the Participants
The majority of the participants were female (3204/3383,
94.7%). They were, on average, 46.2 years old (range: 22-66),
and over half of the participants worked in hospitals. There were
differences in the estimated EHR usability (P<.001), stress
related to information systems (P<.001), and cognitive failures
(P=.02) between nurses working in different work environments.
The EHR usability was rated highest among nurses who worked
in social services. Nurses working in hospitals gave the lowest
EHR usability ratings and had more stress related to information
systems than nurses working in other fields. There were no
gender differences in the values of the variables studied.
Characteristics of the participants and descriptive statistics of
the study variables are presented in Table 1.
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Table 1. Characteristics of the participants (N=3383) and descriptive statistics.

MaximumMedianMinimumSDMeann (%)Characteristic

66482211.146.22N/AaAge, years

Gender

N/AN/AN/AN/AN/A169 (5.0)Male 

N/AN/AN/AN/AN/A3204 (94.7)Female 

N/AN/AN/AN/AN/A10 (0.3)Other 

Employment sector

N/AN/AN/AN/AN/A1796 (53.1)Hospital 

N/AN/AN/AN/AN/A707 (20.9)Health center 

N/AN/AN/AN/AN/A173 (5.1)Private clinic 

N/AN/AN/AN/AN/A433 (12.8)Social services 

N/AN/AN/AN/AN/A274 (8.1)Other 

5310.783.04N/AUsability

5310.893.02N/ASRISb

5210.511.96N/ACognitive failures

aN/A: not applicable.
bSRIS: stress related to information systems.

Associations of EHR Usability and User Age With
Stress Related to Information Systems and Cognitive
Failures
The results of the linear regression analyses are shown in Table
2. The EHR usability was associated with both stress related to
information systems (β=.38; P<.001) and cognitive failures
(β=.28; P<.001). Higher levels of usability were associated with
lower levels of both stress related to information systems and
cognitive failures. Age was associated with cognitive failures
(β=.16; P<.001) but not with stress related to information

systems. Younger nurses had higher levels of cognitive failure
compared to older nurses.

There was a significant interaction effect between age and EHR
usability for the cognitive failures (β=.04; P<.001). Younger
nurses who evaluated the EHR as difficult to use had the highest
levels of cognitive failures. Among older nurses, usability was
not associated with their cognitive failure levels (Figure 1).
There was no interaction effect between age and EHR usability
for the stress related to information systems (Figure 2). Figure
1 and Figure 2 illustrate the interaction effects.
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Table 2. The associations of age and EHR usability with stress related to information systems and cognitive failures.

P valueEstimateVariable

SRISa

.15.10Age

.10.13Gender

Employment sector

N/AbReferenceHospital

.03.10Health center

<.001.32Private clinic

<.001.18Social service

.03.16Other

<.001.38Usability

.80.01Age × usability

N/A0.16Adjusted R2

Cognitive failures

<.001.16Age

.74.02Gender

Employment sector

N/AReferenceHospital

.01.08Health center

.60.03Private clinic

.93.00Social service

.33.04Other

<.001.28Usability

<.001.04Age × usability

N/A0.04Adjusted R2

aSRIS: stress related to information systems.
bN/A: not applicable.
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Figure 1. Interaction effect between EHR usability (ease of use) and user’s age for cognitive failures. The association is shown for low (mean − 1 SD),
average, and high (mean + 1 SD) levels of ease of use. EHR: electronic health record.

Figure 2. Interaction effect between EHR usability (ease of use) and user’s age for information system–related stress. The association is shown for
low (mean − 1 SD), average, and high (mean + 1 SD) levels of ease of use. EHR: electronic health record.

Discussion

Principal Findings
This study examined the associations of EHR usability and
user’s age with stress related to information systems and

cognitive failures among Finnish registered nurses. The practical
goal was to increase system vendors’, health care managers’,
and nursing educators’awareness of the potential consequences
of poor EHR usability, a shared problem among nurses in many
countries that may jeopardize the quality and safety of care
[12,29]. As predicted, we found that EHR usability was
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associated with both stress related to information systems and
cognitive failures. Nurses who provided higher usability ratings
had less stress and fewer cognitive failures compared to nurses
providing lower ratings. The nurses’ age, in turn, was not
associated with stress related to information systems, but it was
negatively associated with cognitive failures. We also found a
significant interaction effect between age and EHR usability
for cognitive failures, indicating that young nurses who rated
EHRs as difficult to use had the most cognitive failures.

The finding that young nurses’cognitive functions may be more
impaired by poor EHR system usability compared to those of
older nurses seems logical. The youngest nurses have probably
worked in the field for the shortest time, and the early stages of
a nursing career are known to be demanding and challenging,
which can lead to their attentiveness and memory being strained
[37,38]. In addition, older nurses with more experience of using
EHRs and various EHR brands may find it easier to integrate
information systems into daily workflow than less experienced
nurses [25]. A previous study has shown conflicting results and
found a relationship between higher age and increased risk of
cognitive failures among nurses [21]. However, this result was
explained by the fact that older nurses may have lower work
ability, which is associated with an increased risk of cognitive
failures in certain work environments [21]. Differences in work
environments also emerged in this study, and it appears that
EHRs may be particularly burdensome for nurses working in
hospital settings, who found the systems most difficult to use
and experienced the most stress compared to nurses working
in other environments. It would be important to find out the
views of nurses working in the hospital environment about the
weaknesses of EHRs and how systems should be developed to
improve their perceived usability and thereby reduce stress.

Due to new role adjustment, duties, responsibilities, and work
environments, many new nurses experience increased stress
and emotional exhaustion [39]. These symptoms have been
associated with deterioration in cognitive performance (eg, in
attention and memory functions), and this applies especially to
professions with high levels of work pressure and intense
cognitive demands, like nursing [40]. Although we only looked
at stress related to information systems in this study, it is
possible that the high level of strain early in their careers may
partly explain why young nurses in this study had more
cognitive failures. Moreover, due to lack of expertise and the
fact that the youngest generation of nurses are the most likely
to change jobs [41,42], they constantly have much to learn at
work. This, on top of a load caused by EHRs that are difficult
to use, may increase task stressors, such as performance
constraints, task uncertainty, or difficulties managing time
pressure and frequent interruptions, all of which are shown to
foster cognitive failure [43].

It is evident that EHRs should support nurses in carrying out
their work tasks and not in turn increase workload, stress, or
cognitive burden. A recent review by Wisner et al concluded
that EHRs have the potential to support the cognitive work of
health care staff, but the scattering of information, information
complexity, and lack of chronology often hampers this.
Encountering problems while trying to find or synthesize
information can affect a nurse’s ability to achieve and maintain

clinical understanding and situational awareness, which can
compromise patient safety [8]. Usability and stability of
information systems as well as end user involvement in system
development and work procedure planning may be significant
factors in alleviating stress related to information systems
[15,26]. Since improving the usability of EHR systems seems
to be challenging, the importance of adequate orientation and
support at work to use information systems is critical.

In this study, challenges were observed especially in young
nurses, whereby there is also a need to discuss whether current
nursing education provides students with adequate knowledge
and skills on how to use and integrate EHRs into daily work.
Shortcomings have been identified in both theoretical and
practical studies and, for example, in students’ opportunities to
practice documentation with real EHR systems during their
education [44,45]. The fact that using the systems can often
only be learned and practiced in the workplace after graduation
puts an additional burden on young nurses when there is still a
lack of mastery of the work and nursing as a whole. Moreover,
the large number of different EHR brands and their differences
in usage logic, for example, may slow the process of learning
to use them.

Currently, work tasks that require the use of EHRs, such as
documentation, take up a significant portion of nurses’
day-to-day working hours [46]. Potential time pressure can be
alleviated by having a high-quality information system [15].
Our study suggests that young nurses in particular could benefit
from well-designed and implemented EHR systems that support
routine tasks (eg, easy access to the information needed to treat
the patient). Another interesting finding was that while poor
usability of EHRs was associated with nurses’ higher stress
related to information systems, the level of stress did not vary
significantly between younger and older nurses. In other words,
the levels of tolerance of EHR usability problems appeared to
be equal in nurses of different ages. The results of this study
contradict the stereotypical idea that millennial nurses who have
grown up with digitization and who are more accustomed to
coping with a variety of electronic platforms and tasks
simultaneously [47] would automatically be less burdened by
information systems than those nurses who have had to learn
to work with them at a later age. Older nurses may compensate
for the slower adoption of information systems with their
experience and better management of patients’ overall care.

Limitations
Possible limitations of this study should be considered when
interpreting the results. First, in spite of representativeness of
the responses in a large sample of Finnish registered nurses
[31], the response rate to the survey remained rather low. This
may limit the generalizability of the findings to a larger research
population. Second, we were able to use only 3 items from the
scale measuring cognitive failures (WCFS), and the reliability
of this measure (0.59) can be considered low. The WCFS has
demonstrated high internal consistency for the whole scale and
subscale level and the 3 items that were chosen for this study
are the most indicative of the 3 components (attention, memory,
function) of cognitive failure [20]. Third, although we controlled
the analysis for gender and employment sector, we are aware

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e23623 | p.130http://medinform.jmir.org/2020/11/e23623/
(page number not for citation purposes)

Kaihlanen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


that some other variables may have contributed to stress related
to information systems and cognitive failures as well (such as
how long a person has used the current EHR system). Finally,
the cross-sectional design did not allow the detection of causal
relationships of the variables under study. The data used in this
study was based on the first national survey of Finnish nurses
gathered using the validated NuHISS [34]. A resurvey will be
conducted in 2020, which will allow for further investigation
of this topic.

Conclusions
Poor usability of EHRs can place a significant strain on the
day-to-day work of nurses. This study suggests that cognitive
performance, especially among young nurses, may be disturbed
due to poor EHR usability. Young nurses need support and
familiarization in many aspects of nursing during their first
years in practice, and attention should be paid to providing them
with appropriate support and training in the use of EHRs, which
takes up a considerable amount of their working time. The
results indicate that young nurses, who are typically believed

to be fluent information technology users, may be burdened
with poorly functioning information systems, possibly even
more than their older colleagues are. System vendors have the
primary responsibility to ensure the usability of their systems
and to contribute to the quality of care and patient safety. It
could be useful to investigate whether some usability factors
are more critical than others. However, addressing the
weaknesses of EHRs may be slow. In order to tackle the adverse
consequences, it is important that employers provide adequate
support for the right groups and that educational institutions
provide students with adequate training in the use of EHRs.
Further research should pay attention to the experiences of
nurses of different ages and at different career stages in relation
to the use of EHRs. It would also be useful to investigate the
relationship between EHR education received as a student and
early career stress and cognitive burden related to information
systems. Finally, studies with longitudinal designs are needed
to detect causal associations such as whether usability problems
lead to cognitive failures.
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Abstract

Background: Many older adults choose to live independently in their homes for as long as possible, despite psychosocial and
medical conditions that compromise their independence in daily living and safety. Faced with unprecedented challenges in
allocating resources, home care administrators are increasingly open to using monitoring technologies known as ambient assisted
living (AAL) to better support care recipients. To be effective, these technologies should be able to report clinically relevant
changes to support decision making at an individual level.

Objective: The aim of this study is to examine the concurrent validity of AAL monitoring reports and information gathered by
care professionals using triangulation.

Methods: This longitudinal single-case study spans over 490 days of monitoring a 90-year-old woman with Alzheimer disease
receiving support from local health care services. A clinical nurse in charge of her health and social care was interviewed 3 times
during the project. Linear mixed models for repeated measures were used to analyze each daily activity (ie, sleep, outing activities,
periods of low mobility, cooking-related activities, hygiene-related activities). Significant changes observed in data from monitoring
reports were compared with information gathered by the care professional to explore concurrent validity.

Results: Over time, the monitoring reports showed evolving trends in the care recipient’s daily activities. Significant activity
changes occurred over time regarding sleep, outings, cooking, mobility, and hygiene-related activities. Although the nurse observed
some trends, the monitoring reports highlighted information that the nurse had not yet identified. Most trends detected in the
monitoring reports were consistent with the clinical information gathered by the nurse. In addition, the AAL system detected
changes in daily trends following an intervention specific to meal preparation.

Conclusions: Overall, trends identified by AAL monitoring are consistent with clinical reports. They help answer the nurse’s
questions and help the nurse develop interventions to maintain the care recipient at home. These findings suggest the vast potential

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e20215 | p.135https://medinform.jmir.org/2020/11/e20215
(page number not for citation purposes)

Lussier et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:lussier.maxime@gmail.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


of AAL technologies to support health care services and aging in place by providing valid and clinically relevant information
over time regarding activities of daily living. Such data are essential when other sources yield incomplete information for decision
making.

(JMIR Med Inform 2020;8(11):e20215)   doi:10.2196/20215

KEYWORDS

activities of daily living; aging; Alzheimer disease; ambient assisted living; health care; technology assessment; health; remote
sensing technology

Introduction

Background
Neurocognitive disorders affect 50 million individuals globally,
with nearly 10 million new cases diagnosed each year [1].
Alzheimer disease (AD), the most common cause of dementia,
is a disabling condition that has detrimental effects on memory,
thinking abilities, behavior, and the ability to perform daily
activities. By 2050, it is expected that one new case of AD will
develop every 33 seconds, resulting in nearly 1 million new
cases per year [2]. These numbers translate into an important
global economic burden. Although the cost of providing medical
and social care to individuals with dementia differs by country,
the annual global cost of dementia in 2019 was estimated at US
$1 trillion and is expected to double by 2030 [1]. As such, the
World Health Organization recognizes it as a public health
priority [3].

From the perspective of individual functional status, the speed
and magnitude of decline varies, but the functional loss
continuum begins with difficulties in completing complex
instrumental tasks and continues until there is a complete loss
of the ability to perform basic activities of daily living [4].
Instrumental tasks, including cooking, housekeeping, taking
public transportation, and managing medication and finances,
start declining in mild to moderate stages of the disease [4].
Basic activities of daily living—self-care activities such as
eating, hygiene, grooming, and dressing—start declining in the
moderate to severe stages of AD [4]. As such, throughout the
progression of AD, older adults can become vulnerable to
self-neglect.

Self-neglect is a behavioral condition that is characterized by
the inability to sustain primary personal needs, including
sufficient intake of food, personal hygiene, taking medication,
and living safely [5]. Self-neglect predisposes older adults to
devastating consequences such as multiple emergency
department visits, maltreatment, nutritional deficiencies,
nonadherence to medical treatment, and higher rates of
morbidity, mortality, and nursing home placement [6-11]. The
prevalence of self-neglect in older adults is high, ranging from
5% to 21%, on the basis of several factors [9], with the presence
of cognitive impairments being the most important factor [12,13]
even when the decline is mild [14-17]. The resulting decrease
in independence in daily living has a significant impact on the
individual’s ability to stay at home, which causes an increased
risk of institutionalization [18,19]. However, research has shown
that older adults with neurological impairments prefer to live
independently in their own homes even if they may be dependent
on others for managing their daily lives [20]. Moreover, recent

research has found that, even with cognitive impairment, living
at home is more beneficial to older adults than relocating to a
nursing home. For example, it was shown that older adults living
at home experience a better quality of life, have better cognitive
function, are less depressed, and are more socially active, with
effects remaining even after stratifying for severity of dementia
[21-23].

Ambient Assisted Living
Considering the growth of the aging population, the
unprecedented economic pressures on the health and social care
system this entails, and the benefits of staying at home for older
adults, there is an urgent need to provide sufficient home care
support to individuals with cognitive disorders.

In recent years, the use of ambient assisted living (AAL) systems
has emerged as a way of promoting and extending aging in
place. Implementing AAL systems involves deploying
technologies (eg, sensors and actuators) in a home environment
for the purpose of collecting continuous and real-time
monitoring information about the environment (eg, temperature,
humidity, and smoke in the home), the occupants (activities of
daily living routines), and their health (eg, heart rate, body
temperature, blood pressure, and blood oxygen level) [24]. AAL
monitoring has many uses, such as detecting the occurrence of
unusual or hazardous events (eg, a fall, cardiac arrest, or
bradycardia) and alerting a dedicated resource person to provide
immediate support and prevent dangerous situations. Another
approach uses rich and reliable data from AAL monitoring to
support clinical decision making regarding a care recipient’s
state [25-27]. For example, home care professionals have used
home monitoring to adjust their care plan on the basis of clinical
and home monitoring data [27]. For instance, they could add
interventions if through monitoring they observe that a care
recipient is sleeping too much or skipping meals. In addition,
in the context of applying technological solutions in the care of
seniors with AD, Kaye [28] proposed that AAL monitoring may
be used to capture meaningful real-time changes in individuals’
dementia trajectories and therefore plan preventive strategies.
Considering the current limitations of functional assessments
and the challenges associated with AD, Kaye suggested that
AAL monitoring be used to improve health maintenance by
offering “the opportunity to not only observe change in the
person’s usual environment but also to more frequently, and in
some cases continuously, monitor a subject for salient change”
[28]. Indeed, this could facilitate the development of timely
strategies to maintain independence through later life or predict
progression to disability.
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Although novel, AAL monitoring has already shown promising
outcomes. A recent literature review [26] concluded that the
most promising technologies are those that monitor activities
of daily living and detect falls and changes in health status. In
2016, a comprehensive review of the frameworks and sensors
used in various AAL systems also showed that such technologies
are often used to assess immediate safety risks to promote older
adults living independently by alerting someone when a
worrying situation arises [29]. However, these authors found
that AAL systems are not often used for analytics and decision
making, particularly for long-term care. For example,
environmental factors such as temperature, humidity, motion,
light, and contact could be analyzed to monitor health decline
or the efficacy of an intervention.

Nevertheless, implementing AAL monitoring in real-life clinical
settings presents several challenges. According to Peetom et al
[26], to provide data effectively, it is essential that monitoring
technology be based on algorithms that enable clinically relevant
changes and situations to be detected without an overabundance
of false alarms. Although AAL monitoring can predict cognitive
decline among large cohorts of older adults [30], it remains to
be shown whether it can support clinical decision making at an
individual level (eg, for a care recipient). Clinicians have raised
concerns about technology overloading them with information,
especially irrelevant information [25], and generally clinicians
have little office time to examine lengthy reports. Thus, it is
important for them to be able to visualize collected data in a
way that is intuitive and relevant for clinical decision making
[31]. Other studies have used machine learning approaches to
predict conditions such as cognitive decline [32-36]. For
example, Dawadi et al [33] used statistical features (variances,
autocorrelation, skewness, kurtosis, and change) of daily activity
behavior (ie, total sensor events, cook duration, sleep duration)
to train machine learning algorithms to predict the clinical
assessment scores. With it, they achieved an accuracy of 72%
in classifying cognitive assessment scores. Although these are
promising and effective approaches, the process to which scores
are calculated based on machine learning are at times described
as a black box, owing to their lack of transparency [37]. By lack
of transparency, we mean that it can be difficult for a clinician
to grasp why the system has reached a given conclusion and,
afterward, to explain or justify how these scores influenced their
decision making (ie, understanding why the system has reached
a given conclusion can be unfathomable). Transparency is
critical for commercial, legal, and clinical applications because
professionals must justify their decisions on the basis of tangible
observations [38]. This finding was supported in preliminary
focus groups conducted within the context of this study, as care
professionals explicitly stated that they did not wish to be
provided a conclusion or told what to do; instead, they wished
to receive valid information that could be used to enhance their
decision making [27].

As such, in this study, we provided a care professional with
AAL monitoring reports that showed transparent information
on their care recipients’ daily routines (ie, time spent per day
performing daily activities and standard deviation in time spent
performing them). Statistical analyses applied to the collected
data highlighted significant trends. This was done in a way that

allowed the care professional to easily distinguish normal
fluctuations from presumed significant changes in daily routines
and to allow the care professional interpret these trends and take
them into account in their decision-making process.

Objectives
This study seeks to provide essential insights into the clinical
relevance of AAL use in real-life settings to support the delivery
of home care services over time. Specifically, we seek to
examine the concurrent validity of AAL monitoring reports and
the well-established methods used by care professionals to
gather information, given that any discrepancy between these
2 methods would lessen the perceived value of monitoring
reports. To achieve this goal, a single-case study design is used
to compare the information gathered regarding one care recipient
with AD. A single-case approach is recommended when changes
over time need to be assessed repeatedly [39]. Moreover, it
allows for a more in-depth examination of consistency between
events that would be difficult to translate into group means, as
is the case with AAL monitoring reports.

Methods

This longitudinal single-case study is part of a larger project
designed to understand how AAL monitoring can be
successfully implemented in home care services and support
the decision making of health and social care professionals in
the public social and health care system [27]. The case in this
study comprised one care recipient (Lisette) and the health and
social care professional responsible for her home care support
(referred to here as the care professional). Lisette’s assigned
case manager is a clinical nurse with a Bachelor’s degree in
nursing. She evaluates client health status and ensures that the
nursing care and treatment plan is implemented for patients
with complex health problems and provides care and treatment.
As a case manager, her duties also include coordinating Lisette’s
specific needs for care and services and supervising her home
support [40].

Recruitment
Health and social care professionals from the home care services
of a local community health and social services center were
invited to identify older adults who could benefit from AAL
monitoring technology. To be included in the study, a care
recipient had to be (1) receiving home care services due to a
loss in functional autonomy related to a cognitive decline and
(2) living alone. Care recipients were informed that AAL
monitoring technology would be integrated into their home to
monitor their daily routine (eg, sleeping and cooking). Care
professionals were told that they would receive monthly reports
on such activities to better understand the person’s daily
functioning. They would also be interviewed to better understand
how they found the experience of using the monitoring data
reports. The project was approved by the Aging and
Neuroimaging Ethics Review Board of the South-Central
Montreal Integrated University Health and Social Services
Center (CER VN 16-17-22). All participants signed an informed
consent form before taking part in the data collection process.
Lisette was identified as a fitting care recipient for the study by
her care professional in January 2017.
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Data Collection
The AAL monitoring technology was installed in Lisette’s home
on February 9, 2017. Her participation in the project ended a
year and a half later, after her hospitalization and transfer to a
long-term care facility, on July 6, 2018. Her data set was
collected through a monitoring period that extended over 490
days, using 25 sensors and comprising approximately 617,000
logs. The sensors and algorithms used to create the monitoring
reports are described later.

The monitoring reports were triangulated with multiple sources
of data to examine their concurrent validity: medical file,
verbatim of interviews with the care professional, emails, and
memos of telephone exchanges (approximately 20) with the
care professional. The care professional was interviewed on
January 24, 2017 (before any monitoring report was sent); June
14, 2017; October 25, 2017; and October 26, 2018 (after
Lisette’s hospitalization). These interviews were conducted by
a researcher specializing in qualitative research (MC) and
triangulated with the monitoring report outcomes [27]. The final
interview took place 3 months after Lisette’s hospitalization
due to uncertainty about Lisette’s transfer during that period.

Case Description
Lisette was selected as a representative case for this study for
several reasons. First, she was an older woman with AD who
wished to remain in the apartment in which she had been living
for several years for as long as possible. Second, the extensive
data set collected through a 490-day monitoring period allowed
for a rich analysis. Third, the monitoring began when the care
professional became concerned about Lisette’s ability to live
independently and continued until her transfer due to the
deterioration of her condition. Therefore, we were confident
that documenting this individual during this particular period
would encompass significant changes in behavior, from
beginning to end.

Lisette, a widowed older woman, was 91 years old at the time
of her recruitment and had been living in the same one-bedroom
apartment for the last 14 years. Her apartment was in a residence
for independent seniors. Her son was her main caregiver and
the primary contact for health care providers in case of an
emergency. In 2015, she was diagnosed with AD, but a vascular
etiology was also considered. Despite the diagnosis, she wished
to continue living in her apartment, with assistance, and
developed a social network with her neighbors. Although her
son was considering whether Lisette should be transferred to a
facility with a higher level of care, her daughter did not consider
it necessary; thus, they had conflicting points of view about
their mother’s level of independence. Their difference of opinion
made it difficult for the care professional to gather reliable
information to guide her own clinical decision making.

Moreover, Lisette seemed to have limited awareness of her
cognitive difficulties and their impact on daily living. Her son
and the care professional mentioned that she was often unreliable
when asked about her everyday routine and recent events.

In this context, Lisette’s care professional wished to acquire
objective and reliable information regarding Lisette’s routine.
This would enable her to better assess the safety risks related
to maintaining Lisette in her home and to confirm or refute her
clinical hypothesis before developing a comprehensive
intervention plan. The main issues of concern identified by the
care professional at the outset of the study were as follows: (1)
malnutrition (because of food left untouched in the refrigerator
over long periods of time and low body weight), (2) hazardous
use of the stove (safety concerns expressed by the landlord),
and (3) poor personal hygiene (slow shrinkage of the bar of
soap observed by the care professional).

The monitoring period began on February 9, 2017, and ended
on July 6, 2018. During this period, the care professional
observed that Lisette’s AD symptoms progressed. During
follow-up clinical visits, Lisette’s memory and orientation
declined noticeably and continuously from December 2018
onward. Monitoring continued until Lisette experienced a
serious episode of confusion and panic, calling her son because
she was looking for her late husband. Following that episode,
she was hospitalized on July 6, 2018, and shortly thereafter was
moved by her family to a private home for older adults, ending
the monitoring.

Sensors and Algorithms
Three different types of sensors were integrated into the home
environment: passive infrared (PIR) sensors (Everspring
HSP02), magnetic contact sensors (Everspring HSM02), and
smart electric switches (Aeotec ZW078 and ZW096). An attempt
to integrate water sensors was unsuccessful due to rapid
corrosion of the sensors when submerged in water and
difficulties mounting them in a humid environment. Wireless
sensors were used because they were easy to install in a real-life
setting and could be moved to a new apartment if needed; these
were considered important characteristics for decision makers
in the context of a public health care system.

One PIR sensor per room was installed in the kitchen, dining
room, and living room; at the entrance; and in the bathroom.
Two were installed in the bedroom: one aimed toward the bed
and another directed toward the door by which to exit the room.
Electric sensors were connected to a television, a bed lamp, a
microwave, a toaster, and a stove. Contact sensors were installed
on the entrance door, on 2 dresser drawers in the bedroom, and
on 2 food storage cabinets, the refrigerator, freezer, oven, utensil
drawer, and 4 cupboards in the kitchen. Figure 1 illustrates a
map of sensor deployment in Lisette’s apartment.
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Figure 1. Sketch of the placement of sensors in Lisette’s apartment. Conic area: passive infrared motion sensors; door symbol: magnetic contact sensors;
electric plug symbol: smart electric switches.

The selection and placement of wireless sensors were
customized to specifically focus on daily activities that were
relevant to Lisette’s care professional, namely, sleep habits
(sleep), exiting the apartment (outing), periods of prolonged
inactivity (low mobility), cooking-related activities (cooking),
and hygiene-related activities performed in the bathroom
(hygiene). Algorithms were built around various assumptions
about these different activities, as previously described in a
study by Lussier et al [27]. First, room occupation was
recognized as follows: the occupant was considered to be in
one room for as long as he or she was not detected in another
room or outside the apartment. Sleep was identified if the
occupant spent more than 20 min in the bedroom without
interacting with any sensors other than the PIR directed at the
bed. Outing was recognized if the following sequence of events
occurred: (1) closing the entrance door, (2) no PIR activity in
the home for more than 5 min, and (3) opening the entrance
door. Low mobility was recognized if no PIR sensors and no
contact sensors were triggered over a 15-min period and the
occupant was not recognized as resting (in the bedroom) or
being out. With respect to cooking activities (ie, meal
preparation, washing the dishes, storing groceries), the

assumption was that the occupant was cooking if several sensors
placed in the kitchen were triggered over a short period. More
precisely, for each 15-min period (ie, 3 PM to 3:15 PM, 3:01
PM to 3:16 PM, etc), a cooking score was established on the
basis of the frequency and diversity of sensors triggered in the
kitchen. If the score was 2 SDs higher than the average for that
occupant, they were then recognized as cooking. This approach
is similar to that used by Rantz et al [41] and was done to report
only on activities that were significant in the context of the
occupant’s daily routine. Finally, given that water sensors could
not be successfully installed on the sink and bathtub faucets,
the recognition of hygiene (ie, brushing teeth, showering, going
to the toilet, washing hands) relied exclusively on prolonged
presence in the bathroom. Similar to the cooking activity, a
score was calculated on the basis of the number of minutes spent
in the bathroom per 15-min window. The score then had to be
2 SDs higher than the average for that occupant to be recognized
as engaging in a period of bathroom hygiene. It is important to
note that it was impossible to verify whether the occupant or
someone else (eg, the caregiver) was performing the actions.
The care professional was aware of this limitation. See Textbox
1 for an overview of detailed algorithms.
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Textbox 1. Overview of daily activity algorithms.

##MAIN ALGORITHM

While(TRUE)

   Map(RoomName,Presence)=IndoorPIRMotionSensorList ()

   ROOMOCCUPATION=Map(RoomName,Presence)

   Sleeping=Event (Sleep(ROOMOCCUPATION))

   Outing=Event(Outings (ROOMOCCUPATION))

   LowMobility=Event(LMobility(ROOMOCCUPATION))

   Cooking=Event (Cook(ROOMOCCUPATION, standardDeviations(cookingScore)))

   Hygiene=Event (BathroomAct(ROOMOCCUPATION, standardDeviations(hygieneScore)))

End

MIN_OUTING_TIME=5 minutes

MIN_SLEEPING_TIME=20 minutes

MIN_LOWMOBILITY_TIME=20 minutes

##SUBFUNCTION ALGORITHM

##Sleep

IF(ROOMOCCUPATION in [Bedroom]>, MIN_SLEEPING_TIME)

   IndoorPIRMotionSensorLastTrigger([Bedhead] ,Duration))

##Outings

IF (ROOMOCCUPATION in [Entrance]]>MIN_OUTING_TIME)

ClosingEntranceDoor(True)

   IndoorPIRMotionSensorLastTrigger([],Duration)

##LMobility

IF(NOT(sleeping) & NOT(outing) & MagneticContactSensorLastTrigger>MIN_LOWMOBILITY_TIME &
RoomOccupationLastChange>MIN_LOWMOBILITY_TIME)

IndoorPIRMotionSensorLastTrigger([] ,Duration))

##BathroomAct

IF(ROOMOCCUPATION in [Bathroom])

   BathroomSensorsUsed[IndoorPIRMotionSensorLastTrigger([Bathroom], MAX_ACTIVITY_TIME)]

   hygieneScore = FrequencyOfUse (BathroomSensorsUsed)

##Cook

IF(ROOMOCCUPATION in [Kitchen, Dining])

   KitchenSensorsUsed[IndoorPIRMotionSensorLastTrigger([Kitchen, DiningRoom], MAX_ACTIVITY_TIME)] +

   KitchenSensorsUsed[MagneticContactSensorLastTrigger ([Kitchen, DiningRoom], MAX_ACTIVITY_TIME)] +

   KitchenSensorsUsed[ElectricalMeasurementSensor ([Kitchen, DiningRoom], MAX_ACTIVITY_TIME))]

cookingScore = FrequencyOfUse(KitchenSensorsUsed)

Monitoring Reports and Statistical Analysis
Each month postbaseline, the care professional was presented
with a monitoring report sent via email. Reports were sent
monthly because this was considered frequent enough by the
care professionals. Monitoring reports were divided into 2
sections. The first section shows features from the previous
month (eg, the time of day when daily activities were most
likely to occur, a pie chart of the different room occupancy
averages within the home; see Lussier et al [27] for an example).

The second section, which is the main focus of this paper, shows
the monthly evolution of the average time per day spent
performing each of the 5 daily activities. It included the
evolution of the frequency and average duration of stove and
microwave use as well.

To determine which lifestyle changes should be highlighted as
significant to the care professional, linear mixed models for
repeated measures were used for each activity (ie, sleep, outing
activities, periods of low mobility, cooking-related activities,
and hygiene-related activities). Outcomes were expressed as
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the daily duration of time spent performing these activities. In
Lisette’s case, 490 continuous days of monitoring were divided
into 14 months. Although the term month will be used for the
sake of simplicity, 35-day periods were used instead of calendar
months. This was done so that each month contained the same
number of days, with 5 occurrences of each day of the week
(ie, Monday to Sunday). This further allowed us to control for
any discrepancy in weekly routines (eg, having a dance course
every Sunday afternoon). Fixed factors were defined as months
and weekdays. The covariance structure selected was compound
symmetry for all the tested responses and was determined
according to the Akaike information criterion. For outcome, the
marginal means of each month were compared with the initial
baseline month. P values were not adjusted for multiple
comparisons as each observation was compared with the
baseline observation. This was also done to preserve the
statistical power of this exploratory experiment, as we did 13
comparisons, adjusting the P value accordingly was considered
too restrictive. All analyses were conducted with an α threshold
of .05, using IBM SPSS Statistics version 25.

For each activity, 2 sets of analyses were performed. First, we
examined statistically significant overall trends, as a trend could
correlate with cognitive or health decline. Second, we compared
the baseline report (ie, the first month of monitoring) with each
following month to determine if, and which, months
significantly differed from the baseline. On the one hand, if a
general trend was observed, this could be used to help determine
at which month a trend reached significance. On the other hand,
this could be used to identify irregular months that did not
correspond to any overall trend. This could further be useful to
pinpoint important but nonpermanent changes in the daily
routine for the care professional to explore. It is also important
to note that monitoring reports were part of an ongoing process;

therefore, what could initially appear to be an irregular month
could in fact become part of an ongoing trend as months passed
by.

Concurrent Validity
To examine the concurrent validity of AAL monitoring reports
for each of the main activities monitored (sleep, outing, low
activity, cooking activities, and hygiene), we first used statistical
analyses and values for changes in daily activities that were
highlighted in the monitoring reports. We then explored whether
any of the significant changes from the monitoring data could
be linked with information gathered by the care professional.
This information was extracted from interviews, emails, and
memos exchanged with the care professional and information
from the care recipient’s medical file.

We assumed that significant changes calculated from the
monitoring data would be coherent with real-life information,
thereby validating the potential of this approach in a clinical
setting. Moreover, because the care professional may lack
continuous and reliable information, we expected that
monitoring reports would detect changes in activities of daily
living that the care professional would not have been aware of.

Results

For each of the main activities monitored (sleep, outing, low
activity, cooking activities, and hygiene), the results are provided
in 2 sections. The first section presents statistical analyses and
values for significant changes in the monitoring reports (see
Table 1 for means and 95% CI of repeated measurements). The
second section compares each significant change with
information gathered by the care professional to explore
concurrent validity. For each value, the mean and SD are
presented.
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Table 1. Means and 95% CI of repeated measurements for sleeping outings, cooking activities, hygiene, and low mobility during the monitoring period.

Low mobility, mean
(95% CI)

Bathroom usage, mean
(95% CI)

Cooking activities, mean
(95% CI)

Outings, mean (95% CI)Sleep, mean (95% CI)Month

3.96 (3.18 to 4.74)1.96 (1.71 to 2.20)1.50 (1.28 to 1.72)3.11 (2.49 to 3.72)8.36 (7.93 to 8.80)1

3.88 (3.10 to 4.66)2.22 (1.92 to 2.53)1.24 (1.02 to 1.46)3.65 (3.04 to 4.27)8.53 (8.09 to 8.97)2

3.74 (2.96 to 4.52)2.07 (1.79 to 2.35)1.17 (0.95 to 1.39)a3.15 (2.54 to 3.77)8.66 (8.24 to 9.10)3

3.93 (3.06 to 4.80)1.66 (1.39 to 1.93)1.02 (0.78 to 1.27)a2.73 (2.06 to 3.41)9.08 (8.60 to 9.57)a4

4.12 (3.31 to 4.92)1.66 (1.41 to 1.90)0.77 (0.55 to 0.99)a2.54 (1.93 to 3.16)8.71 (8.27 to 9.15)5

4.63 (3.76 to 5.51)1.76 (1.51 to 2.01)0.73 (0.49 to 0.97)a1.22 (0.60 to 1.85)a9.37 (8.88 to 9.85)a6

5.94 (5.11 to 6.77)a1.65 (1.40 to 1.91)0.80 (0.57 to 1.02)a1.40 (0.76 to 2.05)a8.96 (8.48 to 9.43)7

4.08 (3.25 to 4.91)1.84 (1.60 to 2.09)1.10 (0.88 to 1.32)a1.40 (0.78 to 2.01)a9.42 (8.96 to 9.88)a8

5.38 (4.55 to 6.21)a1.87 (1.62 to 2.13)1.03 (0.80 to 1.26)a0.57 (−0.06 to 1.21)a9.90 (9.42 to 10.39)a9

4.21 (3.37 to 5.06)1.47 (1.22 to 1.72)a1.14 (0.91 to 1.36)a1.56 (0.94 to 2.18)a9.77 (9.30 to 10.24)a10

3.83 (3.03 to 4.62)1.62 (1.37 to 1.86)1.71 (1.49 to 1.93)2.05 (1.44 to 2.67)a9.74 (9.30 to 10.19)a11

4.84 (4.06 to 5.62)1.72 (1.47 to 1.96)1.76 (1.54 to 1.98)1.85 (1.24 to 2.47)a9.72 (9.24 to 10.20)a12

4.29 (3.49 to 5.10)1.56 (1.29 to 1.83)a1.23 (1.00 to 1.46)1.17 (0.53 to 1.80)a10.11 (9.65 to 10.57)a13

3.43 (2.64 to 4.21)1.36 (1.12 to 1.61)a1.05 (0.83 to 1.27)a0.95 (0.33 to 1.56)a10.18 (9.74 to 10.62)a14

aStatistically significant (P<.05) changes compared with the first period.

Sleep Habits

Monitoring Report
Over the course of monitoring, Lisette gradually spent more
time resting (month effect: F13, 397.98=7.05; P<.001). This trend
became steady and significant from the eighth month onward.
In the last month, sleep was detected for 10.18 (SD 1.64) hours,

which represents a 22% increase in resting time when compared
with the baseline (8.37, SD 1.27 hours; Figure 2). In addition,
the monitoring data suggested that she more frequently woke
up later in the morning toward the end of the monitoring period.
The data showed that she woke up between 7:25 AM and 7:56
AM during the first month but between 7:33 AM and 10:30 AM
over the last month of monitoring. There were no indications
that she woke up more frequently during the night.
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Figure 2. Evolution of estimated means (SE) for hours of sleep detected during the monitoring period. The gray zones highlight statistically significant
(P<.05) periods when compared with the first period.

Clinical Observation
Interestingly, Lisette did not mention to the clinician that she
was feeling more tired or sleeping longer than before. However,
the personal care assistant responsible for giving her medication
each morning (a different health professional, not the one in
charge of coordination and treatment plan) noted that she had
to wake her up more often when visiting.

Outings

Monitoring Report
Overall, Lisette gradually went outside for shorter periods
(month effect: F13, 443.00=8.70; P<.001; see Figure 3, top-left).
This change became steady and significant from the sixth month
onward. The reports highlight that Lisette spent 68% less time
outside when compared with the baseline (3.10, SD 2.80 hours)
and to the last month (0.97, SD 0.90 hours). Another noticeable
decline in outings was observed specifically in December (0.35,
SD 0.23 hours).
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Figure 3. Evolution of estimated means (SE) for outings, bathroom usage, low mobility, and cooking activities during the monitoring period. The gray
zones highlight statistically significant (P<.05) periods when compared with the first period.

Clinical Observation
Trends in outings were corroborated by Lisette, who mentioned
to the care professional that she had lost interest in the social
activities held at her building because she said she disliked the
new hosts in charge of the activities. She also mentioned that
she had stopped attending the dance activities on weekends
because she did not appreciate the change in the style of music
played. There was no way for the clinician to verify that
information. As for the decline observed for the month of
December, it was noted in her medical record that Lisette had
influenza in December and was quite incapacitated by it, which
would most likely account for her staying at home.

Cooking Activities

Monitoring Report
Over time, a significant decline in cooking-related activities
was observed (month effect: F13, 424.81=7.83; P<.001; see Figure
3, top-right). However, the time spent on these activities did
not follow a steady decline. A first significant decline was
observed in the third month, and the decline continued gradually
up to the sixth month, the lowest point reached (42.24, SD 26.40
m), representing a 53% decline when compared with the baseline
(90.00, SD 50.00 m). Cooking activities slowly increased over
the 11th to 13th month, reaching a value comparable with that
of the first month. Finally, cooking activities started decreasing
again during the last month (62.40, SD 30.61 m), a 31% decline
compared with the first month.

The stove was used on about 16% of days during the monitoring
period (the oven with or without the burners, 13%, and only the
burners, 3%). On days the stove was used, burners were used
for an average of 10 (SD 11) min and the oven for 15 (SD 10)
min. Only one instance of dangerous stove use was identified:
Lisette left the apartment while the stove was switched on and
then came back but only turned it off the next morning. The
microwave was used on 32% of days for an average of 6 (SD
6) min per day. On one occasion, the microwave was in use for
20 min nonstop, which was a clear outlier for Lisette. Other
than that, no unusual behaviors were detected.

Clinical Observation
The patterns related to cooking activities were supported by
real-life information. Notably, when the care professional
received monthly reports illustrating raw data, she noticed a
change in pattern. Considering her concern that Lisette was at
risk of malnutrition, she used that information to discuss
Lisette’s eating habits with her son during the summer (exact
date unknown, but between the fifth and seventh month). This
conversation led to a change in the caregiver’s behaviors: now
more aware that his mother preferred homemade meals to ready
or frozen meals, and to increase meal intake, the son said he
would prepare more homemade meals for her. He and his wife
would also come more often to cook for her and put leftovers
in the refrigerator. This decision correlated with increased
detection of cooking-related activities in Lisette’s home for
several months after this exchange. Therefore, the increase in
time spent cooking at that time is a result of the compensatory
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behaviors by family members (ie, family cooking at Lisette’s
home and Lisette eating more regularly because the food she
liked was easily available). However, this compensatory
behavior either did not last or was not sufficient support, as
Lisette’s cooking-related activities again declined in the last 2
months before her hospitalization and the end of monitoring.

Overall, the infrequent use of the microwave and stove was
consistent with the care professional’s suspicions that Lisette
might not be eating hot meals daily (as indicated by the
accumulation of prepared meals in the refrigerator). Concerning
the dangerous use of the stove, a member of the research team
contacted Lisette shortly thereafter to verify if the sensor was
defective. She said she forgot the burner on and burned her
fudge during the night. The care professional was informed of
the event. As for the microwave, the care professional
questioned Lisette about this incident a couple of weeks later.
She answered that she probably meant to set 2 min but added
a 0, resulting in 20 min instead.

Hygiene

Monitoring Report
The monitoring results suggest that hygiene-related activities
declined significantly over time (month effect: F13, 40658=2.94;
P<.001), reaching a 30% decline in time spent in the bathroom
when comparing the baseline (117.36, SD 56.80 m) with the
last month (82.98, SD 25.80 m; see Figure 3, bottom-left). This
trend first became significant during the 10th month but
remained steadily significant only from the 13th month onward.
Activation of the clothing drawers’ sensors remained stable
over time.

Clinical Observation
As changes in hygiene were detected late in the study, the care
professional did not have many opportunities to gather
information on this aspect before Lisette was hospitalized and
transferred. However, she mentioned that a decline in hygiene
would not be surprising, considering the rapid decline of her
cognitive state in the month preceding her transfer. Moreover,
post hoc analyses suggest that the longest bathroom hygiene
periods tended to occur before outings. Therefore, a decline in
hygiene-related activities would be consistent with Lisette’s
confirmed abandonment of some social activities.

Low Mobility

Monitoring Report
The average period of low mobility remained quite stable over
time (month effect: nonsignificant.; see Figure 3, bottom-right).
The only 2 significant increases in periods of low mobility
occurred in the seventh month (5.27, SD 3.21 hours; P<.001)
and the ninth month (4.69, SD 1.65 hours; P=.02) compared
with baseline (3.96, SD 1.98 hours).

Clinical Observation
Although there was no clear explanation available for the
increase in inactivity in the seventh month, Lisette’s medical
record reported that she was sick with influenza during the ninth
month, which could explain the fewer outings and more
inactivity being detected in the home.

Discussion

Principal Findings
This study describes a longitudinal single-case study in a
Canadian public home care setting. The objective was to
examine the concurrent validity of AAL monitoring reports and
care professional descriptions of real-life changes in activities
of daily living experienced by an older adult diagnosed with
AD (ie, Lisette). Lisette’s care professional received monthly
monitoring reports of sleep, low mobility, outings, cooking, and
hygiene-related activities. In the monitoring reports, algorithms
and linear mixed models for repeated measures were used to
highlight significant changes in Lisette’s daily activities.
Highlights from the reports were then juxtaposed to information
gathered by the care professional to determine if they concurred.
Lisette's health and life events were gathered from her medical
file and from interviews, emails, and telephone exchanges with
her care professional.

As expected, statistically significant changes in daily routine
were detected over the 490 days of monitoring. Through
interviews conducted with the care professional, it was possible
to conclude that monitoring report trends were consistent with
the clinical information collected when staff visited the care
recipient. In fact, a priori interrogations and observations made
by the care professional were indeed reflected in the monitoring
reports. For instance, the care professionals believed that Lisette
was not cooking complex meals, and this was later confirmed
by the monitoring report. In addition, the outcome of subsequent
interventions was observable in the monitoring report. This
occurred when the care professional invited the family to
participate more in meal preparation, which led to a detectable
change in routine. Interestingly, in addition to validating the
initial hypotheses, the monitoring reports drew attention to
certain unforeseen or unexpected changes that were then
triangulated with other information gathered by the clinician.
On occasion, this led to discussions with the care recipient. For
example, when there was a temporary decline in outings and
an increase in low-mobility periods during the month of
December, the care professional asked Lisette about it. She then
learned that Lisette had caught the flu that month, which was
supported by information in her medical file. Another example
is the gradual increase in the time spent sleeping, which Lisette
was not aware of (or denied) but was corroborated by a personal
care assistant. As such, by combining information from the
monitoring report with comments made by another care worker,
the care professional was able to gain a better understanding of
Lisette’s situation that would have otherwise been overlooked,
unattainable, or ambiguous.

Comparison With Prior Work
This study is innovative because monitoring reports were
designed in collaboration with care professionals to specifically
address their requirements and the care professional’s need for
information that would enable the best client support possible
were carefully examined. Moreover, this technology was
implemented in concert with the head of service to be included
harmoniously with actual current services from the public health
care system. Importantly, the evolution of daily routine observed
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in this case study was highly consistent with the current
literature on daily activities in AD. For instance, sleep
disturbance is prevalent and predictive of cognitive decline in
older adults and in those with neurocognitive disorders [42].
Three studies using AAL monitoring technology to monitor
sleep found that sleep quality and sleep hygiene measures were
related to mild cognitive disorders in older adults [43-45]. More
precisely, it is suggested that AD is not associated with more
sleeping time but with less sleep efficiency (ie, lower percentage
of time in bed spent asleep) [46]. With the sensors used in this
case study, it was not possible to distinguish the time spent
sleeping from the time spent lying down in bed. Nonetheless,
although Lisette did not report any change in her sleep routine
when asked, it is possible to assume that her sleep quality
decreased because she needed to spend more time lying down
in her bedroom as the disease progressed. The decrease in time
spent outside the home was partially explained by Lisette, who
mentioned withdrawing from social activities. She justified this
behavior by referring to different changes in the way the
activities were held. However, this behavioral evolution is also
consistent with several studies showing that older adults with
cognitive impairment reduce their engagement in social activities
as their cognition declines [47-50]. Anosognosia (ie, a lack of
awareness of deficit) is often observed early in the course of
AD [51], so it is possible that Lisette withdrew from social
activities because of cognitive decline but without being aware
of that change. It is also at this stage that agitation, confusion,
and distress episodes, such as the one Lisette experienced just
before being moved out of her apartment, occur more frequently
[52]. Therefore, anxiety and distress might have kept her from
going out. Finally, the decline in hygiene occurring last in the
timeline is also consistent with the literature. Indeed, while a
decline in the ability to perform basic activities of daily life is
minimal in the early stages of AD, moderate stages bring
incipient difficulties with this sphere [53]. For example, at this
stage, the care recipient should be able to shower alone but may
forget to do so regularly. Therefore, the decline in hygiene was
consistent within the context of progressing dementia and could
be considered an indicator of worsening symptoms.

In comparison with other similar studies on AAL and clinical
reasoning, our study is also in line with the study by Rantz et
al [41]. In their study, Rantz et al [41] showed that monitoring
the increase in activity level in the bathroom could support the
detection of early signs of urinary tract infection by a nurse. To
our knowledge, our study is however the first to document the
use of daily living monitoring over a long period, in relation to
other clinical data to support the clinical reasoning of health
care providers. Monitoring data related to activities of daily
living have great potential to support the work of home care
providers via telehealth modalities. Faced with unprecedented
challenges in allocating resources, in urban and remote rural
areas, vast countries such as Canada could use AAL tools to
better allocate services to the right person, at the right moment,
ensuring more equitable and sustainable use of public health
care capacities [54].

Limitations
Although the results of this case study are promising, further
replications among care recipients with similar medical

conditions and in a variety of environments are necessary. The
limitations of the monitoring technology used must also be
addressed. First, it was impossible to accurately determine
whether more than one occupant was in the home at the same
time. Therefore, visitors’ activities were averaged in the data
reports. The multioccupant dilemma must be further explored
to develop a simple but accurate solution. This solution should
not require wearable sensors, as poor compliance has been
reported with this technique in older adults with cognitive
deficits [55]. Nevertheless, this study focused on the question,
“Has the activity been done?” rather than “Who is doing the
activity?” because our participant was living alone. From the
perspective of the care professional using the monitoring reports
to decide if any additional services are needed or not, the main
interest is in knowing that the activity is being carried out
regularly, regardless of who has done it; a decision taking into
account the support given by the caregivers, not in abstraction
of it. Furthermore, care professionals are particularly interested
in AAL monitoring technology for care recipients who live
alone with minimal caregiver support as social isolation is a
major risk factor for security and reliable sources of information
are often lacking in this context [27]. Finally, monitoring reports
are not a substitute for a functional, performance-based
evaluation and should not be used.

Conclusions
Although living at home presents several benefits for older
adults [4,22,23], dealing with the increase in the incidence of
self-neglect also poses great challenges for the health care
system. This increases the demand for better resource allocation
and innovative strategies to attenuate the estimated impact on
health care expenditures. With the technology boom of the past
decades, AAL monitoring systems are among the most
promising tools to support the outcomes of individuals whose
cognitive declines limit their effective participation in daily
activities. AAL may improve the ability of older adults to cope
at home and handle tasks and needs, which are the basis of the
well-known aging-in-place design for living. Moreover, global
efforts to cope with the COVID-19 pandemic of 2020 have
acutely highlighted that it is crucial to have a system of health
and social services that allow for remote monitoring of fragile
older adults living alone and isolated under conditions of social
distancing [56].

In this paper, we showed how an AAL monitoring system, using
customized wireless sensors, was relevant during the assessment
of home care services for an older woman with AD at risk of
self-neglect. We were able to monitor the care recipient’s routine
of basic (hygiene, sleep) and instrumental (cooking, outing)
activities of daily living. We showed that nonintrusive AAL
monitoring can identify and present the relevant trends in daily
routines in data format. This continuously gathered information
can then be integrated with other sources of information to help
care professionals manage risks and develop tailored
intervention plans.

Replication of this study will be required to strengthen the
findings of this study. Future studies also need to consider the
economic benefits of accessible AAL monitoring for clinical
decision making in public and private health services. Such
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efforts are driven by a pressing need to deliver efficient home
care services, enhance the quality of life of home care recipients,
and reduce the burden on informal caregivers. We believe these

results show that with further development and broader
implementation, AAL monitoring systems will become essential
tools in the promotion of aging in place.
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Abstract

Background: Efforts are underway to semantically integrate large biomedical knowledge graphs using common upper-level
ontologies to federate graph-oriented application programming interfaces (APIs) to the data. However, federation poses several
challenges, including query routing to appropriate knowledge sources, generation and evaluation of answer subsets, semantic
merger of those answer subsets, and visualization and exploration of results.

Objective: We aimed to develop an interactive environment for query, visualization, and deep exploration of federated knowledge
graphs.

Methods: We developed a biomedical query language and web application interphase—termed as Translator Query Language
(TranQL)—to query semantically federated knowledge graphs and explore query results. TranQL uses the Biolink data model
as an upper-level biomedical ontology and an API standard that has been adopted by the Biomedical Data Translator Consortium
to specify a protocol for expressing a query as a graph of Biolink data elements compiled from statements in the TranQL query
language. Queries are mapped to federated knowledge sources, and answers are merged into a knowledge graph, with mappings
between the knowledge graph and specific elements of the query. The TranQL interactive web application includes a user interface
to support user exploration of the federated knowledge graph.

Results: We developed 2 real-world use cases to validate TranQL and address biomedical questions of relevance to translational
science. The use cases posed questions that traversed 2 federated Translator API endpoints: Integrated Clinical and Environmental
Exposures Service (ICEES) and Reasoning Over Biomedical Objects linked in Knowledge Oriented Pathways (ROBOKOP).
ICEES provides open access to observational clinical and environmental data, and ROBOKOP provides access to linked biomedical
entities, such as “gene,” “chemical substance,” and “disease,” that are derived largely from curated public data sources. We
successfully posed queries to TranQL that traversed these endpoints and retrieved answers that we visualized and evaluated.

Conclusions: TranQL can be used to ask questions of relevance to translational science, rapidly obtain answers that require
assertions from a federation of knowledge sources, and provide valuable insights for translational research and clinical practice.

(JMIR Med Inform 2020;8(11):e17964)   doi:10.2196/17964
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knowledge graphs; clinical data; biomedical data; federation; ontologies; semantic harmonization; visualization; application
programming interface; translational science; clinical practice
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Introduction

The semantic web is comprised of a collection of large graph
databases of knowledge assertions enumerated as
subject-predicate-object “triples” [1]. The subject and the object
are considered unique entities that have globally unique
identifiers. The predicate provides a relationship between the
subject and the object. These assertions typically are derived
from costly, manual digital curation of data sources in order to
record both the assertion and the provenance of each assertion,
although tools such as DataStaR have been developed to support
efficiency and scale [2].

Recent work aims to semantically federate these “knowledge
graphs” (KGs) in a manner that supports a unified query
interface to address the heterogeneity of the corpus of knowledge
sources [3]. These efforts have employed varied technological
tools, including open web application programming interfaces
(APIs), graph databases, and interface standards. The federated
design of core semantic web technologies (such as SPARQL)
has long acknowledged that the domain of all interconnected
knowledge is too large to manage via a single monolithic
database infrastructure with a single curatorial staff. Rather, the
ability to allow multiple teams to work independently, while
connecting them through semantic consensus, supports scale
and the independence to experiment with new kinds of data not
envisioned by a monolithic system. Federation provides such
an environment to support a diverse community of collaborators,
foster modular disciplinary specialization, and integrate multiple
knowledge sources, both public and private.

However, federation presents challenges, in that any query
system must provide semantic query planning to route queries
to the appropriate knowledge sources, generate and evaluate
answer subsets, and then merge the answer subsets into a
semantically valid, coherent whole.

The Biomedical Data Translator program (hereinafter referred
to as “Translator”) [4-6], funded by the National Center for
Advancing Translational Sciences, National Institutes of Health,
was created to address the challenge of query and interrogation
across diverse data types and the many open data sets that are
available but are not semantically compatible. The ability to
interrogate relationships across the full spectrum of data types
is critical in order to find answers to pressing translational
questions. The Translator semantic informatics platform
provides a comprehensive, unified semantic framework and
approach to support such interrogation across disparate
knowledge sources.

Herein, we present the Translator Query Language (TranQL)
as a graph-oriented biomedical query language and web

application to support query and visualization of semantically
federated biomedical knowledge sources for deep, iterative
exploration of query answers. TranQL leverages the semantic
framework developed as part of the Translator program to
support query across the Translator ecosystem.

Methods

Overview of TranQL Design
TranQL was designed to overcome the challenges in federating
queries across heterogeneous distributed knowledge sources
and merging answer subsets into a semantically cohesive whole.
A key design feature is the adoption of a shared schema or
namespace for navigating a globally agreed-upon conceptual
structure that expresses entity types and the relationships
between them. Such a schema accommodates queries that target
subsets of the larger federated space and provides flexibility to
extend domains or specialize within a specific domain. TranQL
leverages the Biolink data model and the Translator Knowledge
Graph Standard (KGS) API to implement this design feature.
The TranQL query language and the TranQL web application
are used for query execution and exploration of query results.
These components are described in detail in the following
sections.

Biolink Data Model
The Biolink data model [7] provides the highest level of
abstraction of biomedical concepts, thereby omitting the level
of specificity elaborated by ontologies specific to biomedical
domains such as those focused solely on “disease,” “phenotype,”
or “anatomy.” Biolink is hierarchical and addresses both entities
and relationships between them. TranQL uses the Biolink data
model as an upper-level biomedical ontology to express concepts
and relationships in the body of a knowledge query.

Translator KGS API
The Translator KGS API [8] was developed as part of the
Translator program and specifies a standard protocol for
expressing a query as a graph of Biolink data elements that can
be resolved into a KG consisting of nodes and edges from
multiple knowledge sources and mappings between the KG and
specific elements of the query. The Translator KGS API,
therefore, enables a semantically coherent and technologically
uniform query pattern over a federated, but otherwise
heterogeneous, knowledge network.

TranQL Query Language
The TranQL query language consists of a lexical analyzer,
parser, and abstract syntax tree. The lexical analyzer recognizes
a query language with the structure shown in Figure 1.

Figure 1. Structure of the query language.
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The “set” command assigns a value to a variable. The “select”
command specifies a query graph of linked Biolink concepts.
The query graph provides the framework for the resultant
federated knowledge network. The “from” clause specifies the
Translator KGS API. The invoked Translator KGS API
endpoints return nodes and edges that conform to the semantic
structure defined by the query graph. The optional “where”
clause begins a list of constraints. Constraints can specify a
value for an element of the query graph, supply options for the
service invocation, or filter results. The “select” command may
include a “set” command. For example, one form uses a JSON
path query to extract an element of the resultant KG and assign
it to a variable; another form assigns the entire KG to a variable.
Finally, the “create graph” statement sends the resultant named
KG to a service for storage.

TranQL Web Application
The TranQL web application includes several components that
together support interactive exploration: the TranQL query
schema, TranQL backplane, and TranQL user interface (UI).
The TranQL UI is a single-page web application that includes
a query editor, cache function, graph visualization environment,
answer viewer, and visualization controls.

TranQL Schema
The TranQL schema declares Translator KGS API endpoints
and associates each one with a graph of the kinds of entity
transitions it supports. These semantic transition “maps” are
obtained from each endpoint. They describe the capabilities of
endpoints in terms of the Biolink data model. Each endpoint is
represented as a hierarchy in which the first level is an entity,
the second is an entity, and the third is a relationship between
the 2 entities. TranQL’s schema merges these transition maps
into a unified KG. “Select” statements, containing the schema
endpoint in the “from” clause, enable query planning. Planning
compares each step in the query graph with the schema’s
possible transitions to construct a plan for service invocations.
The engine executes the plan by sending fragments of the query
graph to those services able to complete the request. It then
passes the results from one query segment to the next query
segment and merges the composite results. Importantly,
metadata indicating the provenance of each node and edge in
the graph are preserved.

TranQL Backplane
The TranQL backplane is an OpenAPI implemented as a
protocol normalization layer over the federated Translator KGS
API endpoints. The backplane standardizes incompatibilities
and separates the details of service invocations from the query
language. When invoking backplane services, the “from” clause
specifies an abbreviated syntax, thereby avoiding the need to
specify the HTTP protocol, domain name, and port syntax to a
specific service. The TranQL OpenAPI processes TranQL
queries by parsing the query, planning service-specific questions
that are implied by the query, executing those queries by
invoking the backplane, collecting answers from services, and
merging those answers into a single Translator KGS
API–compliant response.

Query Editor and Cache Function
The query editor provides syntax highlighting, line numbers,
and keyword autocompletion for the TranQL query language
and the Biolink data model. The editor is implemented using
CodeMirror [9], which provides the basis for many TranQL
capabilities. Running a query retrieves a cached answer from a
previous execution of the query or invokes one or more
Translator KGS API endpoints. The resultant KG is rendered
in a force-directed graph layout. Results are cached using the
text of the query as a key. Changes to the query circumvent the
cache. The query cache can be temporarily disabled or
completely cleared via the settings dialog.

Graph Visualization Environment
The graph visualization environment uses the graphical
processing unit (GPU)–accelerated 3D-rendering components
based on WebGL [10] and Three.js [11]. These tools support
fluid exploration of KGs comprised of tens of thousands of
nodes. TranQL uses a configurable force-directed layout to
control the distance between nodes, thereby providing a more
intuitive visual organization of the KG. Nodes and edges are
colored according to semantic type, as defined by the Biolink
data model. Mouse events trigger the display of available
information on each component of the KG. Deeper investigation
of each node is supported by the “Select” mode. In “Navigation”
mode, the selection of any node in the KG will center the
selected node and orient the camera to look directly at it, thus
obviating the need for incremental manual navigation.

Answer Viewer
The TranQL application integrates the ROBOKOP (Reasoning
Over Biomedical Objects linked in Knowledge Oriented
Pathways) answer viewer [12] to render a tabular view of the
KG, as opposed to an interactive graph view. Both TranQL and
ROBOKOP adhere to the Translator KGS API protocol, thereby
allowing TranQL to send query results directly to the
ROBOKOP answer viewer.

Visualization Controls
The “Settings” dialog provides 3 control panels for
visualizations. The first panel allows users to select any of the
2-dimensional (2D), 3D, or virtual reality as the display style
for the KG, with toggling to choose whether nodes and edges
are colored by type. This panel also has controls for temporarily
disabling the cache or clearing the cache entirely. A second
panel provides 2 controls that relate to the structure of the KG.
The first control configures a range of edge weights such that
only edges with weights falling within the range will be rendered
in the visualization. The second control configures a range of
node connectivity such that only nodes with connections falling
within the range will be rendered in the visualization. The third
panel presents a list of checkboxes that correspond to knowledge
sources that provide edges in the answer KG. The checkboxes
allow users to select the preferred knowledge sources for
rendering in the visualization.
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Results

Overview of Use Case Results
We developed use cases in which a single query was posed to
the TranQL UI and spanned federated knowledge managed by
2 independent Translator KGS API endpoints. The first endpoint
was ICEES (Integrated Clinical and Environmental Exposures
Service [13,14]. ICEES provides open access to clinical data
derived from UNC Health that have been integrated with public
data on environmental exposures. The second endpoint was
ROBOKOP [12,15,16]. ROBOKOP is an open
question–answering system that provides access to linked
biomedical entities, such as “gene,” “chemical substance,” and

“disease,” that are derived largely from curated public data
sources.

Use Case 1
The first query asked in natural language, “What diseases are
differentially associated with males and females, and what genes
and chemical substances are associated with those diseases?”
The overall intent of the query was to (1) validate TranQL by
replicating established findings on sex differences and (2)
discover chemicals or drugs that may be used to treat diseases
that differentially affect males versus females. The natural
language question is manually translated into the TranQL query
language, and the resultant query is shown in Figure 2.

Figure 2. TranQL query for use case 1.

The first part of the query derives validation from ICEES on
diseases differentially diagnosed in males versus females (ie,
greater than chance); the second part of the question derives
exploratory information from ROBOKOP on genes and chemical
substances associated with those diseases. The “from” clause
directs TranQL to conduct schema planning. The “icees“
prefixed parameters in the “where” clause are feature variables
within ICEES and become options in the Translator KGS API
protocol that are transmitted to the schema element designated
by each parameter.

The TranQL query, as posed to the UI, and the resultant answer
KG are shown in Figure 3. Note that nodes are color-coded
according to entity type; links are similarly color-coded. Users
can explore the answer KG using a variety of tools to enable
zooming, rotation, choice of KG views (2D, 3D, and virtual
reality), a tabular view of connected nodes, and a variety of
other features.

One pathway in the answer KG shows that males and females
are differentially diagnosed with ovarian cancer, a known female
disease, thus validating the ability to extract factual information
from ICEES using TranQL. The pathway traverses from ICEES
to ROBOKOP to demonstrate an association between ovarian
cancer and the gene PTH (parathyroid hormone), which
ROBOKOP associates with the chemical substances—calcitriol,
calcium atom, vitamin D, calcium carbonate, phosphane,
adenine, phosphate, phosphorous, maxacalcitol, calciol, calcium,
lithium hydride, and cinacalcet. Figure 4 highlights PTH and
demonstrates the “object viewer” feature that allows users to
review the metadata associated with the gene.

A quick Google search identifies several case reports describing
hypercalcemia associated with parathyroid hormone in women
with ovarian cancer, including a high-profile study by Nussbaum
and colleagues [17] and a more recent one by Ma and colleagues
[18]. These findings provide validation of TranQL and further
suggest avenues for exploratory drug discovery in the treatment
of ovarian cancer.
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Figure 3. Use Case 1: example TranQL query and answer KG. The TranQL query was manually translated into the TranQL query language from a
natural language query that asked, “What diseases are differentially associated with males and females, and what genes and chemical substances are
associated with those diseases?”.

Figure 4. Metadata associated with the gene PTH (parathyroid hormone), which are found in the answer KG for the TranQL query shown in Figure
3.

Use Case 2
A second example query asked in natural language, “What
diseases are differentially expressed in patients who live in rural
versus urban regions, and what genes and chemical substances
are associated with those diseases?” As with the first use case,

the natural language query in this use case is manually translated
into the TranQL query language, as shown in Figure 5.

As with the first example query, this query also extracts clinical
information on diseases from ICEES and biomedical information
on genes and chemical substances from ROBOKOP. The query,
as posed in the UI, and the resultant answer KG are shown in
Figure 6.
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Figure 5. TranQL query for use case 2.

Figure 6. Use Case 2: example TranQL query and resultant KG. The TranQL query was manually translated into the TranQL query language from a
natural language query that asked, “What diseases are differentially expressed in patients who live in rural versus urban regions, and what genes and
chemical substances are associated with those diseases?”.

One pathway through the resultant answer KG shows that croup
is differentially diagnosed among patients who live in rural
versus urban regions. The pathway traverses from ICEES to
ROBOKOP and identifies the gene IYD (iodotyrosine
deiodinase), as shown in Figure 7. ROBKOP associates IYD
with the chemicals—polybrominated biphenyls,
pentabromodiphenyl ether, halogenated diphenyl ethers,
2,2’,4,5’-tetrabromodiphenyl ether, 3,5-diiodo-L-tyrosine,
triclosan, trihydroiodine, erythrosine, rose bengal, hydrogen
iodide, benzbromarone, chlorobiphenyl, fenson, NADPH,
NADP(+), flavin mononucleotide, and eosin B.

Several quick Google searches find that the majority of the
identified chemicals represent hazardous substances (eg,

polybrominated biphenyls) or food additives (eg, flavin
mononucleotide) that differentially affect infants and young
children, either due to enhanced toxicity or increased probability
of exposure. For instance, polybrominated biphenyls are
classified by the US Environmental Protection Agency as
hazardous substances that were once used as flame retardants
and plastic additives [19]. Although they are now prohibited,
the compounds remain in the environment and differentially
impact infants and young children. Similarly, croup differentially
affects infants and young children [20], thus providing a
plausible explanation for the association and further suggesting
that the identified compounds may also contribute directly to
croup.
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Figure 7. Metadata associated with the gene IYD (iodotyrosine deiodinase), which are found in the answer KG for the TranQL query shown in Figure
6.

Discussion

Principal Findings
We have created a biomedical query language—TranQL—to
support query, visualization, and exploration of federated
biomedical KGs. TranQL leverages the semantic framework
and approach developed as part of the Translator program to
semantically integrate large biomedical KGs, thereby allowing
users to pose challenging translational queries that span multiple
knowledge sources, rapidly explore the results, and derive
valuable insights for translational research. Importantly, we
have validated TranQL using 2 driving use cases and queries
that span clinical knowledge sources and observational
biomedical knowledge sources.

The Translator semantic platform allows users to interrogate
relationships across the full spectrum of data types, without
needing to manually search through individual databases and
data sets that exhibit varying levels of semantic inference rules
and linkages among entities. Moreover, the Translator
framework supports consistent data linkage and semantic
resolution across data sources due to adoption of the Biolink
data model and the Translator KGS API specification as well
as mappings to relevant biomedical ontologies, such as Monarch
Disease Ontology and Human Phenotype Ontology.

In addition to leveraging the Translator framework and
approach, TranQL provides several other capabilities. First,
TranQL offers a domain-specific query language that makes
iterative query and result exploration practical and approachable
by users without any experience of software development.
TranQL also provides a layer of abstraction for accessing a
federation of services, and the interactive web interface offers
graphical and tabular visualizations of query answers. Moreover,
although not demonstrated herein, TranQL is designed to scale
to federations involving more than 2 knowledge sources.

Limitations
TranQL has several limitations that should be considered. First,
TranQL is constrained in expressivity, in that the tool can only
represent linear paths through KGs, as opposed to more complex
structures. Second, TranQL is limited in the number of available
features and the ability to perform operations. Third, users are
required to manually map natural language queries to the
TranQL query language. Automated machine translation of
natural language queries to machine queries remains a major
challenge within the Translator program and elsewhere,
primarily due to ambiguity related to intent and context [21].
Fourth, unstructured data likewise remain a major challenge
within the Translator program and elsewhere, although progress
has been made in certain areas. For instance, Translator team
members are developing tools to handle notoriously challenging
types of unstructured data such as clinical laboratory measures,
including the LOINC2HPO tool that maps clinical laboratory
measures to the human phenotype ontology [22]. Fifth, TranQL
answer sets can be challenging to navigate, especially when a
large number of nodes and edges are returned to users. This
remains a challenge with KGs in general, although we are
considering approaches to provide additional views such as the
rudimentary tabular view that is under development. Finally,
although KGs are a common approach to knowledge
representation, they are by no means the only approach. For
instance, knowledge fusion patterns are gaining in popularity
as a new form of knowledge representation [23].

Despite these limitations, we believe that TranQL will find
broad adoption due to its ability to support speed to discovery
of insights to complex translational questions and generate
mechanistic hypotheses for subsequent investigation and testing.

Future Directions
TranQL is under active development, with performance and
feature enhancements deployed regularly. Planned feature
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enhancements include a more user-friendly interface and
additional visualization capabilities to support answer
exploration. We are working with subject matter experts to
iteratively improve the TranQL UI and other features of the
interactive web application. We are also working to improve
the robustness of query answers. For instance, we are developing
approaches to harmonize across entity identifiers in order to
accommodate the disparate identifier systems adopted by
different Translator KGS API endpoints and enable more
complete federation of those knowledge sources.

Availability
TranQL is publicly available on its website [24]. Software code
and instructions are available under the MIT open software
license at a GitHub repository [25]. We encourage users to post
issues to the TranQL GitHub repository and report identified
software bugs or request new features and capabilities.
Additional information and example queries can be found on
the webpages of TranQL API [26] and the Translator program
[27].

 

Acknowledgments
This work was supported by the National Center for Advancing Translational Sciences, National Institutes of Health (grant
numbers OT3TR002020, OT2TR002514). The authors thank Matt Brush and Chris Mungall for creating and publishing the
Biolink data model, and Eric Deutch and David Koslicki for contributing to the Translator KGS API specification. The authors
also thank Marian Mersmann for proofreading the final version of the manuscript that was submitted for review.

Conflicts of Interest
None declared.

References
1. Rueda CA. Semantic Web: Core Concepts and Mechanisms, MMI ORR-Ontology Registry and Repository. 2019 Jan 01.

URL: https://speakerdeck.com/carueda/
semantic-web-core-concepts-and-mechanisms-and-mmi-orr-ontology-registry-and-repository [accessed 2020-01-23]

2. Khan H, Caruso B, Corson-Rikert J, Dietrich D, Lowe B, Steinhart G. DataStaR: Using the Semantic Web approach for
Data Curation. IJDC 2011 Jul 25;6(2):209-221 [FREE Full text] [doi: 10.2218/ijdc.v6i2.197]

3. Sima AC, Mendes de Farias T, Zbinden E, Anisimova M, Gil M, Stockinger H, et al. Enabling semantic queries across
federated bioinformatics databases. Database (Oxford) 2019 Jan 01;2019 [FREE Full text] [doi: 10.1093/database/baz106]
[Medline: 31697362]

4. Austin CP, Colvis CM, Southall NT. Deconstructing the Translational Tower of Babel. Clin Transl Sci 2019 Mar;12(2):85
[FREE Full text] [doi: 10.1111/cts.12595] [Medline: 30412342]

5. Biomedical Data Translator Consortium. The Biomedical Data Translator Program: Conception, Culture, and Community.
Clin Transl Sci 2019 Mar;12(2):91-94 [FREE Full text] [doi: 10.1111/cts.12592] [Medline: 30412340]

6. Biomedical Data Translator Consortium. Toward A Universal Biomedical Data Translator. Clin Transl Sci 2019
Mar;12(2):86-90 [FREE Full text] [doi: 10.1111/cts.12591] [Medline: 30412337]

7. Schema and generated objects for biolink data model and upper ontology. Biolink GitHub repository. URL: https://biolink.
github.io/biolink-model/ [accessed 2020-01-23]

8. Translator KGS API GitHub repository. Translator KGS API Specification. URL: https://github.com/NCATS-Tangerine/
NCATS-ReasonerStdAPI [accessed 2020-01-23]

9. CodeMirror. URL: https://codemirror.net/ [accessed 2020-01-23]
10. WebGL. URL: https://get.webgl.org/ [accessed 2020-01-23]
11. three.js. URL: https://threejs.org/ [accessed 2020-01-23]
12. Morton K, Wang P, Bizon C, Cox S, Balhoff J, Kebede Y, et al. ROBOKOP: an abstraction layer and user interface for

knowledge graphs to support question answering. Bioinformatics 2019 Dec 15;35(24):5382-5384. [doi:
10.1093/bioinformatics/btz604] [Medline: 31410449]

13. ICEES API. URL: https://icees.renci.org:16340/apidocs/ [accessed 2020-01-23]
14. Fecho K, Pfaff E, Xu H, Champion J, Cox S, Stillwell L, et al. A novel approach for exposing and sharing clinical data:

the Translator Integrated Clinical and Environmental Exposures Service. J Am Med Inform Assoc 2019 Oct
01;26(10):1064-1073 [FREE Full text] [doi: 10.1093/jamia/ocz042] [Medline: 31077269]

15. Robokop. URL: https://robokop.renci.org/ [accessed 2020-01-23]
16. Bizon C, Cox S, Balhoff J, Kebede Y, Wang P, Morton K, et al. ROBOKOP KG and KGB: Integrated Knowledge Graphs

from Federated Sources. J Chem Inf Model 2019 Dec 23;59(12):4968-4973. [doi: 10.1021/acs.jcim.9b00683] [Medline:
31769676]

17. Nussbaum SR, Gaz RD, Arnold A. Hypercalcemia and ectopic secretion of parathyroid hormone by an ovarian carcinoma
with rearrangement of the gene for parathyroid hormone. N Engl J Med 1990 Nov 08;323(19):1324-1328. [doi:
10.1056/NEJM199011083231907] [Medline: 2215618]

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e17964 | p.158http://medinform.jmir.org/2020/11/e17964/
(page number not for citation purposes)

Cox et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://speakerdeck.com/carueda/semantic-web-core-concepts-and-mechanisms-and-mmi-orr-ontology-registry-and-repository
https://speakerdeck.com/carueda/semantic-web-core-concepts-and-mechanisms-and-mmi-orr-ontology-registry-and-repository
http://paperpile.com/b/XuGazl/Nqzz
http://dx.doi.org/10.2218/ijdc.v6i2.197
https://academic.oup.com/database/article-lookup/doi/10.1093/database/baz106
http://dx.doi.org/10.1093/database/baz106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31697362&dopt=Abstract
http://europepmc.org/abstract/MED/30412342
http://dx.doi.org/10.1111/cts.12595
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30412342&dopt=Abstract
http://europepmc.org/abstract/MED/30412340
http://dx.doi.org/10.1111/cts.12592
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30412340&dopt=Abstract
http://europepmc.org/abstract/MED/30412337
http://dx.doi.org/10.1111/cts.12591
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30412337&dopt=Abstract
https://biolink.github.io/biolink-model/
https://biolink.github.io/biolink-model/
https://github.com/NCATS-Tangerine/NCATS-ReasonerStdAPI
https://github.com/NCATS-Tangerine/NCATS-ReasonerStdAPI
https://codemirror.net/
https://get.webgl.org/
https://threejs.org/
http://dx.doi.org/10.1093/bioinformatics/btz604
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31410449&dopt=Abstract
https://icees.renci.org:16340/apidocs/
http://europepmc.org/abstract/MED/31077269
http://dx.doi.org/10.1093/jamia/ocz042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31077269&dopt=Abstract
https://robokop.renci.org/
http://dx.doi.org/10.1021/acs.jcim.9b00683
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31769676&dopt=Abstract
http://dx.doi.org/10.1056/NEJM199011083231907
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=2215618&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Ma X, Wang Y, Zhang X, Dong M, Yang W, Xue F. Ovarian cancer presenting with hypercalcemia: two cases with similar
manifestations but different mechanisms. Cancer Biol Med 2018 May;15(2):182-187 [FREE Full text] [doi:
10.20892/j.issn.2095-3941.2018.0009] [Medline: 29951343]

19. United States Environmental Protection Agency. Polybrominated byphenyls (PBBs). Technical Fact Sheet. URL: https:/
/www.epa.gov/sites/production/files/2017-12/documents/ffrro_factsheet_pbb_11-16-17_508.pdf [accessed 2020-01-23]

20. Croup: Symptoms and Causes. Mayo Clinic. 2019 Apr 11. URL: https://www.mayoclinic.org/diseases-conditions/croup/
symptoms-causes/syc-20350348 [accessed 2020-01-23]

21. Biggest open problems in natural language processing. Sciforce. 2020 Feb 05. URL: https://medium.com/sciforce/
biggest-open-problems-in-natural-language-processing-7eb101ccfc9 [accessed 2020-01-23]

22. Zhang XA, Yates A, Vasilevsky N, Gourdine JP, Callahan TJ, Carmody LC, et al. Semantic integration of clinical laboratory
tests from electronic health records for deep phenotyping and biomarker discovery. NPJ Digit Med 2019;2 [FREE Full
text] [doi: 10.1038/s41746-019-0110-4] [Medline: 31119199]

23. Smirnov A, Levashova T. Knowledge fusion patterns: A survey. Information Fusion 2019 Dec;52:31-40. [doi:
10.1016/j.inffus.2018.11.007]

24. TranQL. URL: https://tranql.renci.org [accessed 2020-11-02]
25. NCATS-Tangerine / tranql. URL: https://github.com/NCATS-Tangerine/tranql [accessed 2020-11-02]
26. TranQL API. URL: https://tranql.renci.org/apidocs/ [accessed 2020-11-02]
27. What is Translator? Translator Program: Teams Green and Gamma. URL: https://researchsoftwareinstitute.github.io/

data-translator/ [accessed 2020-11-02]

Abbreviations
2D: 2-dimensional
API: application programming interface
GPU: graphical processing unit
ICEES: Integrated Clinical and Environmental Exposures Service
IYD: iodotyrosine deiodinase
KG: knowledge graph
KGS: knowledge graph standard
PTH: parathyroid hormone
ROBOKOP: Reasoning Over Biomedical Objects linked in Knowledge Oriented Pathways
TranQL: Translator Query Language
UI: user interface

Edited by C Lovis; submitted 24.01.20; peer-reviewed by A Aminbeidokhti, J Yang, N Mohammad Gholi Mezerji; comments to author
06.05.20; revised version received 30.06.20; accepted 17.07.20; published 23.11.20.

Please cite as:
Cox S, Ahalt SC, Balhoff J, Bizon C, Fecho K, Kebede Y, Morton K, Tropsha A, Wang P, Xu H
Visualization Environment for Federated Knowledge Graphs: Development of an Interactive Biomedical Query Language and Web
Application Interface
JMIR Med Inform 2020;8(11):e17964
URL: http://medinform.jmir.org/2020/11/e17964/ 
doi:10.2196/17964
PMID:33226347

©Steven Cox, Stanley C Ahalt, James Balhoff, Chris Bizon, Karamarie Fecho, Yaphet Kebede, Kenneth Morton, Alexander
Tropsha, Patrick Wang, Hao Xu. Originally published in JMIR Medical Informatics (http://medinform.jmir.org), 23.11.2020.
This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e17964 | p.159http://medinform.jmir.org/2020/11/e17964/
(page number not for citation purposes)

Cox et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://europepmc.org/abstract/MED/29951343
http://dx.doi.org/10.20892/j.issn.2095-3941.2018.0009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29951343&dopt=Abstract
https://www.epa.gov/sites/production/files/2017-12/documents/ffrro_factsheet_pbb_11-16-17_508.pdf
https://www.epa.gov/sites/production/files/2017-12/documents/ffrro_factsheet_pbb_11-16-17_508.pdf
https://www.mayoclinic.org/diseases-conditions/croup/symptoms-causes/syc-20350348
https://www.mayoclinic.org/diseases-conditions/croup/symptoms-causes/syc-20350348
https://medium.com/sciforce/biggest-open-problems-in-natural-language-processing-7eb101ccfc9
https://medium.com/sciforce/biggest-open-problems-in-natural-language-processing-7eb101ccfc9
https://doi.org/10.1038/s41746-019-0110-4
https://doi.org/10.1038/s41746-019-0110-4
http://dx.doi.org/10.1038/s41746-019-0110-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31119199&dopt=Abstract
http://dx.doi.org/10.1016/j.inffus.2018.11.007
https://tranql.renci.org
https://github.com/NCATS-Tangerine/tranql
https://tranql.renci.org/apidocs/
https://researchsoftwareinstitute.github.io/data-translator/
https://researchsoftwareinstitute.github.io/data-translator/
http://medinform.jmir.org/2020/11/e17964/
http://dx.doi.org/10.2196/17964
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33226347&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Use of Social Media by Hospitals and Clinics in Japan: Descriptive
Study

Yuya Sugawara1,2,3, PhD; Masayasu Murakami2, PhD; Hiroto Narimatsu3,4, MD, PhD
1Institute for Promotion of Medical Science Research, Faculty of Medicine, Yamagata University, Yamagata, Japan
2Department of Health Policy Science, Graduate School of Medical Science, Yamagata University, Yamagata, Japan
3Cancer Prevention and Control Division, Kanagawa Cancer Center Research Institute, Yokohama, Japan
4Graduate School of Health Innovation, Kanagawa University of Human Services, Kawasaki, Japan

Corresponding Author:
Hiroto Narimatsu, MD, PhD
Cancer Prevention and Control Division
Kanagawa Cancer Center Research Institute
2-3-2 Nakao Asahi-ku
Yokohama, 241-8515
Japan
Phone: 81 45 520 2222
Email: hiroto-narimatsu@umin.org

Abstract

Background: The use of social media by hospitals has become widespread in the United States and Western European countries.
However, in Japan, the extent to which hospitals and clinics use social media is unknown. Furthermore, recent revisions to the
Medical Care Act may subject social media content to regulation.

Objective: The purpose of this study was to examine social media use in Japanese hospitals and clinics. We investigated the
adoption of social media, analyzed social media content, and compared content with medical advertising guidelines.

Methods: We randomly sampled 300 hospitals and 300 clinics from a list of medical institutions that was compiled by the
Ministry of Health, Labour and Welfare. We performed web and social media (Facebook and Twitter) searches using the hospital
and clinic names to determine whether they had social media accounts. We collected Facebook posts and Twitter tweets and
categorized them based on their content (eg, health promotion, participation in academic meetings and publications, public
relations or news announcements, and recruitment). We compared the collected content with medical advertising guidelines.

Results: We found that 26.0% (78/300) of the hospitals and 7.7% (23/300) of the clinics used Facebook, Twitter, or both. Public
relations or news announcements accounted for 53.99% (724/1341) of the Facebook posts by hospitals and 58.4% (122/209) of
the Facebook posts by clinics. In hospitals, 16/1341 (1.19%) Facebook posts and 6/574 (1.0%) tweets and in clinics, 8/209 (3.8%)
Facebook posts and 15/330 (4.5%) tweets could conflict medical advertising guidelines.

Conclusions: Fewer hospitals and clinics in Japan use social media as compared to other countries. Social media were mainly
used for public relations. Some content disseminated by medical institutions could conflict with medical advertising guidelines.
This study may serve as a reference for medical institutions to guide social media usage and may help improve medical website
advertising in Japan.

(JMIR Med Inform 2020;8(11):e18666)   doi:10.2196/18666

KEYWORDS

social media; internet; hospitals; health promotion; Japan

Introduction

More than 4.5 billion people use the internet, and the number
of social media users worldwide has passed the 3.8 billion mark
as of the start of 2020 [1]. Facebook and Twitter are popular
social media tools. As of the second quarter of 2020, Facebook

had over 2.7 billion monthly active users (MAUs) [2]. As of
the first quarter of 2019, Twitter had an average of 330 million
MAUs worldwide [3]. In Japan, in 2019, Facebook had 26
million MAUs, and Twitter had about 48 million MAUs [4].

A major benefit of social media for health communication is
the accessibility and widening access of health information to
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various population groups, regardless of age, education, race
or ethnicity, and locality [5]. Thus, many health care
organizations use social media. In the United States, 94.41%
of hospitals have Facebook pages, and 50.82% have Twitter
accounts [6]. In Western Europe, 67.0% of hospitals have
Facebook pages, and 18.1% have Twitter accounts [7]. Thaker
et al [8] reported that hospitals use social media to announce
news and events and to promote themselves and health.

While many hospitals disseminate beneficial health information,
there is concern that some hospital social media content may
breach patient privacy [9]. Some hospitals may disseminate
blatant advertising [10]. Some plastic surgeons emphasize
immediate positive results, without discussing any potential
complications or postoperative care requirements, and
photoshopped before and after pictures are commonplace in
some social media posts [10]. Japan’s Medical Care Act was
amended in 2017 and the new Medical Care Act has been
enforced since 2018 [11,12]. With this revision, websites of
medical institutions that were previously not considered
advertisements are now considered so and are also now subject
to regulation. To this end, administrative and criminal penalties
have been introduced for violations. In addition, medical
advertisement guidelines were also revised by the Ministry of
Health, Labour and Welfare (MHLW) [13]. The contents of
health care organizations’websites have been restricted because
of these revisions. Although the guidelines do not mention social
media, they may be identified as websites, and the contents of
health care organizations’ social media can thus be restricted.
However, Japanese hospitals and clinics may disseminate health
information that do not follow medical advertisement guidelines.

Presently, the extent to which Japanese health care organizations
use social media is unknown, necessitating investigation.
Accordingly, this study was designed to investigate the outline
of social media use in Japanese hospitals and clinics through
the following research questions:

1. How many social media accounts do Japanese medical
institutions have?

2. What kind of information do Japanese medical institutions
post on social media?

3. Does the information posted by the medical institutions
conform to the medical advertising guidelines?

Methods

Study Population
We extracted study samples based on lists that were available.
The list of insurance-covered medical institutions is maintained
by the Regional Bureau of Health and Welfare, MHLW [14,15].
The list of clinics that performed treatment not covered by health
insurance was published on Yahoo! Healthcare [16]. We
extracted 8600 hospitals, 154,213 clinics, and 515 clinics that
performed treatment not covered by health insurance, from the
lists of medical institutions.

In Japan, the universal insurance system was established in 1961
[17]. This system allows anyone to visit medical institutions
anytime and anywhere with no discrimination [18,19].

Therefore, we assumed that there was no difference in regional
medical care provision and the use of social media. In this study,
300 samples were uniformly extracted from hospitals and clinics
in Japan without considering regional bias. We assigned a
random number to each hospital and clinic using an Excel
(Microsoft) function. After assigning a random number, 300
samples were extracted in the descending order of random
numbers. The size of the extracted sample was estimated based
on the interval estimation of the population proportion. We
performed a pilot study from February 23, 2018, to March 12,
2018, extracting 200 samples for trial. The results indicated that
26.5% (53/200) of hospitals used social media. We estimated
that the sample size was 300 by using the statistical software
EZR with the width of the 95% confidence interval as 0.1, so
that the actual results fit within ±5% of the true value with the
expected proportion being 0.265. Moreover, the 200 test samples
were not included in the 300 samples used in the main study.

The date of designation as insurance-covered medical
institutions, the name of the medical institutions, address, phone
number, ID of medical institutions, and specialty are contained
in the list of insurance-covered medical institutions. This list
has been published on a website maintained the Regional Bureau
Health and Welfare of each region [20-27]. Anyone can freely
download the list as a PDF file (Adobe) or MS Excel file. We
used the data of insurance-covered medical institutions as of
October 1, 2017, in this study. We accessed Yahoo! Healthcare
to collect the data not covered by health insurance clinics on
November 5, 2017. However, Yahoo! Healthcare, which
published information on health care and medical institutions
on its website, was shut down on March 29, 2018 [16].

Social Media Accounts of Hospitals and Clinics
Facebook and Twitter, the major social media in Japan, were
selected for analysis. For each sample of 300 hospitals and
clinics, we performed Google searches using the names of the
hospitals and clinics. We checked whether social media accounts
of hospitals and clinics exist. Using the search engine on the
official social media page as well as Google, the name of each
medical institution was searched to check for the existence of
a social media account. For medical institutions that have social
media accounts, their websites were checked to see whether a
social media policy has been formulated.

We surveyed the numbers of “likes” and “followers” from the
medical institutions’Facebook and Twitter pages. The attributes
of each hospital and clinic (clinical department, number of beds,
types of beds, who established it) were drawn from the extracted
hospitals and clinics’websites and the list of insurance-covered
medical institutions.

The survey of the social media accounts of hospitals and clinics
was conducted from April 7 to April 22, 2018. We accessed
social media accounts of hospitals from April 7 to 15, 2018,
and clinics from April 15 to 19, 2018. The data gathering of
social media accounts was completed on April 22, 2018.

Data Collection
We collected content from Facebook and Twitter. For each
hospital and clinic account, we collected 100 Facebook posts
and 1000 tweets. Content data were collected using NodeXL
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Excel Template 2014 (version 1.0.1.402; The Social Media
Research Foundation), an MS Excel add-in [28]. After collecting
Facebook posts and tweets, to investigate the difference in the
number of comments for each season, the number of monthly
comments in 2017 for each hospital and clinic was calculated.
Then, Facebook post and Twitter tweet data were collected
between August 4 and 5, 2018.

Classification of Contents
The latest 20 Facebook posts and the latest 100 tweets were
manually categorized by content per medical institution.
Contents were categorized manually and classified into 4 types:
“Health promotion,” “Participation in academic meetings,
publications,” “Public relations, news announcements,” and
“Recruitment.” At first, it was divided into “Health promotion,”
“Public relations, news announcements,” and “Recruitment”
with reference to previous studies [5,8,29,30]. As we continued

the classification, we found that there was a lot of content related
to participation in academic meetings and publications.
Therefore, a new item “Participation in academic meetings,
publications” was added. We categorized social media contents
as shown in Textbox 1.

If the social media content was updates on the medical
institution’s blog, we checked the links and categorized the
comments. If more than 1 content is included, the main topic
is judged from the context and the comments are categorized.

Three researchers (a medical informatics specialist [YS], a health
policy specialist [MM], a medical doctor and public health
specialist [HN]) categorized contents into 4 types. When a
conflict occurred, it was resolved by discussions between the
3 researchers. Thus, all content was categorized upon agreement
from the 3 researchers.

Textbox 1. Social media contents.

• Health Promotion: Dissemination of medical knowledge and health information. This includes easy-to-understand medical knowledge and health
information for patients and the public, and professional information for professionals.

• Participation in Academic Meetings, Publications: Comments on academic activities such as information on holding academic meetings,
participation in academic meetings, writing papers, and specialized books.

• Public Relations, News Announcements: Reports on in-hospital events for patients, notifications from hospitals, public relations, comments
related to consultation (eg, hospitals are closed, change in consultation hours).

• Recruitment: Content related to human resources, such as personnel change reports and comments on recruitment.

• Others: Comments that do not apply to any of the above. For example, comments on activities that are not related to the actual work, such as
welcome parties, social gatherings, and sports competitions.

Comparison With Guidelines
We compared the collected contents with the medical advertising
guidelines and examined whether they complied with the
guidelines or were appropriate as advertisements. In addition
to the medical advertising guidelines, the “Doctor’s Professional
Ethics Guidelines,” “The way medical facility websites should
be – Guidelines for providing member medical facilities and
medical information” (2008 March revised edition; both issued
by the Japan Medical Association), and a previous study that
compared medical advertising guidelines and the websites of
medical institutions related to aesthetic medicine were used to
create evaluation items and criteria (Multimedia Appendix 1)
[31-33]. Referring to the criteria and the advertising example
described in the medical advertising guidelines, 3 researchers
(a medical informatics specialist [YS], a health policy specialist
[MM], a medical doctor and public health specialist [HN])
compared contents and medical advertising guidelines. Based
on the agreement of the 3 researchers, it was decided whether
it was appropriate as a medical advertisement.

Text Mining
To complement manual content analysis, text mining was
performed on Facebook posts and tweets of the hospitals and
clinics, respectively. We calculated term frequency—which is
the number of occurrences of each target word in an entire
text—and created a co-occurrence network. We used KH Coder
Version 3.Beta.01g for Windows for this task [34-36]. ChaSen,
which was used for the morphological analysis, was included

in KH Coder and used for word extraction. KH Coder uses the
Jaccard coefficient to determine the degree of word-to-word
co-occurrence and creates a network chart [37]. In this chart,
words closely associated with each other are connected with
lines [37]. KH Coder also displays networks that are more
closely associated with each other as “subgraphs” through color
coding [37]. In this context, co-occurrence means there is a
close relationship between words [38].

Statistical Analysis
The percentage of the social media account holding ratio for
each medical institution was calculated. We regarded a medical
institution that has either or both a Facebook and Twitter account
as “Having a social media account.” We calculated the median
and IQR for the numbers of beds, Facebook likes, and Twitter
followers.

Fisher exact test and logistic regression analysis were performed
on the attributes of medical institutions and whether medical
institutions have social media accounts.

Hospital attributes were hospital size (small and medium
hospitals with 20-199 beds, large hospitals with more than 200
beds), urban/rural, hospital classification (general hospital,
internal medicine hospital, surgical hospital), who established
it (individual/nonprofit medical corporations,
national/public/social insurance-related organizations), Regional
Bureau of Health and Welfare in each region, hospital functions
(general hospitals, special functioning hospitals or regional
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medical care support hospitals), and whether the hospital has a
website.

Clinic attributes were whether the clinic has a bed, urban/rural,
medical/dental classification, Regional Bureau of Health and
Welfare in each region, who established it (individuals, nonprofit
medical corporations, national/public), specialty (internal
medicine departments, surgical departments, dentistry), and
whether the clinic has a website.

In the logistic regression analysis, the presence or absence of
social media accounts was analyzed as a dependent variable,
and the attributes of medical institutions were analyzed as
independent variables.

We compared the ratio of sample medical institutions by region
with actual medical institutions. The goodness-of-fit test was
performed by the chi-square test with reference to the reports
released by the MHLW [39].

A P value <.05 was considered statistically significant.
Statistical analyses were performed with EZR (version 1.37,
Saitama Medical Center, Jichi Medical University), which is a
graphical user interface for R (The R Foundation for Statistical
Computing). More precisely, it is a modified version of R
commander designed to add statistical functions frequently used
in biostatistics [40].

This study was approved by the Institutional Review Board of
Yamagata University, Faculty of Medicine.

Results

Sample Medical Institutions
We extracted 600 medical institutions (300 hospitals and 300
clinics). Of the 300 hospitals, 209 were small and medium

hospitals, and 91 were large hospitals; 10 hospitals were special
functioning hospitals or regional medical care support hospitals.
Of the 300 clinics, 176 were medical clinics and 124 were dental
clinics. For the ratio of number of sample medical institutions
to the actual number of medical institutions by each Regional
Bureau of Health and Welfare, a chi-square test revealed no

significant difference in hospitals (P=.268, χ2
7=8.791) or clinics

(P=.958, χ2
7=2.028). Multimedia Appendix 2 shows a table

comparing the ratio of sample medical institutions to actual
medical institutions.

Research Question 1

Hospital Accounts
Table 1 shows the number and ownership of social media
accounts of medical institutions. Of the 300 hospitals and clinics,
78 (26.0%) and 23 (7.7%), respectively, have Facebook or
Twitter accounts or both.

Tables 2 and 3 show the results of Fisher exact test and logistic
regression analysis for the use of social media and the attributes
of hospitals, respectively. The Fisher exact test showed a
significant difference in the presence or absence of social media
and hospital size (P<.001), hospital classification (P=.018),
hospital function (P=.004), and website presence (P=.025).
Logistic regression analysis showed a significant difference in
hospital size (P<.001). The odds ratio was 3.25 with a 95%
confidence interval ranging from 1.75 to 6.04. No significant
difference was found except for hospital size. The ranges of all
generalized variance inflation factor in the logistic regression
analysis ranged from 1.00 to 1.39.

Table 1. Numbers and percentages of social media accounts and websites that medical institutions had (N=300).

WebsiteTwitterFacebookSocial mediaInstitutions

286 (95.3)13 (4.3)73 (24.3)78 (26.0)Hospitals, n (%)

129 (43.0)11 (3.7)19 (6.3)23 (7.7)Clinics, n (%)
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Table 2. Fisher exact test regarding the use of social media and the attributes of medical institutions (hospitals).

P valueUsing social media (N=78)Not using social media (N=222)Item and Classification

<.001Hospital size

38 (48.7)171 (77.0)Small and medium hospitals with 20-199 beds, n (%)

40 (51.3)51 (23.0)Large hospitals with more than 200 beds, n (%)

.364Urban, rural

9 (11.5)18 (8.1)Rural, n (%)

69 (88.5)204 (91.9)Urban, n (%)

.018Hospital classification

51 (65.4)108 (48.6)General hospital, n (%)

21 (26.9)99 (44.6)Internal medicine hospital, n (%)

6 (7.7)15 (6.8)Surgical hospital, n (%)

.073Established by

56 (71.8)182 (82.0)Individual/nonprofit medical corporations, n (%)

22 (28.2)40 (18.0)National/public/social insurance-related organizations,
n (%)

.233Regional Bureau of Health and Welfare

4 (5.1)22 (9.9)Hokkaido, n (%)

6 (7.7)15 (6.8)Tohoku, n (%)

28 (35.9)48 (21.6)Kanto-Shinetsu, n (%)

8 (10.3)26 (11.7)Tokai-Hokuriku, n (%)

10 (12.8)43 (19.4)Kinki, n (%)

10 (12.8)21 (9.5)Chugoku-Shikoku, n (%)

3 (3.8)9 (4.1)Shikoku, n (%)

9 (11.5)38 (17.1)Kyushu, n (%)

.004Hospital function

71 (91.0)219 (98.6)General hospital, n (%)

7 (9.0)3 (1.4)Special functioning hospitals or regional medical care
support hospitals, n (%)

.025Website

0 (0.0)14 (6.3)Absent, n (%)

78 (100.0)208 (93.7)Present, n (%)

<.001220.00 (100.50-370.00)120.00 (69.25-198.75)Beds, median (IQR)

66.00 (19.00-207.00)N/AaFacebook likes, median (IQR)

7.00 (3.00-84.00)N/ATwitter followers, median (IQR)

aNA: not applicable.
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Table 3. Logistic regression analysis of hospital attributes and social media usage (hospitals).

P valueOdds ratio (95% confidence interval)Variable

Hospital size

<.001ReferenceSmall and medium hospitals with 20 to 199 beds

3.25 (1.75-6.04)Large hospitals with more than 200 beds

Hospital classification

ReferenceGeneral hospital

.0880.57 (0.30-1.09)Internal medicine hospital

.461.49 (0.51-4.32)Surgical hospital

Established by

ReferenceIndividual/nonprofit medical corporations

.410.73 (0.34-1.56)National/public/social insurance-related organizations

Hospital function

ReferenceGeneral hospital

.123.27 (0.75-14.40)Special functioning hospitals or regional medical care
support hospitals

Website

ReferenceAbsent

.999200000.00 (0.00-infinity)Present

Clinic Accounts
The number of Facebook and Twitter accounts of clinics was
19/300 (6.3%) and 11/300 (3.7%), respectively (Table 1). Tables
4 and 5 show the results of Fisher exact test and logistic

regression analysis. The Fisher test showed a significant
difference in website (P<.001). Logistic regression analysis
showed a significant difference in website (P<.001) and
specialty (dentistry, P=.037). Generalized variance inflation
factor in logistic regression analysis was 1.01.
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Table 4. Fisher exact test regarding the use of social media and the attributes of medical institutions (clinics).

P valueUsing social media (N=23)Not using social media (N=277)Item and classification

.637Beds

21 (91.3)261 (94.2)Absent, n (%)

2 (8.7)16 (5.8)Present, n (%)

.615Urban/Rural

0 (0.0)15 (5.4)Rural, n (%)

23 (100.0)262 (94.6)Urban, n (%)

.13Medical/Dental classification

13 (56.5)111 (40.1)Dental clinics, n (%)

10 (43.5)166 (59.9)Medical clinics, n (%)

.408Regional Bureau of Health and Welfare

2 (8.7)7 (2.5)Hokkaido, n (%)

0 (0.0)18 (6.5)Tohoku, n (%)

9 (39.1)110 (39.7)Kanto-Shinetsu, n (%)

1 (4.3)36 (13.0)Tokai-Hokuriku, n (%)

4 (17.4)46 (16.6)Kinki, n (%)

2 (8.7)15 (5.4)Chugoku-Shikoku, n (%)

1 (4.3)10 (3.6)Shikoku, n (%)

4 (17.4)35 (12.6)Kyushu, n (%)

.736Established by

13 (56.5)167 (60.3)Individual, n (%)

10 (43.5)107 (38.6)Nonprofit medical corporations, n (%)

0 (0.0)3 (1.1)National/public/social insurance related organizations,
n (%)

.185Specialty

4 (17.4)95 (34.3)Internal medicine departments, n (%)

6 (26.1)71 (25.6)Surgical departments, n (%)

13 (56.5)111 (40.1)Dentistry, n (%)

<.001Website

2 (8.7)169 (61.0)Absent, n (%)

21 (91.3)108 (39.0)Present, n (%)

.570.00 (0.00-0.00)0.00 (0.00-0.00)Beds, median (IQR)

69.00 (24.50-95.50)N/AaFacebook likes, median (IQR)

11.00 (3.00-23.50)N/ATwitter follower, median (IQR)

aNA: not applicable.
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Table 5. Logistic regression analysis of hospital attributes and social media usage (clinics).

P valueOdds ratio (95% confidence interval)Variable

Website

ReferenceAbsent

<.00117.80 (4.07-78.20)Present

Specialty

ReferenceInternal medicine departments

.252.20 (0.58-8.40)Surgical departments

.0373.55 (1.08-11.70)Dentistry

Social Media Policy
Three hospitals and no clinics disclosed social media usage
policies on their website.

Research Question 2

Number of Comments
The total number of social media messages disseminated by
medical institutions was 8026 from September 16, 2010, to
August 4, 2018. Hospitals published 4514 Facebook posts and

2679 tweets, whereas clinics had 503 Facebook posts and 330
tweets. The number of comments we used for content analysis
was 1341 hospital Facebook comments and 574 Twitter
comments; for clinics, 209 Facebook comments, and 330 Twitter
comments. Figure 1 shows the number of monthly comments
for the year 2017. For both hospitals and clinics, Facebook posts
and tweets all increased in December. In 2017, the annual
number of comments for hospitals was 1513 Facebook
comments and 262 Twitter comments; for clinics, 121 Facebook
comments and 38 Twitter comments. Multimedia Appendix 3
shows examples of contents of hospitals and clinics.

Figure 1. The number of comments for hospitals and clinics in 2017. The number of comments from the clinic was small. The number of comments
increased in December at both hospitals and clinics. FB: Facebook; TW: Twitter.
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Classification of Contents
Figures 2 and 3 show the classification of Facebook and Twitter
content of hospitals and clinics, respectively. For hospitals and
clinics, “Public relations, news announcement” was the highest,
accounting for more than 50% of the content (hospital Facebook
content: 53.99% [724/1341]; hospital Twitter content: 66.6%
[382/574]; clinic Facebook content: 58.4% [122/209]; clinic

Twitter content: 56.4% [186/330]). Compared to hospitals,
clinics had posted more “Health promotion” tweets on Twitter.
For hospitals using Facebook, “Participation in academic
meetings, publications” accounted for 24.09% (323/1341) of
the posts, but few in hospitals using Twitter and clinics.
Hospitals and clinics disseminated little content related to
“Recruitment” on Facebook and Twitter.

Figure 2. Classification and percentage of social media messages (Hospitals). The latest 20 Facebook posts and the latest 100 tweets were manually
categorized by content per medical institution. “Participation in academic meetings, publications” accounted for 24.1% of the Facebook posts.
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Figure 3. Classification and percentage of social media messages (clinics). The latest 20 Facebook posts and the latest 100 tweets were manually
categorized by content per medical institution. Higher percentage of “Health promotion” compared to hospitals.

Term Frequency and Co-occurrence Network
The results of text mining are shown in Figures 4 and 5, and
Multimedia Appendix 4. On the Facebook accounts of hospitals,
more words related to conference presentations appeared than
others. The frequency was 815 times for “academic meeting,”

746 times for “presentation,” and 635 times for “research,” thus,
forming a co-occurrence network. On hospital Twitter accounts,
“influenza” formed a co-occurrence network. At clinics, there
were many announcements about leave of absence on both
Facebook and Twitter. The number of occurrences of “closed”
was 158 and 73, respectively, on Facebook and Twitter.
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Figure 4. A co-occurrence network for the hospitals in this study. Words in the same subgraph are connected by a solid line. When co-occurring with
words in other subgraphs, they are connected by a broken line. Information related to nursing care, community-based health care, academic meeting,
and lectures was posted on Facebook. On Twitter, there were tweets about a fun party at a hospital and tweets about updating the blog of hospital B.
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Figure 5. A co-occurrence network for the clinics in this study. Words in the same subgraph are connected by a solid line. When co-occurring with
words in other subgraphs, they are connected by a broken line. Single words that do not belong to any subgraph are shown in white. On Facebook, a
clinic was raising awareness about nutrition and omega fatty acids. On Twitter, there were tweets about free counseling on orthodontics.

Research Question 3
Table 6 shows the comparison between social media contents
and guidelines. Content that could conflict with the guidelines
and the percentage of total content by hospitals using Facebook

and Twitter were 16 (1.19%, 16/1341) and 6 (1.0%, 6/574),
respectively. In clinics, 8 Facebook posts (3.8%, 8/209) and 15
tweets (4.5%, 15/330) could conflict medical advertising
guidelines. Multimedia Appendix 5 shows examples of this
content.
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Table 6. Number of messages that may violate medical advertising guidelines and professional ethics.

ClinicsHospitalsApplicable part of the guidelinesbEvaluation itemsa

TwitterFacebookTwitterFacebook

04412By quoting or publishing articles in newspa-
pers and magazines, discourses, theories,
and experiences of doctors and scholars

Introduction in media

0100Misleading advertisingMessages on safety

5000Advertising that impairs dignityInvitation by matters not related to provid-
ing medical care

10120Advertising that impairs dignityEmphasis on cost

0000Not included in advertisable itemsMedical department name

0001Not included in advertisable itemsProfessional qualification

0001Advertising prohibited by other laws or
other advertising guidelines

Regulations by other laws and regulations

0200Advertising that implies their superiority
by comparison/Misleading advertising

Messages suggesting the superiority of the
medical institution by comparison, exagger-
ated expressions of facility size, staffing, or
medical provision

0002Refer to the “Doctors’ Professional Ethics
Guidelines” issued by the Japan Medical
Association

Ethical issues

a,bRefer to Multimedia Appendix 1.

Discussion

Preliminary Findings
In this study, 300 hospitals and clinics, respectively, were
sampled and classified according to social media accounts and
their contents. In Japan, fewer medical institutions use social
media than those in the United States and Western Europe. In
addition, medical institutions using social media frequently used
them as part of public relations activities. Some included
messages that may violate medical advertising guidelines. To
protect the reputation of medical institutions, it is considered
necessary to formulate social media policies.

Social Media Accounts
In Japan, social media were rarely used by medical institutions,
and it was considered that websites were mainly used for the
dissemination of health information by medical institutions
(Table 1). An online survey on health awareness among 3000
people showed that less than 5% used social networking sites
as health information sources [41]. For this reason, even if a
medical institution creates a social media account, only few
users possibly refer to social media information from medical
institutions. Because of a limited number of users, the number
of “likes” and “followers” would not increase, and it would be
difficult for medical institutions to ascertain the influence of
using social media. As a result, medical institutions will interrupt
the use of social media. In the United States, social media are
an important source of information for using health information
on the internet. According to a survey conducted in the United
States in 2011, about one-fifth of approximately 23,000
respondents said that social media were the source of health
information. In addition, one-third of respondents reported that
social media are a reliable information source [42]. This

viewpoint difference about social media between Japan and the
United States may be reflected in the differences in social media
utilization rates by medical institutions.

Social Media Utilization and Benefits
Social media have been used to maintain or improve peer-to-peer
and clinician-to-patient communication, promote institutional
branding, and improve the speed of interaction between and
across different health care stakeholders in the health care field
[43]. Patients may perceive that hospitals with social media
activity are likely to offer advanced technologies and
cutting-edge therapies [6].

In Japan, more than 50% of the social media comments sent by
medical institutions were related to public relations activities.
About a quarter of Facebook posts by hospitals were related to
participation in academic conferences and the publication of
academic papers (Figure 2). In text mining the Facebook
accounts of hospitals, the frequency of “academic meeting” and
“presentation” was high (Multimedia Appendix 4). Subgraphs
related to conference presentations also appeared in the
co-occurrence network (Figure 4). In particular, hospitals may
have used social media to disseminate academic information.
Additionally, an apology posted on Facebook by a hospital
regarding the emergency discharge (quenching) of helium gas
from a magnetic resonance imaging system was found
(Multimedia Appendix 3). In this context, several reports have
claimed that social media are a useful communication tool in
emergency situations, such as disasters and accidents [44-51].
Further, social media may be useful when we want to share
information urgently, because they have the advantage of
immediacy compared to conventional media.
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Social media have often been used for the purpose of health
promotion and health education [5], and such health information
may be used to improve public health as well. However, only
a few medical knowledge and health information messages are
disseminated by medical institutions in Japan. It may be even
better to consider the season when health information is
disseminated, as the number of monthly comments increased
in December (Figure 1), a possible reason being the increased
number of comments about Christmas as well as the year-end
and New Year holidays. However, when medical institutions
disseminate information on social media, it may be good to
raise awareness not only about annual events but also about
seasonal diseases. In fact, the spread of awareness on influenza
vaccination using social media is common [52]. In addition,
information on pollen allergy is provided using a mobile app
[53].

Social media use by medical institutions involves mostly
one-way communication, and few medical institutions respond
to inquiries from the general public or patients via social media
[8]. However, two-way communication with the general public
and patients may meet patient needs that cannot be met through
daily medical care and may thus help improve the provision of
care [54,55].

Risks and Problems in Using Social Media
There are some problems with medical institutions using social
media. These include concerns about patient privacy breaches,
issues with the reliability and poor quality of information, and
the obscuring of boundaries between health care professionals
and patients [5,56].

When medical institutions disseminate information on social
media, great care should be taken not to breach patient privacy
as seemingly innocent comments can do so [57]. Even if the
post does not contain a specific name, it may be possible to
identify the patient by indirect information such as the name of
the town where the patient lives, gender, or disease name [57].
Thus, medical institutions should be cautious when posting on
social media, as these privacy breaches may occur
unintentionally.

It is often difficult to tell who wrote health information on social
media, which raises concerns regarding its accuracy and
reliability [56]. Additionally, if medical institutions use social
media, it will be necessary to clarify the boundaries between
health care professionals and patients. Few doctors and medical
institutions respond to “friend” requests from patients [56], but
it is better to prescribe what to do when receiving “friend
requests” in the social media policy in advance.

Moreover, when a medical institution uses social media, it may
be necessary to create a social media policy not only to clarify
the purpose of social media use but also to protect its reputation
[56,58-60]. In this study, only 3 medical institutions disclosed
their social media policies on their website. Thus, many medical
institutions might not develop social media policies. In this
context, damage to reputation and breach of patient privacy are
matters of concern when medical institutions use social media
[58]. Consequently, medical institutions should have clear

objectives [59] and develop social media policies to avoid these
risks.

Comparison With the Guidelines
In this survey, no content that violated patient privacy was
extracted. However, some contents that could violate the
guidelines were extracted. Of the hospital’s Facebook posts,
0.89% (12/1341) commented on being featured in the media.
According to medical advertising guidelines, coverage
announcements are also considered as advertising, and they are
essentially restricted. Therefore, when sending information
through social media, it would be necessary to refrain from
commenting on whether their facility and staff are featured in
newspapers, magazines, and other media. There was also a
hospital Facebook account that sent company advertisements
directly without disclosing conflicts of interest. This is
considered ethically problematic. The Doctor’s Professional
Ethics Guidelines stipulate that the relationship with medical
providers should be appropriate [32]. In the website guidelines
by the Japan Medical Association, “advertising by external
sponsors” is listed as ineligible content [31]. Similarly, there
are provisions regarding conflicts of interest in overseas
guidelines; the British Medical Association social media usage
guidelines require disclosure of conflicts of interest when
doctors and medical students post information online [61].

Some clinics posted tweets emphasizing costs and matters not
related to medical provision. An example is the toothbrush gift
campaign when visiting the dental clinic, as well as discount
campaigns such as medical checkups and whitening. In general,
when a company uses a social medium for promotional
purposes, coupons are often issued and discounts are announced
on the social medium [62,63]. Therefore, if a medical institution
uses social media like a company, it may be easy to disseminate
messages on examinations and treatment fees and discounts.
However, according to medical advertising guidelines,
advertising that emphasizes costs is considered “Advertising
that impairs dignity,” and such messages should not be
disseminated. By disseminating such inappropriate messages,
medical institutions not only receive a reprimand from health
authorities but may also lose their good reputation.

The government should probably respond to messages on social
media. In this study, referring to medical advertisement
guidelines and the literature, we determined whether social
media contents disseminated by medical institutions violated
the guidelines. For some contents, it was difficult to determine
whether they meet the guidelines. Governments might need to
articulate the criteria for determining whether their contents are
appropriate or inappropriate. The MHLW’s internet patrol and
public notification regarding medical institutions’ websites are
currently in execution [64,65]. In addition, it may be necessary
to strengthen checks on inappropriate social media cases.

Limitations

Sampling Methods
In this study, we randomly assigned a number to the list of
medical institutions in Japan and extracted 300 small samples
for each hospital and clinic. Compared to the actual number of
medical institutions, these samples showed no statistically
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significant difference in the number of medical institutions by
region, as presented in this study. In this study, regional bias
may be possible, but it may be limited. However, the samples
may not be representative of all Japanese medical institutions.
These samples may be biased when examined in detail with
prefectures and cities. Additionally, the characteristics and
attributes of medical institutions may be biased. For a detailed
study of social media usage in Japanese medical institutions in
the future, it may be necessary to increase the sample size and
reduce the confidence interval width. In addition, sampling
methods such as stratified random sampling, cluster sampling,
and multistage sampling should be used to obtain more
representative samples [66].

Content Analysis
In this study, the classification of contents and the comparison
with the medical advertising guidelines were made based on
the consensus of 3 researchers. However, it did not preclude
personal subjectivity; classification and comparison may be
inconsistent, and objective evaluation will be necessary in future
research. Further, measurement of intercoder reliability, which
is fundamental and important in content analysis [67], is required
for an objective evaluation. In addition, a thematic analysis
approach such as topic modeling is required for objective
categorization [68,69].

Factors Affecting Social Media Use in Medical
Institutions
Regarding the use of social media by medical institutions, this
study does not clarify the factors that led to the use of social
media or the reasons why they were not used. Thus, the
application of the unified theory of acceptance and use of
technology and technology acceptance model may be necessary
to examine the factors behind the use of social media in medical
institutions [70].

Other Social Media
In this study, the target social media were limited to Facebook
and Twitter. In future studies, it will be necessary to investigate
the use of other platforms, such as blogs, wikis, LINE, and
Instagram accounts of medical institutions. Blogs have been
used since as early as 2004, and Wikipedia is often used in the
medical community [43]. However, there are no reports of their
usage at medical institutions in Japan, and the details remain
unknown. LINE was developed in Japan [71], and its usage rate

in Japan is high. According to a Ministry of Internal Affairs and
Communications survey of 1500 people in 2016, Facebook
usage was 32.3% and Twitter usage was 27.5%, whereas LINE
usage was 67.0%, the highest [72]. In fact, it has been reported
in a newspaper that a medical institution already uses LINE
[73]. If medical institutions use LINE, messages pertaining to
public relations and awareness activities may be more effectively
distributed than via Facebook and Twitter. Instagram is a
photo-sharing site that has been rapidly growing by the
increasing number of users in recent years [74]. Medical
institutions may be able to promote public relations activities
by posting visually appealing images of them on Instagram.
However, images that may violate medical advertising
guidelines may be posted.

Lack of Cosmetic Surgery Clinics in the Sample
In this study, we investigated the actual use of social media by
medical institutions throughout Japan but did not include
cosmetic surgery clinics in the sample. Cosmetic surgery clinics
might disseminate more advertisements than other specialties
because many cosmetic surgeries are performed as part of free
medical care, and the ratio of content may differ from this
survey.

Necessity of a Longitudinal Study
The data presented in this study are cross-sectional at the time
of the survey. Previous studies have shown that the use of social
media by medical institutions has changed over time [7,75].
Therefore, in Japan, it will be necessary to observe social media
usage by medical institutions over time.

Conclusions
Social media usage by Japanese medical institutions is lower
than that in the United States and Western European countries,
and these media are mainly used for messages related to public
relations. Some social media contents posted by medical
institutions could conflict with medical advertising guidelines.
In addition, few medical institutions have established social
media policies. Due to deviations in usage rates from overseas
and the characteristics of social media, it is necessary to consider
social media other than Facebook and Twitter. This study may
serve as a reference for medical institutions to guide social
media usage and help improve medical website advertising in
Japan.
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Abstract

Background: As the manual creation and maintenance of biomedical ontologies are labor-intensive, automatic aids are desirable
in the lifecycle of ontology development.

Objective: Provided with a set of concept names in the Foundational Model of Anatomy (FMA), we propose an innovative
method for automatically generating the taxonomy and the partonomy structures among them, respectively.

Methods: Our approach comprises 2 main tasks: The first task is predicting the direct relation between 2 given concept names
by utilizing word embedding methods and training 2 machine learning models, Convolutional Neural Networks (CNN) and
Bidirectional Long Short-term Memory Networks (Bi-LSTM). The second task is the introduction of an original granularity-based
method to identify the semantic structures among a group of given concept names by leveraging these trained models.

Results: Results show that both CNN and Bi-LSTM perform well on the first task, with F1 measures above 0.91. For the second
task, our approach achieves an average F1 measure of 0.79 on 100 case studies in the FMA using Bi-LSTM, which outperforms
the primitive pairwise-based method.

Conclusions: We have investigated an automatic way of predicting a hierarchical relationship between 2 concept names; based
on this, we have further invented a methodology to structure a group of concept names automatically. This study is an initial
investigation that will shed light on further work on the automatic creation and enrichment of biomedical ontologies.

(JMIR Med Inform 2020;8(11):e22333)   doi:10.2196/22333

KEYWORDS

ontology; automatic structuring; Foundational Model of Anatomy; lexical granularity; machine learning

Introduction

Background
Biomedical ontologies are formalized representations of
concepts and the relationships among these concepts for the
biomedical domain, and they play a vital role in many medical
settings [1]. The constructions of ontologies are labor-intensive
and time-consuming. In addition, their evolvements often require

concept enrichment that must be manually reviewed by domain
experts. Thus, automatic mechanisms are desirable in both
ontology construction and ontology maintenance tasks.

In recent years, many ontology learning (OL) efforts have been
made to automate the construction of ontologies from free text
[2]. An important subtask in the OL process is relation extraction
that aims to extract a novel relationship between known concepts
[3]. Putting aside the accuracy of extraction, the discovery of
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semantic relations from text has its drawbacks: one is that the
representations of concepts and relations in the text are usually
nonstandard, and the other is that the knowledge extracted from
text is often limited and not curated. Due to the widespread use
of biomedical ontologies [4], their quality has become very
important [5]. As such, in this study, instead of discovering
semantic relations from extrinsic information, we investigate
an automatic way of uncovering relations between ontology
concept names by leveraging the intrinsic knowledge of the
ontology itself.

An important observation of biomedical ontologies is that the
lexical patterns of the concepts often indicate, to a certain
degree, the structural relations between them, especially for
hierarchical relations. For instance, in the Foundational Model
of Anatomy (FMA) [6], Left hemidiaphragm is part of
Diaphragm, and Superior mediastinal lymph node is a
Mediastinal lymph node. We can notice that in each example,
the parent concept name is a substring of the child concept name,
as the parent is semantically more general than the child. Using
naming conventions in biomedical ontologies is a principle
recommended by the Open Biological and Biomedical Ontology
(OBO) Foundry [7]. In the literature, lexical-structural relevance
had been leveraged for many ontology-related tasks. For
instance, we used subphrases of concept names and structural
information for disambiguating terms in the FMA [8]. Also, the
approach of combining lexical and structural methods is widely
adopted in many ontology auditing studies [9-11]. Note that in
this paper, we use the terms “concept name” and “term”
interchangeably.

In this study, we propose an automatic approach for structuring
a given set of concept names based on their lexical granularity.
We started by investigating an automatic way to predict the
direct relation between 2 given concepts by employing machine
learning (ML) algorithms. Since word embedding tools such as
Word2Vec [12] and Bert-as-service [13] can extract the semantic
features of words and encode the words into feature vectors,
relations between words are retained to some extent. By feeding
encoded term pairs along with their corresponding relations into
ML models such as Convolutional Neural Networks (CNN)
[14], Long Short-term Memory Networks (LSTM) [15], or
Support Vector Machine (SVM) [16], we can train the models
as classifiers to predict the relations between given concept
names.

We selected the most common hierarchical relations in
biomedical ontologies for experiments: the is-a relation and the
part-of relation. The training dataset comprised randomly
selected pairs from the taxonomy and partonomy of the
ontologies. Each pair was either directly related by is-a or by
part-of. In addition, we added a third type of concept pairs to
the training set: concept pairs that are not directly related (ndr).
For each pair in the training set, we encoded the 2 terms to
vectors using Bert-as-service [13] at first. The subtraction of
the 2 vectors formed an input instance for ML models. After
training, the models were able to classify a given term pair (A,
B) into one of the 3 classes: (A is-a B), (A part-of B), or (A ndr
B).

Moving forward, provided with a group of concept names, we
aimed to determine how to structure them automatically by
utilizing the above ML classifiers. Intuitively, the relative
positions of all the concepts can be achieved by pairwise
comparisons. However, pairwise comparisons will not only
increase the algorithm complexity but also tend to introduce
false-positive relations. To deal with this problem, we deployed
our previous work [11] on concept granularity to obtain the
positions of concepts: Firstly, we determined all the parallel
concept sets (PCSs) in the given names. Secondly, we placed
them into different hierarchical levels based on their granularity,
forming PCS threads. Each thread determined a PCS hierarchy.
Lastly, we used the above ML models to determine the relations
between neighboring terms along the threads as well as relations
between certain terms from different threads. As a result, we
achieved the goal of predicting the whole taxonomy and
partonomy structures for the given names. To the best of our
knowledge, this is the first study that investigates automatic
semantic structure generation for a group of concept names in
biomedical ontologies.

Related Work
In the literature, automatic methods were proposed to alleviate
human efforts from different aspects of the ontology lifecycle.
Many researchers utilized automatic methods to facilitate
semantic knowledge extraction for ontology enrichment. For
example, Pembeci et al [17] proposed a supervised ontology
enrichment algorithm by using concept similarity scores
computed via Word2Vec models to discover other related
concepts for a given concept. We refer to Liu et al [18] for more
references. For ontology concept name prediction, Zheng et al
[19] explored deep learning-based approaches to automatically
suggest new concept names in the Systematized Nomenclature
of Medicine-Clinical Terms (SNOMED CT), under the condition
that a bag of words is given. However, only a few studies
worked on automating relation prediction and concept
organization within ontologies. Zheng et al [20] verified whether
an is-a link should exist between a new child concept and an
existing parent concept in the SNOMED CT. Liu et al [21]
proposed a CNN-based method to support the insertion of new
concepts into the SNOMED CT: The CNN classifier was trained
by vectors translated from concepts using the Doc2Vec
algorithm. Afterward, it was able to decide if a given concept
has the is-a relation with existing concepts in the ontology.
Later, they also used a transfer learning method based on BERT
to support the insertion of new concepts [22]. A limitation of
the work is that at least one parent had to be given for the
concept to be inserted beforehand.

Our study differs from the above work mainly in the following
aspects: (1) Instead of predicting the insertion place of a new
concept or predicting the relation between a particular concept
pair, we predict the whole hierarchical structure for a given set
of concept names; (2) aside from names of the concepts, we do
not need extra information to predict their positions in the whole
group; and (3) instead of concatenating the child and the parent,
we encode them separately and use their subtraction as an input
instance for the ML models.
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Methods

Materials
We tested our methodology in the FMA [6], which is both a
theory of human anatomy and an ontology artifact. In particular,
it is a representation of the canonical, phenotypic structure of
the human body and its typical components at all biological
levels. It is a model suitable for machine manipulation with
more than 100,000 concepts, including macroscopic,
microscopic, and subcellular canonical anatomy.

For our analysis, we used version 5.0.0 of the FMA (Structural
Informatics Group at the University of Washington) [23]. It is
distributed as Web Ontology Language (OWL) files, which
enables the FMA to be stored in resource-description-frame
(RDF) data stores and made available for querying via SPARQL
[24]. In this study, we used Virtuoso (version 7.2.5.1; OpenLink
Software) as our RDF store [25].

Model Training and Testing for Direct Relation
Prediction

Data Preparation
We use the FMA to describe the data preparation process
without a loss of generality. We first extracted all the concept
pairs directly related by is-a or part-of from the FMA. The
resulting set, D, contained 104,665 is-a pairs and 61,878 part-of
pairs. All the children from D comprised a set C, and all the
parents from D comprised a set P. We then generated the third
type of pairs, which were pairs that are not directly related (ndr).

The ndr pairs consisted of 2 kinds: (1) pairs of terms that share
the same ancestor, and (2) pairs comprising a random concept

A in the FMA and a child of the sibling of A (ie, uncle-nephew
pairs). For the first kind of pair (pairs of terms that share the
same ancestor), we first found all the subtrees in the FMA with
sizes between 60 and 135. Then, for each of these trees, we let
all of its node terms pair with each other. If a direct is-a or
part-of relation did not connect the 2 elements of each pair, it
was an ndr pair added to the dataset D.

The reason that we chose these 2 kinds of ndr pairs are the
following: Since our ultimate goal was to organize a group of
closely related terms, ndr pairs in the training dataset should
not just be chosen at random. Thus, we intentionally included
ndr pairs that originated from the same subtrees into the dataset,
as the first kind of ndr pairs do, to help recognize ndr relations
in the target groups. As the subtrees should be neither too large
nor too small, only subtrees with moderate sizes between 60
and 135 were selected for our experiment. Note that although
is-a and part-of are both transitive relations, indirect is-a pairs
and indirect part-of pairs were classified as ndr pairs. For the
second kind of ndr pairs, we included certain uncle-nephew
pairs from the whole FMA dataset, as they tend to be
mispredicted to have parent-child relations.

The data preparation process is illustrated in Figure 1. Our
selection process of ndr pairs stopped when the number of ndr
pairs reached 3 times the summation of the numbers of is-a
pairs and part-of pairs. The ratio of these 2 kinds of ndr pairs
was 1:1; that is, we randomly selected 249,815 pairs from the
first kind of ndr pairs and the same number from millions of
uncle-nephew pairs. The number of ndr pairs was set much
larger than the numbers of is-a pairs and part-of pairs to better
match the real situations in the ontology.
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Figure 1. The data preparation process. The final dataset D consists of 3 parts: (1) all of the direct is-a and part-of pairs in the Foundational Model of
Anatomy (inputted by the yellow arrow); (2) ndr pairs of terms that share the same ancestor (inputted by the green arrow); and (3) ndr uncle-nephew
pairs (inputted by the red arrow).

Embedding
Our aim was to train an ML algorithm that was able to determine
whether 2 given ordered terms maintain 1 of the 3 relations
between them, namely, an is-a relation, a part-of relation, or an
ndr relation. Above all, the term pairs needed to be converted
to vectors, which is called embedding. To do this, firstly, we
used the Bert-as-service tool [13] to acquire the vector
representations for all words that appeared in the dataset D.
Each word was represented by a 768-length vector; thus, each
concept name in D was represented by a sequence of vectors.
Secondly, to align all the concept names, we padded all the
sequences’vectors to the same length of 20. Lastly, all the child
vectors were subtracted from their respective parent vectors to
create the input vectors for classification algorithms. We selected
subtraction rather than concatenation because subtraction would
catch the differentiation between the parent and the child. As a
result, each input vector took shape (1,20,768) and was labeled
by its corresponding relation.

Model Training and Direct Relation Prediction
We shuffled the input vectors along with their labels and used
80% of them as the training set, 10% of them as the validation
set, and the remaining 10% as the testing set. Since FMA terms
are all short texts, we selected the classic TextCNN proposed
by Yoon Kim [26], which is widely used in short-text
classification like our CNN model. The other classification
model we used was Bidirectional Long Short-term Memory
Networks (Bi-LSTM) [15], which is often used to model
contextual information in natural language processing tasks. In

our experiments, the parent term and the child term were used
as contextual information for Bi-LSTM to predict the
relationship between them.

We ran the models using Keras [27] on CentOS with 240 GB
of memory and 4 Tesla M60.

In the CNN model, we used 3 Conv1D layers and 2
MaxPooling1D layers following the input layer. After flattening
the last layer’s output, we added 2 dense layers such that the
former had a relu activation and the latter had a softmax
activation. The cost function we leveraged was
categorical-crossentropy in Keras. After training, for each input
vector that represents a pair of concept names, the CNN model
would predict a relation between the 2 concepts.

The second classification model we used was Bi-LSTM. After
the input layer, we added a Bi-LSTM layer with 32 memory
units in the middle. Then, we flattened the output of the last
layer to add a dense layer which had a softmax activation. Cost
function categorical- crossentropy in Keras was also used for
classification.

For both models, we set the training data to batches of size 512
and set the epoch parameter as 50. For each iteration, we used
the validation data to evaluate the model’s performance.

The testing set was used to evaluate the performance of each
model. By comparing the predicted results with the real
situations in the FMA, we calculated metrics such as the
precision, recall, and F1 scores for each model separately.
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To demonstrate the robustness of our trained models, we
repeated the above experiment 100 times and obtained the
average precision, recall, and F1 values. The training set,
validation set, and testing set were randomly divided each time,
but the 8:1:1 ratio was maintained. In the following step, we
selected a particular group of terms from each testing set and
automatically obtained the taxonomy and partonomy structures
among those terms.

Automatic Structuring for a Group of Concept Names

Algorithm Overview
The above ML models only predict if 2 given terms are directly
related by is-a or part-of. However, rather than predicting the
relation between 2 random terms, a more meaningful use lies
in the organization of a given set of closely related terms. To
achieve this goal, we needed to obtain their relative positions.

An intuitive solution is to use the pairwise comparison. Let the
target term set be Q. Suppose the number of terms in Q is M;
we will need M(M−1) times of testing to obtain the pairwise

relations among them. However, apart from time complexity,
another problem with this solution is that it will introduce too
many ndr pairs since real is-a or part-of relations in Q are quite
sparse. Thus, the prediction results for ndr pairs will easily
affect the prediction results for is-a and part-of pairs.

As such, to reduce the use of pairwise comparison, we deployed
our previous work [11] on concept granularity to obtain the
relative positions of the terms. Specifically, we divided the
target set into small parallel concept sets (PCSs) [11]. As parallel
concepts remain at the same level of granularity, it turned out
that, in the end, we only needed to organize the PCSs. To do
this, we first placed the PCSs into different hierarchical levels
based on their granularity, forming PCS threads. Each thread
determined a semantic hierarchy. Then, we determined the
hierarchy between different threads. Then, after the whole
structure was obtained, we utilized the trained ML models to
predict the relations between directly connected terms and thus
obtained the whole semantic map. This procedure is briefly
illustrated in Figure 2.

Figure 2. The use of lexical granularity to obtain the relative positions of terms. (1) Parallel concept sets (PCS) and PCS thread detection; 7 PCS nodes
and 4 PCS threads were detected in this example. PCS: represented by dashed rectangles; Concept names: represented by circles; Substring relations:
represented by dashed arrows. (2) Relation prediction. is-a or part-of relations predicted by the classification model: represented by solid arrows.

PCS Detection
A parallel concept set (PCS) is a set comprised of concepts
sharing the same level of conceptual knowledge [11], such as
symmetric concepts. A pair of concepts is called symmetric if
the concept names are the same but for the possible difference

in a single occurrence of the modifiers used [10]. For instance,
Lower extremity part-Upper extremity part is a symmetric
concept pair concerning the symmetric modifier pair Upper and
Lower.

In order to detect all the symmetric concept pairs in Q, we
needed to retrieve all the symmetric modifier pairs first. To do
this, we used the Stanford Parser [28] to obtain all the
noun-phrase (NP) chunks without prepositions. For all the
modifiers in those chunks, any 2 of them that share a common

context were selected to form a modifier pair. After retrieving
all the symmetric modifier pairs from Q, we easily detected all
the symmetric concepts using SPARQL queries [24]. In the end,
every symmetric term pair formed a PCS. For terms whose
symmetric counterparts could not be found in Q, each of these
formed a PCS by itself.

PCS Thread Detection
As noted, for hierarchical relations, the parent term is more
general than the child term and is usually a substring of the child
term. As a result, we can leverage the substring threads in Q to
organize the PCSs identified from the above step. We used

A B to represent that A is a substring of B. A substring thread

A0 A1... ...An−1 An would correspond to a parent-child
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thread A0 A1... ..An−1 An. Along each parent-child thread,
we generalized every term node to the PCS that the term
belonged to. As a result, all the PCSs were organized into several
threads. Each thread was named a PCS thread. Note that some
threads may only contain 1 PCS node. Also, some PCSs may
appear in several threads.

Relation Prediction
The relative positions of nonroot PCS nodes were determined.
Hence, we no longer looked for their parents elsewhere but only

predicted relations between concepts in neighboring nodes.
Specifically, we first paired each term in the PCS with its
substring term in the parent PCS. If no substring term was found
in the parent PCS, the term would be paired with every item in
the parent. As illustrated in Figure 3a, A, C, and B, C were
neighboring nodes along 2 PCS threads, respectively. Since the
right-most term in C had no substring in B, it was paired with
every term in B, represented by dashed arrows. Then, we
predicted the relations between the paired terms by leveraging
the previously trained classification models.

Figure 3. Determination of term pairs to be fed into machine learning models for relation prediction. Parallel concept sets (PCSs): represented by
rectangles; Concept names: represented by ovals. (a) A, B, and C are 3 PCS nodes; A, C and B, C are neighboring nodes along 2 PCS threads, respectively.
Substring relations: represented by solid arrows. As the right-most term C has no substring term in B, it is paired with every term in B, represented by
dashed arrows. Each arrow (solid or dashed) connects 2 terms such that the relation between them is predicted using classification models. (b) A and
B are 2 different PCS thread roots. Each root is paired with every PCS node in other threads under different roots; red dashed arrows are used to connect
them. For instance, (C, A) is such a pair. (c) Classification models are used to predict the pairwise relations between concept names in C and A from
the above step.

In regard to the PCS thread roots, if all the threads shared 1
root, no further treatment was needed. If there existed more than
1 different thread root, we still leveraged pairwise comparison
to determine the parents for the roots: For each PCS thread root,
we first paired it with every PCS node in other threads, as
illustrated in Figure 3b. For instance, (C, A) was such a pair,
with C as the parent PCS and A as the child PCS (Figure 3c).
We used the ML models to predict the pairwise relations
between terms in those paired PCS nodes. As Figure 3c
illustrates, each term in C was paired with every term in A, and
the specific relation between each pair would be predicted by
the previously trained classification models.

Lastly, only is-a and part-of edges would be retained. For the
given group of terms, suppose the number of predicted is-a
relations was P, and the number of correct ones among them
was CP; then, the precision for is-a was calculated as CP/P.
Further, suppose the number of original is-a relations in the
FMA was O, and the number of them that were correctly
predicted was CO; then, the recall for is-a was CO/O.

Case Studies
To test the generalizability of our method, we selected a group
of terms from each of the testing sets in the 100 cross-validation
experiments for automatic structuring. As mentioned, the most
useful scenario happens when the terms are closely related
instead of semantically distant. Thus, we only selected terms
that belong to the same tree for experiments.

The process was as follows: Firstly, we collected all the term
roots in the testing set and collected all the is-a and part-of
descendants under them, forming a concept tree for each root.

Secondly, we picked out the trees with more than 20 elements.
Lastly, we randomly selected a tree and created a set formed
by all the terms in that tree as our study case. Note that we
manually assured that none of the concepts in the case studies
had appeared in the training set.

For the selected 100 cases, we followed the steps described
above to predict the whole semantic map among the concept
names in the groups. Our experiments separately leveraged the
2 previously trained models for direct relation prediction. By
comparing the predicted results with the real cases in the FMA,
we evaluated the performance of our methodology by calculating
the average precision, recall, and F1 values for all the cases.

For a more specific analysis of the results, we selected the
largest case with root “First Rib” among the 100 cases. The set
contained 57 concepts with 89 relations among them in the
FMA, including 34 is-a relations and 55 part-of relations, as
shown in Multimedia Appendix 1.

To demonstrate the advantage of our PCS-based method, we
performed another group of experiments for the case study on
“First Rib” based on primitive pairwise comparisons among the
whole set of concept names. We fed 3192 (from 57×56) term
pairs to the models for direct relation predictions. Then, a
comparison between the PCS thread-based method and the
primitive pairwise-based method was made for this case.
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Results

Classifiers Can Predict the Direct Relation Between 2
Given Concept Names
Using the remaining 10% of the data as the testing set in each
of the cross-validation experiments, we evaluated the
performances of the 2 models on direct relation prediction
between 2 given concept names. The average results are shown

in Table 1. The table shows that the models performed well on
this task, with both precision and recall above 0.9. This
demonstrates that machine learning models, when trained by
existing relations in the ontology, can be very effective at
predicting relations between new incoming concepts, provided
that their names are given. Based on this result, we invented
the PCS thread-based method and further investigated the
possibility of organizing a group of terms.

Table 1. Average performances of the 2 models on direct relation prediction (100 rounds).

Overallndrpart-ofis-aModel

F1RPRPRPRbPa

0.930.920.950.930.970.910.900.910.93Bi-LSTMc

0.910.910.920.920.940.900.890.900.91CNNd

aP: precision.
bR: recall.
cBi-LSTM: Bidirectional Long Short-term Memory Networks.
dCNN: Convolutional Neural Networks.

Automatic Structuring of Groups of Closely Related
Terms
In the 100 testing sets, we found that the sizes of all trees were
less than 60, and the 100 term groups we selected had an average
size of 25. The smallest group contained 20 terms and the largest
group contained 57 terms.

We applied the PCS-based algorithm to the 100 cases and
calculated the average precision, recall, and F1 values for is-a
and part-of based on Bi-LSTM and CNN, respectively. The
results are shown in Table 2; the overall F1 score using
Bi-LSTM was 0.79, which slightly outperformed the algorithm
using CNN.

Table 2. Average performances of the parallel concept set (PCS) thread-based algorithm on 100-term groups.

Overallpart-ofis-aModel

F1RPRPRbPa

0.790.760.830.680.820.790.84Bi-LSTMc

0.740.760.720.690.720.790.72CNNd

aP: precision.
bR: recall.
cBi-LSTM: Bidirectional Long Short-term Memory Networks.
dCNN: Convolutional Neural Networks.

To analyze the influence of PCS nodes that contain at least 2
symmetric terms (ie, big PCS nodes) on the performances of
the above algorithm, we calculated the proportion of big PCSs
among all the PCSs for each study case and demonstrated the
relation between the proportion and the F1 value (Figure 4). As
it indicates, the PCS-based algorithm's performance does not
have evident relevance with the richness of big PCS nodes.

Further, to demonstrate the usefulness of ML models in our
approach, we collected all the is-a and part-of pairs without
substring relationships in the 100 study cases and found 652
such pairs. Among the 652 pairs, 235 (36%) could be correctly
predicted by our algorithm using both models. For instance, we

correctly predicted the relation (Endplate of intervertebral
disk,is-a, Organ component) in which the 2 terms have no shared
word. In fact, the above ratio could have been much higher if
the pairs had actually fed into the ML models, as some pairs
without substring relationships were filtered out by the algorithm
beforehand. On the other hand, the 100 cases contained 1140
ndr pairs in which 1 term is a substring of the other. Of the 1140
ndr pairs, 931 (82%) were correctly predicted by both models
as ndr pairs.

As the above results show, our proposed algorithm works well
on both term pairs, with or without obvious lexical patterns.
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Figure 4. The relation between the proportion of big parallel concept set (PCS) nodes and the F1 value for 100 cases.

Specific Case Study on “First Rib”
For the specific case on “First Rib,” in the 57 concept names
to be structured, we detected 1 symmetric modifier pair, (left,
right). We first divided all the concepts into 37 PCSs. Of these
37 PCSs, 20 PCSs contained 2 terms and 17 PCSs contained
only 1 term. Then, based on lexical granularity, we found 29
PCS threads. Except for 1 thread that took “Fossa for first costal
cartilage” as its root, all the other 28 threads shared the same
root: “First Rib.”

The results of the automatic structuring of term groups based
on PCS threads and pairwise comparisons are shown in Table

3. The PCS thread-based method has higher precision, and the
pairwise-based method has higher recalls. The reason is that
the PCS thread-based method had filtered out certain pairs,
including those with real is-a or part-of relations between their
elements. On the other hand, the introduction of false-positive
results was expected of the pairwise method.

We analyzed the results from the “First Rib” case for our PCS
thread-based algorithm concerning the Bi-LSTM model to
demonstrate why some relations were wrongly predicted or
missed.

Table 3. The parallel concept set (PCS) thread-based algorithm versus the primitive pairwise-based algorithm on the “First Rib” case, using different
models.

Overallpart-ofis-aModel and Algorithm

F1RecallPrecisionRecallPrecisionRecallPrecision

Bi-LSTMa

0.800.780.830.630.711.01.0Alg1
b

0.780.940.660.900.551.00.94Alg2
c

CNNd

0.800.780.830.640.731.00.97Alg1

0.640.980.470.980.421.00.58Alg2

aBi-LSTM: Bidirectional Long Short-term Memory Networks.
bAlg1: PCS thread-based algorithm.
cAlg2: pairwise-based algorithm.
dCNN: Convolutional Neural Networks.
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Result Analysis on “First Rib” for the PCS
Thread-based Algorithm Concerning The Bi-LSTM
Model
Using the Bi-LSTM model, our approach predicted 83 relations
among the group of concept names, including 34 is-a relations
and 49 part-of relations. The results are illustrated in Multimedia
Appendix 2. All of the 34 is-a relations in the FMA were
successfully discovered by the model.

Compared to the 55 real part-of relations in the FMA, 35 part-of
relations were correctly predicted, which means that 20 part-of
relations in the FMA were missed by our method and 14
predicted part-of relations were unexpected. As a result, we
achieved an overall precision of 0.83 [from (34+35)/83] and a
recall of 0.78 [from (34+35)/89], as shown in Table 3.

The 14 unexpected part-of relations that do not exist in the FMA
can be divided into 3 types: (1) detected part-of relations that
connected the child to a further parent than that of the FMA;
(2) detected part-of relations that connected the child to a closer
parent than that of the FMA; (3) detected part-of relations that
did not exist in the FMA and had no counterpart relations in the
FMA.

The first type was detected part-of relations that connected the
child to a further parent than that of the FMA. As illustrated in
Figure 5, Type I, Periosteum of right first rib has a closer parent,
Bony part of right first rib, in the FMA, but the algorithm
connected it to its ancestor, Right first rib. The reason is that
the node Bony part of first rib is not lexically a substring of
Periosteum of right first rib and thus did not appear in the
corresponding PCS thread. Six predicted relations took this
type.

Figure 5. Types of unexpected part-of relations that do not exist in the Foundational Model of Anatomy (FMA). Black solid arrows represent relations
in the FMA successfully predicted by the model. Red arrows represent relations predicted by the model but not in FMA. Dashed arrows represent
relations in FMA that were missed by the model. (1) Example of the first type of predicted relations; (2) example of the second type of predicted relations;
(3) example of the third type of predicted relations.

The second type was detected part-of relations that connected
the child to a closer parent than that of the FMA. As illustrated
in Figure 5, Type II, the algorithm predicted the parent of
Articular cartilage of head of first rib to be Head of first rib”
instead of First rib. The reason is that only relations between
neighboring terms along PCS threads would be predicted, but
Head of first rib is in the middle of the other 2 terms. Six
predicted relations took this type.

The third type was detected part-of relations that did not exist
in the FMA and had no counterpart relations in the FMA.
However, the parent term is a substring of the child term, as
illustrated by the example in Figure 5, Type III. Two predicted
relations took this type.

Although the above instances do not exist in the FMA, they are
not all semantically wrong. For example, instances of the first
type can be inferred from relation transitivity. Moreover,
compared to the real cases in the FMA, the 6 instances of the
second type were more reasonable because they show a finer
granularity than their counterparts in the FMA. Also, the 2
instances of the third type were semantically correct.

On the other hand, the 20 missed part-of relations happened
due to 1 reason: their parent-child term pairs were not fed to
the model for prediction. As already described, for terms in
nonroot PCS nodes, we only searched for their parents in

neighboring parent PCSs. For the 20 missed cases, the parent
and the child were not in neighboring PCSs and thus could not
be discovered by our algorithm. For instance, in Figure 5, Type
I, Bony part of right first rib and Periosteum of right first rib
were not in neighboring PCS nodes along any thread, and thus,
the pair was not fed to the model for relation prediction.
Amongst the 20 missed cases, 11 cases came along with the
instances of the first and second types of unexpected part-of
pairs that did not exist in the FMA. As illustrated in Figure 5,
Types I and II, while the model predicted an extra new relation,
it would miss an old relation (a red arrow co-occurred with a
dashed arrow). Only the first type of instance did not appear in
the missed case because the intermediate parent was not in the
term group.

If those missed parent-child term pairs were fed into the
Bi-LSTM model, could they be correctly detected? Table 3
shows that the recall for Bi-LSTM was 0.94, which means that
most of the original relations in the FMA could be successfully
detected by the model if fed for prediction. However, as seen
in the results, the precision values would drop greatly for
primitive pairwise comparisons.

If the group of concept names to be structured do not show
much relevance in their linguistic features, the number of PCS
thread roots will increase. Under that circumstance, as our
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algorithm pairs each root with every term in the other threads
(Figure 3b), the number of term pairs fed to the ML models for
relation prediction will increase. In the extreme case, all of the
terms are roots by themselves, and the algorithm will turn into
a pure pairwise-based algorithm. Fortunately, biomedical
ontologies follow certain naming conventions, and meaningful
usage of our methodology lies in the construction of a group of
terms that are semantically close to each other; however, PCSs
will play an important role in most cases.

Discussion

Principal Findings
This study proposes an innovative approach to the automatic
construction of a given set of concept names with regard to is-a
and part-of relations, which can save significant labor for
domain experts in the ontology construction process. Our
method comprises 2 main steps: (1) automatic prediction of
direct semantic relation between 2 concept names using
classification models; experiments on the FMA show that
machine learning models can predict if 2 new terms are directly
related by a is-a or part-of relation, provided that they are trained
by existing relations; and (2) automatic construction of a group
of closely related concept names based on PCS threads. First,
we detected all the PCSs in the group and organized them into
PCS threads based on lexical granularity. Second, we obtained
the relative positions of different threads and the whole structure
of the group. Lastly, we determined whether there exists an is-a
relation or a part-of relation between each directly connected
term pairs, thus completing the construction of the taxonomy
and the partonomy structures.

Some concepts may have multiple is-a or part-of parents. As
analyzed, for terms in nonroot PCS nodes, except for the threads
they belong to, we do not look for their parents in other threads
anymore. However, since PCS threads may have convergences,
some terms may still be predicted to have multiple parents. In
fact, no matter whether it is for is-a or part-of, parents that are
not substrings of nonroot PCS nodes will be overlooked by our
algorithm, such as the missed part-of instances in the FMA. On
the other hand, all of the is-a relations were successfully
discovered because all of the is-a parents appeared above their
children along certain threads.

It is not a simple transition from step 1 to step 2. As shown by
our results, even though the performances of ML models on
relation prediction for randomly selected pairs may be quite
promising (Table 2), it was still difficult to obtain the semantic
structure for a set of terms using pure pairwise comparisons
(Table 3). The reason is that pairwise comparisons introduce
too many pairs: N terms will generate N(N−1) pairs since
direction matters. As the real connections among those terms
can be quite sparse, most of the pairs are actually ndr pairs,
which tremendously exceeds is-a pairs and part-of pairs. As
such, even a small portion of ndr relations that were wrongly
predicted as is-a or part-of relations could greatly decrease the
precision of the results for is-a and part-of relations. That is
why we introduced the PCS-based method, which only tested
pairs that have a high possibility of exhibiting is-a or part-of
relations between their elements. As a result, the number of

false is-a relations and false part-of relations was reduced.
However, on the other hand, the reduction of term pairs in the
PCS-based stage has its drawback. As the step filters out many
ndr pairs, it also misses some real relations between terms that
are not lexically related, which is why the recall values for the
PCS-based method were lower than that of the pairwise-based
method.

Future Work
To improve the performance of our PCS-based method, we need
to include more possible pairs to be inputted into the ML models
for relation prediction. This requires a mechanism to be able to
identify hierarchical relations between terms that are not
lexically related, and in the meantime, to avoid introducing
false-positive results. The difficulty lies in the ability to
distinguish the ndr pairs from the other 2 relations. Future
research may focus on the following aspects: (1) Although we
enlarged the set of ndr pairs in this study, it is still impractical
to collect all possible ndr pairs for classification; we will try
ML algorithms that are able to classify the relations based only
on positive samples, and hence, there will be no need to collect
ndr pairs then. (2) Except for the lexical information of the
concept names, we will try including additional knowledge such
as metadata or even structural information to the embedding
framework. (3) We tried 2 classic ML models in this study and
did not apply too much effort to parameter tuning or model
refinements. We believe that further exploration of this aspect
will also help.

Also, to make the methodology provided in this study scalable
to more cases in diverse ontologies such as SNOMED CT [29],
the key is for the ML models to be able to “interpret” the
semantic meaning behind each biomedical term. This will
require a suitable embedding method in the biomedical field.
In the future, we will try other embedding methods learned from
multiple sources of biomedical data, such as Cui2Vec [30] or
BioBert [31], to generalize the method to other cases.

The 100 cases we experimented with in the FMA are not large
because the closely related term trees in the testing sets are
relatively small. If the target group is much larger, the
performance of the proposed algorithm may not be as strong
since more terms will increase the number of ndr pairs. In the
future, we will try the methods mentioned above and will work
on larger term groups.

This study is an initial step toward automated ontology
construction. As the training dataset is collected from the same
ontology, the methodology we proposed in this study is
applicable, provided that a part of the ontology is already known.
To structure an ontology from scratch, the relations between
entities will have to be learned from other knowledge sources
such as the UMLS [32] or the literature. We believe our study
will provide insight for future studies in this field. Moreover,
the methodology provided here can be easily deployed for
determining insertion positions for incoming concepts in
ontology enrichment processes. Also, as the results show, some
predicted relations are more reasonable than the real cases,
which indicates that ontology quality assurance tasks can also
benefit from this study.
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Conclusions
In this study, given a set of closely related concept names in
the FMA, we investigated an automatic way to generate the
taxonomy and partonomy structures for them. We trained
machine learning models to predict if there exists a direct
hierarchical relation between 2 given terms; based on this, we

further proposed an innovative granularity-based method to
automatically organize a given set of terms. The 100 cases that
we studied in the FMA demonstrated that our method is effective
for structuring ontology concepts automatically, provided that
their names are given. We believe this pioneering study will
shed light on future studies on automatic ontology creation and
ontology maintenance.
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Multimedia Appendix 1
The original hierarchy map for the concept group “First Rib” in the Foundational Model of Anatomy. Red arrows represent 34
is-a relations; gray arrows represent 55 part-of relations.
[PNG File , 753 KB - medinform_v8i11e22333_app1.png ]

Multimedia Appendix 2
Result for the automatic structuring of 57 concept names. The nodes represent the 37 parallel concept sets (PCSs); dashed rectangles
represent PCSs with more than 1 term. The nodes in green are the 2 thread roots; arrows connect terms instead of PCSs. Gray
arrows represent the 69 correctly predicted is-a and part-of relations; yellow arrows represent the 20 missed part-of relations;
red arrows represent the 14 predicted part-of relations that do not exist in the Foundational Model of Anatomy (FMA).
[PDF File (Adobe PDF File), 35 KB - medinform_v8i11e22333_app2.pdf ]
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Abstract

Background: The parents of hospitalized children are often dissatisfied with waiting times, fasting, discharge criteria, postoperative
pain relief, and postoperative guidance. Parents’ experiences help care providers to provide effective, family-centered care that
responds to parents’ needs throughout the day surgery pathway.

Objective: The objective of our study was to describe parental experiences of the pediatric day surgery pathway and the needs
for a digital gaming solution in order to facilitate the digitalization of these pathways.

Methods: This was a descriptive qualitative study. The participants (N=31) were parents whose children were admitted to the
hospital for the day surgical treatments or magnetic resonance imaging. The data were collected through an unstructured, open-ended
questionnaire; an inductive content analysis was conducted to analyze the qualitative data. Reporting of the study findings adheres
to the Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist.

Results: Parental experiences of the children’s day surgery pathway included 3 main categories: (1) needs for parental guidance,
(2) needs for support, and (3) child involved in his or her own pathway (eg, consideration of an individual child and preparation
of child for treatment). The needs for a digital gaming solution were identified as 1 main category—the digital gaming solution
for children and families to support care. This main category included 3 upper categories: (1) preparing children and families for
the day surgery via the solution, (2) gamification in the solution, and (3) connecting people through the solution.

Conclusions: Parents need guidance and support for their children’s day surgery care pathways. A digital gaming solution may
be a relevant tool to support communication and to provide information on day surgeries. Families are ready for and are open to
digital gaming solutions that provide support and guidance and engage children in the day surgery pathways.

(JMIR Med Inform 2020;8(11):e23626)   doi:10.2196/23626
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Introduction

Background
The Global Observatory for eHealth has defined mobile health
(mHealth) solutions as “medical and public health practice
supported by mobile devices, such as mobile phones,
patient-monitoring devices, personal digital assistants (PDAs),
and other wireless devices” [1]. These digital or connected
health services or solutions are changing medical and public
health practices [2]. However, assessment frameworks should
respect the needs and capacity of each medical system or country
[3]. Gaming and gamification are areas of mHealth, which can
expand users’ acquiescence with health interventions and
improve users’ capability to self-administer and adherence to
treatment [4]. Among health care professionals, developing
games should be evidence-based and targeted to those who need
them [5]. Gamification includes game design elements in a
nongame context [6]. Game elements include competition under
rules, a narrative context, a feedback and communication system,
and time pressure. In addition, gamification engages users with
unparalleled intensity and as per a duration system [6,7]. Serious
health games (SHGs) can include educational and physiological
elements as well as additional knowledge on how to influence
the goal achieved through the game, such as alleviating pain or
anxiety among children or parents [5,8].

For children, day surgery procedures are more common than
inpatient procedures [9]. Every year, approximately 3%-10%
of children (age <17 years) experience hospital stays in
developed economies, such as the United States and Europe
[9-11]. Day surgery patients are admitted, operated on, and
discharged on the same calendar day [12,13]. A day surgical
pathway should be based on a well-planned protocol, defining
all the steps from planned treatment, to hospital admission, and
to hospital discharge within the same day. A day surgical
pathway is cost-effective and includes a nurse‐delivered
preanesthetic assessment consisting of preoperative education
and appropriate postoperative care guidance. Such careful
patient guidance reduces hospital readmissions. [14]. Surgical
conditions constitute a significant proportion of the global
burden of diseases [15]. However, careful patient selection,
refinements in surgical and anesthetic techniques and devices,
and successful patient outcomes have contributed to the optimal
utilization of surgical processes along with early discharge [14].

Outpatient care also includes patients who are sedated for
magnetic resonance imaging (MRI) and are discharged after
treatment [16]. Guidelines from the Association of Anaesthetists
and the British Association of Day Surgery underline the
importance of instructions concerning day surgery and its flow
[14]. An ideal day surgery pathway includes minimized waiting
times, information on day surgery procedures, routine
preoperative checks on the day of admission, analgesia and
other postoperative information at discharge, and eventually,
instructions for telephone follow-up [13]. The information
provided should be of high quality, procedure-specific (for
families), and age-appropriate (for children) [14,17]. Patients
should be admitted to the day surgery units as close as possible
to the time of their surgery.

This paper focuses on parental experiences from the pediatric
day surgery pathway. Our study is part of the Icory (Intelligent
Customer-driven Solution for Orthopaedic and Paediatric
Surgery Care) project in which the ecosystem of hospitals,
researchers, and technology providers, together with children
and families, are codeveloping a digital gaming solution for the
day surgery path.

According to the previous meta-analysis, digital gaming
solutions can reduce children’s preoperative anxiety and increase
parental satisfaction [18]. In addition, digital gaming solutions
can be considered as nonpharmacological distraction tools for
children. Parents’experiences may help care providers to deliver
more effective, family-centered care that responds to parents’
needs throughout the day surgery pathway [18]. Family-centered
care considers the individual needs of parents and children [19]
and emphasizes the role of written information intended to
reduce parental anxiety and stress regarding day surgeries
[20,21]. In the child-centered care, a child is a person with their
own voice and joint participation and partnership in a care
environment and is considered competent [19].

In day surgery processes, appropriate preoperative preparation
is crucial [22,23]. Usually, the day surgical treatment is a unique
experience for both the child and family. The incidence of
preoperative anxiety in children varies between 40% and 75%
[24,25]. In order to avoid unexpected stress, the whole family
needs to be prepared for upcoming surgery [26]. Untreated
anxiety is associated with increased intensity of pain afterwards
[26-28]. In addition, parental anxiety has an enormous effect
on children’s preoperative anxiety, which correlates with
increased postoperative pain in children [28]. Correspondingly,
the factor of postoperative pain is associated with parental
satisfaction in pediatric day surgery [29].

The parents of hospitalized children perceive high levels of
stress and anxiety [30,31]. In addition, they are dissatisfied with
waiting times [32,33], fasting [32], discharge criteria [13,34],
and postoperative pain relief [29]. Parental satisfaction with
treatment and the care itself, however, is good [29].

Our study focuses on the gap between the information provided
to parents and their needs. In addition, the expectations from a
digital gaming solution were addressed to support the
digitalization of pediatric day surgery pathways. The research
questions were as follows:

1. What are the experiences of parents of care in the pediatric
day surgery pathway?

2. What are the needs of parents for a digital gaming solution
in the pediatric day surgery pathway?

Methods

Design
This was a descriptive qualitative study based on the experiences
of parents of hospitalized children [35,36].

Participants and Settings
Participants were asked to volunteer and participate in the study
using convenience sampling [35]. The inclusion criteria were
as follows: parent or custodian of a child who was receiving a
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day surgical treatment at the selected hospital, ability to
understand and write in Finnish, and access to a laptop or a
mobile app for answering the questionnaire. The selected
participants were acquainted with the research topic [37] because
of the experience of their child’s day surgery pathway in the
hospital.

The respondents consisted of parents (N=31) whose children
were admitted to otolaryngologic surgery (n=7), plastic surgery
(n=3), oral/dental surgery (n=1), ophthalmic surgery (n=1),
orthopedic surgery (n=7), soft tissue surgery (n=3),
gastroenterological surgery (n=5), vascular surgery (n=1), and
MRI (n=3). Out of the 31 parents, 23 (74%) were females aged
30-39 years, and 8 (26%) were males.

The study was conducted at the university hospital in Finland,
a 140-bed tertiary care pediatric hospital. The hospital provides
specialized health care in pediatrics, including pediatric surgery,
child neurology, and child psychiatry. In addition, the hospital
has been assigned the national treatment responsibilities in
specific pediatric conditions, for example, cardiac surgery and
organ transplant. In 2019, a total of 6883 surgical operations
were performed of which 3300 were day surgery procedures.

Data Collection
The data were collected using an unstructured questionnaire.
The questionnaire was planned and designed via remote
meetings in 2018 by a panel of 7 specialists from the University
of Oulu, VTT Technical Research Centre of Finland, Helsinki
University Hospital, and Oulu University Hospital. The panel
included pediatricians, nurses, and researchers. The
questionnaire was designed to gather information on current
pathways of children’s day surgeries in order to develop a more
digitized pathway; it was based on the findings from an earlier
study [2]. The questionnaire was designed to address the
research questions using 3 demographic and 6 open-ended
questions (Textbox 1). The questionnaire was tested in March
2019 by a PhD student and a professor in the selected hospital
with parents who were waiting for treatment for their children.
The parents were invited to respond to Questback Essentials’
web-based unstructured questionnaire via a quick response (QR)
code using their own mobile phones. A total of 5 parents
responded, and thus the questionnaire was considered usable.

Textbox 1. Unstructured questionnaire for parents.

1. Respondents’ demographics

2. Respondents’ demographics

3. Has your child been in a day surgery unit? Yes/No

4. What kind of treatment has your child had?

5. What kind of information did you receive from the hospital staff about what is going to happen during your child’s day surgery treatment?

6. Could you describe what kind of support you received during your child’s treatment?

7. Can you tell us how your child was involved in the care path provided by the hospital staff?

8. Did you have an access to any treatment-related games during your child’s care that you would have played with your children?

9. Demo of the Icory solution: What do you think of this solution? What kind of solution should be available?

Data collection was conducted from October 2019 to December
2019. The research nurse recruited voluntary respondents from
the hospital’s recovery room while children were in the
postanesthesia care unit. The parents answered the anonymous
questionnaire via their own smartphones or laptops. If the
respondent did not have a smartphone or a laptop, one was
provided to them by the research nurse. The researchers were
not able to identify individual respondents.

Data Analysis
The qualitative data were analyzed by conducting an inductive
content analysis, which included 3 main phases: preparation,
organization, and reporting [35,36]. Inductive content analysis
is used when knowledge is fragmented or when there is little
knowledge of the phenomenon [38]. Content analysis is a
method of analyzing written, verbal, or visual communication
that distills words into content-related categories for providing
new knowledge of the phenomenon [38,39]. The data were
analyzed using NVivo 12 (QRS International), a qualitative
research software. Demographic data were reported using
frequencies and percentages.

First, the data were evaluated for quality by 3 researchers (AR,
MMJ, and TP). The data were transferred to NVivo 12. In the
analysis, initial impressions were written down as notes. Second,
the data were abstracted into open codes and transferred into
tables. Similarly, open codes were grouped into categories [38].
Third, those categories were named using a word that was
characteristic of the content and were formed into subcategories.
Similar subcategories were grouped together and called upper
categories. The process produced 294 open codes, 21
subcategories, 9 upper categories, and 4 main categories. The
data analysis was conducted by 2 researchers (AR and MMJ),
discussed and agreed upon by 3 researchers (AR, MMJ, and
TP), and commented on by the researchers who developed the
questionnaire (OH, MP, and PL).

Rigor
Rigor was ensured using the criteria of credibility, dependability,
confirmability, transferability, and authenticity [35,40,41].
Credibility and dependability in this study were ensured by
designing the questionnaire based on early studies [2,25,42]
and based on the actual needs of the selected hospital.
Confirmability was established in the analysis process through
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researcher triangulation (AR, MMJ, and TP). The preparation
phase included defining participant inclusion criteria, planning
the data collection in questionnaire format to reach data
saturation, and selecting the unit of analysis.

Saturation was achieved when the written answers began to
repeat themselves in the collected data. Transferability was
established in this study by describing the hospital environment
in which the study was conducted in order to enable the
interpretation and transfer of the results in other contexts.
Authenticity was ensured through quotations to indicate the
richness of data [41]. The reporting was performed
systematically according to the COREQ (Consolidated Criteria
for Reporting Qualitative Research) criteria (Multimedia
Appendix 1) [43].

Ethical Considerations
The study was reviewed by the local ethical committee (decision
#3181-2018) and was granted a research permit (decision
#284-2019). The aim of this study was verbally explained to

the respondents by the research nurse, and they were informed
that responding to the questionnaire was entirely voluntary. The
questionnaire was designed so that it would be impossible to
identify the respondents. The study followed the Helsinki
Declaration [44]. All participants were informed about the
voluntary nature of the research [21,45].

Results

Analysis of the data for the first research question revealed 3
main categories related to the parents’ experiences of their
children’s day surgery pathways: (1) needs for parental guidance
(which included 2 upper categories—content of information
and patient flow during the day surgery pathway), (2) needs for
support in the children’s day surgery pathway (which included
the upper categories—physiological support for children and
psychological support for children and families), and (3) child
involvement in their own pathway (which included upper
categories—consideration of an individual child and preparing
a child for treatment) (Table 1).
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Table 1. Parental experiences of the care in the children’s day surgery pathway.

ExperiencesCategories

Main category 1: Needs for parental guidance

Upper category 1: Content of information

Subcategory 1: Transparency of the pathway • Lack of knowledge regarding operating theater activities
• Unexpected follow-up overnight
• Unexpected changes in day surgery pathway
• Lack of knowledge regarding day surgery pathway
• Lack of instruction regarding surgical wound
• Instructions could be sent by email
• Instructions in the information letter should be updated

Subcategory 2: Analgesia and amnesia • Lack of knowledge regarding pain management
• Need for pain management guidance
• Need for information about anesthesia

Upper category 2: Patient flow during the day surgery pathway

Subcategory 1: Physical environment • Lack of information regarding free parking
• Guidance signs are needed
• Timely permission for entering the waiting room

Subcategory 2: Waiting time • The overall waiting time was too long
• Waiting is challenging with hungry children
• The waiting time for the operation was too long
• Progress regarding the waiting time should be shared by nurse
• Unsustainable schedules

Subcategory 3: Roles and responsibilities • Doctor did not call following operation
• Discrepancies in responsibilities
• Superficiality of information
• Nurses are better at sharing information

Main category 2: Needs for support

Upper category 1: Physiological support for children

Subcategory 1: Eating after operation • Meal requirements
• Unsuitable food after operation
• Conflicting information regarding available meals

Subcategory 2: Environment safety • Hearing protectors for sound-sensitivity

Upper category 2: Psychological support for children and family

Subcategory 1: Rewards and trophies • Rewards are pleasing

Subcategory 2: Psychological needs • Parents’ psychological needs should be enquired about
• Parental well-being should be considered

Subcategory 3: Timing of guidance • Correct timing for nursing guidance
• Parental role and timing in sudden situation

Main category 3: Child’s involvement in his or her own pathway

Upper category 1: Consideration of individual children

Subcategory 1: Individual needs • Needs of sound-sensitive children
• Own devices for sound-sensitive child

Subcategory 2: Giving more time to children • More time should be given to children by the nurse
• Calming should be ensured before operation

Upper category 2: Preparation for treatment

Subcategory 1: Preparation for treatment • Familiarization with treatment should be ensured
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ExperiencesCategories

• Pictures to help preparation
• Games to help preparation

Subcategory 2: Preparation with games and pictures

Analysis of the data for the second research question revealed
1 main category, a digital gaming solution for children and
families to support care. This category included 3 upper

categories: preparing children and families for the day surgery
via the solution, gamification in the solution, and connecting
people through the solution (Table 2).

Table 2. Parental needs for a gamification solution in the day surgery pathway.

ExperiencesDigital gaming solution for children and families to support care

Upper category 1: Preparing children and families for the day surgery via the solution

Subcategory 1: Preparing via digital gaming solution • General information about surgery
• Instructions available beforehand in solution

Subcategory 2: Virtual familiarization with the care environment • Virtual tour
• Familiarization with operation room beforehand
• Visibility of real environment

Subcategory 3: Waiting time in solution • Information on waiting time
• Distraction from waiting

Upper category 2: Gamification in the solution

Subcategory 1: Gamification to overcome hospital anxiety and fear • Games with music
• Videos in solution
• Fun in order to relieve fear
• Games for reducing fear

Subcategory 2: Gamification in support of care • Games for preparation
• Games for rehabilitation
• Age-appropriate material for children

Upper category 3: Connecting people through the solution

Subcategory 1: Interaction between the medical staff, families, and children • Interaction between nurses and patient
• Support and guidance from staff (apart from game

Subcategory 2: Peer support • Children telling stories about treatment via solution
• Ability to share feelings

Needs for Parental Guidance
The parents described their experiences and ideas regarding the
information that could help both families and children address
the challenges they experienced in the day surgery pathway.
Identified categories were related to the content of information
and patient flow during the day surgery pathway.

Content of Information
This upper category included 2 subcategories: transparency of
the pathway and analgesia and amnesia. Generally, the content
of the provided information (eg, admission instructions, dining,
fasting, overnight stay, pain management, parking, patient
flow—including preoperative preparation, time, and place) was
considered sufficient. For instance, one parent wrote:

I think we got proper information throughout the
whole treatment process. They told us where to go
and how to prepare for the treatment.

However, some respondents faced challenges regarding the
transparency of the pathway and analgesia and amnesia, which
are subcategories of this upper category.

Transparency of the pathway included the needs for knowledge
of information concerning the children’s day surgical pathway.
Parents faced challenges in receiving information on the stages,
milestones, and procedures of day surgeries. According to
parents, there was a lack of knowledge about the discharge
criteria. Moreover, sudden changes brought further challenges
in obtaining information. For instance, one respondent wrote:
“It was supposed to be a day surgery treatment, but our child
needed to be monitored overnight.” Correspondingly,
respondents made suggestions related to the information on
postsurgery care: “I would like to have better instructions on
what to be aware of and what not to do with a surgical wound.”

According to parents, a digital solution with different kinds of
features (eg, email) could be utilized in order to enhance
information transfer, as one of the respondents remarked, “Yeah,
an email could have been a working solution” for providing

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e23626 | p.197http://medinform.jmir.org/2020/11/e23626/
(page number not for citation purposes)

Rantala et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


information about the day surgery. The implementation of
information transfer (eg, individual counseling delivered via
face-to-face contact and telephone; written counseling delivered
via letter, email, and SMS reminders) was considered sufficient.
One of the parents expressed the following view: “The flow of
the care pathway was well communicated by the medical staff
on the day, before the treatment, and before and after the
treatment in the recovery room.”

Analgesia and amnesia included needs for information
concerning pain management. According to respondents, there
was a lack of information on the management of postoperative
pain and treatment-related pain. One of the respondents
maintained, “We don’t know anything about that (pain
management at home) yet, I have asked about possible pain
but...” In addition, there is a lack of knowledge related to
amnesia/sedation. For instance, one respondent wrote:

The one thing we were worried about was how
amnesia would go and we asked about it. However,
that was confirmed in the operation room.

Patient Flow During the Day Surgery Pathway
The parents described their experiences and ideas regarding the
patient flow in the day surgery pathway. Identified categories
were related to the physical environment, waiting time, and
roles and responsibilities, which are 3 subcategories of this
upper category.

Physical environment was related to the lack of information
regarding free parking and guidance signs. The respondents
faced challenges in accessing parking and parents’waiting areas.
According to the respondents, more information about the free
car parking and waiting places needed to be added to the
information letter. One of the respondents described the
following challenge:

We haven't been to the place (hospital) before. I
verified the location of the car park from the website.

The respondent also added: “The only thing was that the request
for entry to the parents’ living room was made too late.”

Waiting time was related to the main challenges and needs. The
arrival time, for instance, was considered to be the same as
surgery time. One of the respondents expressed this view by
stating, “We had time for the treatment but still we had to wait
with other parents for 2-3 hours.” Overall, the waiting time was
considered too long, and more information regarding the
remaining waiting time was warranted. The following excerpt
from one of the respondents expresses such a view: “There
should have been some kind of information about how long our
waiting time (for the treatment) would be.” The timing of patient
counseling was also considered nonoptimal in certain
circumstances.

Roles and responsibilities were related to the challenges faced
by children and parents in their interactions with the hospital
staff. It was unclear how and who would announce what. Despite
certain promises, surgeons did not share information about the
surgery before and after surgery, or they shared information
about surgery superficially and briefly. For instance, one
respondent wrote, “There was information on the screen in the

waiting room that the doctor would call after the treatment, but
this never happened.”

In addition, the answers received were somewhat
indicative/suggestive. However, the respondents made some
suggestions regarding the digital gaming solutions and child
involvement in their own care pathways.

Needs for Support

Support for Children and Family
The second main category included 2 upper categories that
parents described as needs for the day surgical pathway:
physiological support for children and psychological support
for children and families. The received support (eg, explanations,
parents’ involvement, support from nearby, and friendliness of
staff) was considered sufficient. In addition, most of the
respondents felt that the service provided by the hospital was
friendly, attentive, and informative.

Physiological Support
This upper category was related to the challenges of eating after
an operation and environmental safety. Conflicting information
was observed related to postsurgery meals. The postoperation
meal requirements were referenced in many responses, as was
the need for hearing protectors for sound-sensitive children.

Psychological Support for Children and Families
This upper category addressed the need for rewarding children
after operation, timing of guidance from nurses in sudden
situations, parental role and timing in sudden situations, and
lack of psychological support for parents. Parental involvement
was also related to the challenges in their roles. One respondent
stated, “It was hard in the operating room (before anesthesia),
when you should be focused on your child’s excitement and at
the same time matters relating to anaesthesia.”

One of the respondents felt that their psychological needs were
ignored in the hospital and mentioned, “Psychological needs
were not taken into account and they (hospital staff) could have
asked us about it.”

Child Involvement in His or Her Own Care Pathway

Consideration and Preparation
The parents described their experiences and ideas regarding
their children’s involvement in their own care pathways. The
identified categories were related to the consideration of an
individual child and preparation for treatment, reflecting 2 upper
categories in this main category.

Children’s involvement in their own care pathway (eg,
answering the child’s questions, talking to the child, turning
attention elsewhere, considering the child’s fear, encouraging
and praising the child, giving time to situations faced by
children, listening to the child, involving the child in the care
path, and taking the individual into account) was considered
sufficient. For instance, one respondent stated, “My child was
also allowed to ask questions that bothered him, and they were
answered really well.”
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However, some respondents had faced challenges regarding
consideration of an individual child and preparing a child for
treatment, which were subcategories for this main category.

Consideration of an Individual Child
This category was related to the needs of children with special
needs and allowing time for children to calm down. The
individual needs of sound-sensitive children should be taken
into account.

Preparation for Treatment
This category included the challenges related to children’s needs
for parents in the operation room before anesthesia, needs to
familiarize themselves with the hospital environment in advance,
and needs of requiring more time to deal with frightening
situations. Respondents collectively described these needs as
giving time to children before their operations. One respondent
explained this need as follows:

Going to the operating room caused a little extra
stress, as the speed was faster there than the speed
in the restroom. It would have been good to calm the
child down a bit before starting the operation.

A Digital Gaming Solution for Children and Families
to Support Care

Preparation, Gamification and Connection
Respondents described their needs for a digital gaming solution
that could help children and families in children’s day surgery
care. This included 3 upper categories: preparing children and
families for the day surgery, gamification in solutions, and
connecting people through the solution (Table 2).

Games are not implemented in the hospital’s current pathways
of pediatric day surgeries. However, parents reported positive
attitudes toward a digital gaming solution for pediatric day
surgery. For instance, one respondent noted, “Today’s kids are
born at this time of technology, so I think games could work
well for kids of a certain age.”

In addition, attitudes toward rehabilitation through playing and
gaming were positive. The identified requirements for digital
gaming solutions were divided into 7 subcategories.

Preparing Children and Families for the Day Surgery
via the Solution
The proposed needs for a digital gaming solution were related
to 3 different items: preparing via a digital gaming solution,
virtual familiarization with the care environment, and managing
the waiting time with a solution. These are the subcategories of
this upper category.

Preparing via a Digital Gaming Solution

This subcategory included aspects that could enable children
to prepare for their treatment. The solution should include
general information about surgery, whereas instructions
concerning treatment were supposed to be already available.
Information storage in the game would decrease the need for
information retrieval. According to respondents, the developed
digital gaming solution should be easy to use. An informative
gaming solution would reduce the need for Googling, as a

respondent added, “That kind of solution would reduce need
for Google.”

Virtual Familiarization With the Care Environment

Virtual familiarization with the care environment included
parental needs for a virtual tour for children and families,
information about the operating room via virtual visits, and the
ability to see the hospital via the solution. In addition, a digital
gaming solution could include genuine pictures of various
hospital spaces.

Managing the Waiting Time With a Solution

This subcategory, managing the waiting time with a solution,
was seen as an important requirement for the solution. The
solution would need to provide parents with information about
the waiting times following the treatments. In addition, the
solution could be applied in other circumstances to relieve
waiting.

Gamification in the Solution
The upper category of gamification in the solution included the
following 2 subcategories: gamification to overcome hospital
anxiety and fear and gamification in support of care. This upper
category also considers parents’expectations from gamification
in the solution.

Gamification to Overcome Hospital Anxiety and Fear

This category included parental needs for solutions for children.
According to parents, a digital gaming solution could include
all sorts of fun and interactive features (eg, videos, games, and
music) to reduce fear. The following excerpt expresses this
view:

After all, children can’t help but like everything
interactive and cool. Even if the device offers nothing
but fun for the child, it will certainly be helpful to
relieve fear.

Gamification in Support of Care

According to respondents, the gamification could include
age-appropriate information regarding the most common types
of surgeries. According to parents, certain games could be
utilized for the preparation for surgery as well as postoperative
recovery (eg, rehabilitation). For instance, one respondent stated,
“It would be good to prepare themselves for treatment via a
solution.”

Connecting People Through a Solution
This upper category included 2 subcategories—interactions
between medical staff, families, and children and peer support.
The parents stated that the digital gaming solution could enable
interaction between the hospital and families and enable the
peer support: “I like the thought that with the help of the solution
parents could connect with nurses.”

According to parents, a digital gaming solution could include
children’s own positive stories regarding their day surgery
pathways. In addition, a digital gaming solution could enable
the sharing of feelings with others in order to reduce fear. One
of the respondents expressed, “Being able to share their feelings

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e23626 | p.199http://medinform.jmir.org/2020/11/e23626/
(page number not for citation purposes)

Rantala et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


with others going through similar measures could be a good
way to address their fears.”

Discussion

Principal Results
To the best of our knowledge, this is the first qualitative study
that explores parental experiences throughout the entire pathway
of pediatric day surgeries in order to support the digitalization
of that pathway in the selected hospital. Our findings revealed
that although the current content and information transfer were
considered sufficient, parents expected (1) better guidance
related to the content of information, (2) more psychological
support, and (3) involvement of children in their own care
pathway. Additionally, it was found that there was a need for
a digital gaming solution that would provide the required
information and help families to be better prepared for their
oncoming treatments.

Strengths and Limitations
The results present the experiences of the needs of parents in
their children’s day surgery pathways. Almost all (28/31, 90%)
children had been in a day surgery, whereas 10% (3/31)
respondents had undergone an MRI. The number of respondents
was reasonably small—only 31—and the text material they
produced (that was analyzed in this study) was brief, as it usually
is when responding via the internet. However, the respondents
had a fresh perspective on the care the hospital provided to their
children, which strengthens our results.

The data could have had a greater breadth if there had been an
opportunity to conduct individual or focus group interviews.
Then the interviewees could have provided richer material to
be analyzed, or different perspectives could have been clarified.
However, the saturation was achieved, and the respondents
produced texts that included rich material for our inductive
content analysis. For future studies, the perspectives of children
should be included for broadening and strengthening the results.

It was not possible to get feedback on the results at an organized
event at the hospital because the respondents were anonymized,
and they did not ask the research nurse any further questions
while responding to the anonymous questionnaire. The results
are transferable to similar contexts where a hospital has
developed its own digital environment, but the generalizability
of the results would require further quantitative research with
a larger sample size.

Comparison With Prior Work
The need for support is in line with previous studies [21,23,29],
which explained a situation in which parents were unfamiliar
with how to conduct postoperative pain management for their
children. However, in our study, the parents were ready to view
a digital gaming solution as a relevant tool for supporting care
in different situations concerning the children’s day surgery
pathways. In recent studies, parents also needed more guidance
regarding fasting [23,32], equipment used in the operating and
recovery rooms [21], discharge criteria [13,34], and
postoperative complications [23,29]. In our study, parents
wanted to increase gamification, as it was considered as an

important aspect of the required guidance. The need for
psychological support is in line with previous literature, in that
participants were most frequently dissatisfied with waiting times
[21,32,33,46]. Thus, interventions aimed at reducing waiting
times and raising patient satisfaction are warranted. In our study,
parents were ready for a digital gaming solution, which could
be used in different kinds of situations, such as waiting for
treatment, reducing children’s anxiety, and patient guidance.
For future studies or for developing SHGs for parents and
children in the day surgery pathway, our study has addressed
the first stage of developing a gaming solution. We have
identified a target audience and expected outcomes [5].

According to respondents, the digital gaming solution could be
used to help families be better prepared for the coming
treatments. This could include a virtual tour of a hospital to
familiarize children with the environment beforehand. In the
study by Carlsson and Henningsson [47], the researchers realized
that visiting the operation room might not reduce parents’ or
children’s anxiety in surgery care situations. This finding is
contradicted by the study of Rantala et al [18], who argued based
on a recent meta-analysis that web-based interventions (eg,
educational web-based programs or age-appropriate streamed
videos) could be used to reduce children’s anxieties [18]. In
another study by Rantala et al [23], health specialists observed
that a digital gaming solution (developed for a hospital
environment, including virtual visits to the hospital for different
surgeries) would help families and children to be better oriented
to an upcoming treatment. In our study, parents considered a
child’s personal involvement in his or her care to be very
important. A gaming digital solution developed throughout the
care path can solve this challenge. In addition, the World Health
Organization [1] raises an important aspect that mHealth could
be used to increase patient commitment to their own care and
to develop a more personalized path for patient care. In a
previous systematic review, gamification was mostly used in
chronic diseases and for improving physical activity among
patients; there were no designed SHGs for children’s day surgery
pathway [4]. Thus, our study produces new knowledge for the
rapid day surgery pathway and helps developers consider the
parental perspective. In addition, peer support has been used in
mHealth app solutions for children with chronic diseases [4,48].
In our study, parents were open to peer support via a gaming
digital solution. For future studies, it would be important to
examine whether this could be used as an alternative method
of patient counseling that could reduce hospital readmissions
in children’s day surgeries [14,34].

Overall, the results of the study agree with the existing literature
on patients’ expectations and needs related to hip and knee
arthroplasty [49]. In this study, the patients suggested that they
needed a digital solution that allows for better real-time
communication methods (eg, information transfer, discussion
forums) and patient counseling (eg, resources, content and
implementation). In addition, our results support the previous
literature on treatment pathways for surgical patients [49-52].
To the best of our knowledge, prior studies have not focused
on the pathways of pediatric day surgeries. In this respect, our
study produces new research.
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Conclusion
The parents of children in day surgeries need reliable
information about the pathways of those surgeries. Children
must be involved in the care paths of their day surgeries. These
parents were open to digital gaming solutions. They expressed
their thoughts on what kinds of solutions would be relevant to

the clinical practice and could positively affect the care provision
in hospitals. The digital gaming solution should be developed
for the needs of children and provide important information
about day surgeries to families. The findings of this study can
be applied for integrating digital solutions into hospital
environments.
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Abstract

Background: Human sperm quality fluctuates over time. Therefore, it is crucial for couples preparing for natural pregnancy to
monitor sperm motility.

Objective: This study verified the performance of an artificial intelligence–based image recognition and cloud computing sperm
motility testing system (Bemaner, Createcare) composed of microscope and microfluidic modules and designed to adapt to
different types of smartphones.

Methods: Sperm videos were captured and uploaded to the cloud with an app. Analysis of sperm motility was performed by
an artificial intelligence–based image recognition algorithm then results were displayed. According to the number of motile sperm
in the vision field, 47 (deidentified) videos of sperm were scored using 6 grades (0-5) by a male-fertility expert with 10 years of
experience. Pearson product-moment correlation was calculated between the grades and the results (concentration of total sperm,
concentration of motile sperm, and motility percentage) computed by the system.

Results: Good correlation was demonstrated between the grades and results computed by the system for concentration of total
sperm (r=0.65, P<.001), concentration of motile sperm (r=0.84, P<.001), and motility percentage (r=0.90, P<.001).

Conclusions: This smartphone-based sperm motility test (Bemaner) accurately measures motility-related parameters and could
potentially be applied toward the following fields: male infertility detection, sperm quality test during preparation for pregnancy,
and infertility treatment monitoring. With frequent at-home testing, more data can be collected to help make clinical decisions
and to conduct epidemiological research.

(JMIR Med Inform 2020;8(11):e20031)   doi:10.2196/20031

KEYWORDS

Male infertility; semen analysis; home sperm test; smartphone; artificial intelligence; cloud computing; telemedicine

Introduction

Infertility is a worldwide problem, with a prevalence of 15%
[1], and sperm plays an important role [2]. In the process of
fertilization, sperm are initially ejaculated around the cervix
and then swim to the proximal oviduct, where they encounter
the oocyte and accomplish fertilization [3]. To accomplish

fertilization, large numbers of sperm are needed to overcome
the filtration of cervical mucus while progressive motility is
necessary for sperm to travel for a long distance. Human sperm
concentration and motility fluctuate over time [4]. Therefore,
frequent monitoring of sperm concentration and motility is
crucial for couples who are preparing for spontaneous
pregnancy.
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Conventionally, men are asked to have semen analysis
performed at a doctor's office or laboratory, a procedure that is
both time-consuming and embarrassing for men, according to
our clinical observations and prior literature [5]. Hence, it makes
frequent measurement of sperm concentration and motility
difficult. To tackle this problem, several trials of home sperm
tests were developed in the past few decades, such as
SpermCheck [6], Fertell [7], and Trak Male Fertility Testing
System [8]. Some, such as YO sperm test and the Kobori single
ball-lens system, attracted a lot of attention; both are systems
that utilizes platforms based on smartphone systems [9,10].
There are some advantages to using smartphone-based home
sperm tests, such as high-resolution video recording, robust
calculation ability, and accessible internet communication. All
these advantages can allow users to be tested in a setting that
encourages more frequent measurements, while preserving the
privacy and accuracy of results, similar to those of other
point-of-care test systems that have been applied in

measurements of blood sugar, blood pressure, and body
temperature.

Bemaner (Shenzhen Createcare Technology Co) is a
smartphone-based home sperm motility measurement system
composed of a microscope and microfluidic modules and is
designed to adapt to different types of smartphone designs and
interfaces (Figure 1). Bemaner is quite different from the YO
sperm test and the Kobori single ball-lens system [10]. The YO
sperm test utilizes a tailor-made adapter (slide) to fit specific
types of smartphones, but Bemaner can fit all smartphones
currently. Sperm videos are captured and uploaded to the cloud
from the smartphone via software apps. Unlike the Kobori single
ball-lens system, in which motile and static sperm are counted
by a person [10], for Bemaner, analysis of sperm motility is
performed by an artificial intelligence (AI) image recognition
algorithm, and results are displayed to end users on the
smartphone interface. The purpose of this study was to verify
the performance of the AI sperm image recognition algorithm
and cloud computing system.

Figure 1. Bemaner smartphone-based home sperm motility test system.

Methods

Video Clips of Motile Sperm and Results Computed
by AI
Semen samples can be collected at home by users. After 30
minutes of liquefaction, the semen sample is dipped by a small
biochip cup (analog to glass slide) and then covered by a large
biochip cup (analog to cover slip). The space containing semen
samples between these two cups is designed to be 10
micrometers deep, which can contain a single layer of sperm

for a specific volume of 0.2 microliters. Through the
microscopic and microfluidic modules of the device, the video
clips of motile sperm can be captured and uploaded by any
recent smartphone, which is easily aligned to the microscopic
and microfluidic modules (Multimedia Appendix 1).
Deidentified (ie, users' information removed) video clips of
motile sperm were retrieved from the central cloud computing
server (Alibaba cloud, Hangzhou, China). With the process of
deidentification, it was impossible to obtain specific user consent
for this study. However, the security and privacy of users'
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information were well protected through the process of
deidentification.

The results, including the concentration of total sperm, the
concentration of motile sperm, and the motility percentage,
computed by the AI image recognition algorithm (version
1.0.8_5/22) with cloud computing on the central server were
also retrieved with every video clip of motile sperm. In detail,
concentration of total sperm and motile sperm were derived by
the image recognition AI algorithm. Motility percentage is
calculated as the quotient of concentration of motile to total
sperm.

Scoring of Motile Sperm
The gold standard for assessing semen quality in the current
World Health Organization manual [4] is analysis performed
under a microscope by a well-trained professional staff.
According to the number of motile sperm in the vision field of
each video clip, the 47 deidentified videos of motile sperm were
classified into 6 grades (0-5) by a male-fertility expert with 10
years of experience. The criteria were the following: grade 0,
there are no areas of motile sperm in the field of vision; grade
1, some motile sperm; grade 2; the amount of motile sperm is
between grade 1 and 3; grade 3, motile sperm occupy half of
the field of vision; grade 4, the number of motile sperm is

between grade 3 and 5; grade 5, motile sperm occupy almost
the whole field of vision (Multimedia Appendix 2-Multimedia
Appendix 7).

Relationship Between Human and AI Results
The grade assessed by a male-fertility expert was an ordinal
variable; the relationships between grade and concentration of
total sperm, concentration of motile sperm, and motility
percentage was calculated determined with Pearson
product-moment correlation coefficients. Analyses were
calculated using the software Excel (Microsoft Inc, 2013). A P
value less than .01 was considered statistically significant.

Results

The results (concentration of total sperm, concentration of motile
sperm and motility percentage) of the AI algorithm and the
distribution of scored grade according to the number of motile
sperm in the vision field of each video clip are is shown in Table
1.

Relationships between the grades and Bemaner AI algorithm
results were r=0.65 (P<.001) for concentration of total sperm
(Figure 2), r=0.90 (P<.001) for motility percentage (Figure 3),
and r=0.84 (P<.001) for concentration of motile sperm (Figure
4).

Table 1. Results.

ValueSource and variable

Bemaner AI algorithm-based, mean (SD)

111.02 (72.13)Concentration of total sperm (million cell/mL)

50.87 (61.47)Concentration of motile sperm (million cell/mL)

32.8 (32.5)Motility percentage (%)

Sperm motility count by expert grade (million cell/mL), n

7Grade 0

8Grade 1

8Grade 2

5Grade 3

14Grade 4

5Grade 5
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Figure 2. Relationship between Bemaner concentration of total sperm and scored grades.

Figure 3. Relationships between Bemaner motility percentage and scored grades.
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Figure 4. Relationships between Bemaner concentration of motile sperm and scored grades.

Discussion

To our knowledge, this is the first smartphone-based system
for semen analysis accomplished through an AI image
recognition algorithm on cloud computing. Even though there
are other smartphone-based systems, such as YO sperm test [9]
and Kobori single ball-lens system [10], neither utilizes an AI
imaging recognition algorithm with cloud computing. YO sperm
test analyzes sperm videos by an app installed on a smartphone,
while Kobori single ball-lens system projects the mobile phone
captured videos onto a desktop monitor and counts sperm
parameters manually.

Additionally, there are some benefits for data processing through
cloud computing. Only requiring connection with the internet,
the system provides an increased flexibility and possibility in
terms of setting up test locations and test frequencies. It is also
easier for engineers to perform system maintenance such as
algorithm revision and software updates instead of frequent
update requests on the user end smartphone app. Also,
accumulated big data may demonstrate important

epidemiological characteristics of male fertility (eg, regional or
temporal). Such data processes, based on cloud computing, are
quite novel and promising for large-scaled epidemiological
studies and public-health related policy making.

The results calculated by Bemaner and grades assessed by a
male-fertility expert, motility percentage and concentration of
motile sperm, demonstrated better correlations with the scored
grade. The respective correlation coefficients are 0.90 (P<.001)
and 0.84 (P<.001). This means that motility percentage and
concentration of motile sperm calculated by Bemaner were
comparable to a male-fertility expert's judgment for assessing
sperm motility.

However, concentration of total sperm was only moderately
correlated (r=0.65; P<.001) with the scored grade. This is
attributed to some of total sperm being immobile sperm, which
cannot achieve natural fertilization [11,12].

With regard to corresponding motile sperm concentration of
each scored grade, the calibrated reference values of sperm
concentration are provided (Table 2).

Table 2. Calibrated reference values of sperm concentration.

Range (million cells/mL)Grade

00

<13.91

0-27.72

28.3-51.93

50.7-113.94

153.4-217.65

The accuracy of these values can be improved as the
accumulated data size grows. This is also one of the benefits
that these types of online processes for point-of-care test results
can provide.

In comparison with other smartphone-based sperm analysis
systems, such as YO sperm test [9] and the Kobori single
ball-lens system [10], Bemaner can provide users with
information about sperm concentration, motile sperm
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percentage, and motile sperm concentration. These parameters
are essential for a man to achieve natural fertilization. That may
be the reason why these parameters are chosen for screening
tests [13,14].

Graded results show more information about fluctuation of
sperm concentration and motility than results indicating positive
or negative, such as SpermCheck [6] and Fertell [7]. It is also
more easily understood by lay users. YO sperm test and
Bemaner, in the latest version of app on the smartphone provides
not only total sperm concentration, motile sperm concentration,
and percentage of motile sperm but also graded results of the
motile sperm concentration based on the findings of this study.
Both provide graded results for motile sperm concentration (ie,
YO score and Bemaner scored grade). It can be used as a home
sperm test instead of having comprehensive and robust sperm
parameters assessments in a fertility laboratory [4]. Practically,
graded results can be applied in some scenarios that require
information about fluctuating test results, such as male infertility
detection, sperm quality test during preparation for pregnancy,
and infertility treatment monitoring.

YO sperm test obtained test results by the installed algorithm
and the results were compared to those of another
image-recognition sperm test SQA-Vision (Medical Electronics
Systems) by Agarwal et al [9]. Kobori et al [10] counted sperm
on images projected to desktop screen and compared their results
with computer assisted semen analysis. In contrast, Bemaner
used an AI algorithm with cloud computing to analyze images
for sperm testing. The results were compared with the grades
assessed by an experienced male-fertility expert. Because the
images for analysis were uploaded by end users and deidentified,
it was impossible to acquire any original parameters of the
corresponding semen samples. (The appearance, viscosity, pH,
total sperm concentration and motile sperm concentration
manually measured under microscope for a semen sample are
original parameters of the sample. Only the previous captured
and uploaded videos of sperm could be retrieved in this study.)
Therefore, grades of sperm images were utilized as the reference
method. This is one of the limitations of the study.

Currently, the aforementioned 3 systems cannot analyze sperm
images to assess sperm morphology according to the World
Health Organization morphology assessment paradigm [4]. A
new version of the AI algorithm including morphology
assessment is currently in development for the Bemaner system.

In the face of emerging pandemics causing city lockdown and
health care need for remote regions, tele-medicine will prevail
and requires on-line processes of data and analysis connected

with off-line point-of-care tests for end users. The Bemaner
system is a prime example of this type of implementation,
especially for infertility, which is always related to the following
aspects: environmental pollution, life style, and diet [15-17],
the analysis of big data could contribute much more than
traditional case reports in research [18].

The framework of data processing in this system can be
reconstructed as the big data grows and we extend our scope to
collect the different aspects related to users' life style, diet,
environmental pollutions, and medical interventions. In the
future, some techniques of cloud computing and data storage
to optimize big data processing could be applied to help speed
the process, such as adopting concepts such as intermediate data
caching. Nevertheless, the current process of data transmission
and analyzing is similar to an application program interface
call, in which a request with the data is sent to the server, the
server processes the data with our image recognition algorithm
to generate the result, and the server responses with an answer.

There are still some improvements to be implemented in the
near future. The biochip cups for containing semen specimens
could be adjusted automatically by a step-motor to increase the
scope of observation and the number of observed sperm. The
optic module could be modified to increase the magnification
to define sperm's morphology according to the WHO criteria
[4]. Revisions of the AI image recognition algorithm will
continue to improve as data accumulates, enhancing its accuracy.
Big data for this system has huge potential to introduce various
insight, both in clinical and epidemiological fields, to improve
human fertility.

This smartphone-based system for measuring sperm motility
(Bemaner) accurately measures parameters related to sperm
motility and could potentially be applied toward the following
fields: male infertility detection, sperm quality test during
preparation for pregnancy, and infertility treatment monitoring.
With frequent testing, more data can be collected to help make
clinical decisions and conduct epidemiological studies.

The overall contributions of this paper are (1) to introduce a
novel online system for semen analysis calculated by an AI
image recognition algorithm combined with cloud computing
technology; (2) to prove the performance of the system by
correlating human and AI results; (3) to suggest potential
applications in male infertility detection, sperm quality test
during preparation for pregnancy, and infertility treatment
monitoring; and (4) to foresee that the big data collected by this
system can play an important role in making clinical decisions
and conducting epidemiological research.

 

Acknowledgments
Authors want to thank Yu-Chian Tsai from the University of Michigan for his ideas about cloud computing and device networking.

Authors' Contributions
H-CC and VF-ST contributed to the study concept and design. BZ contributed to the technology and devices implementation.
Y-HP contributed to acquisition of data. J-TH contributed to the statistical analysis. H-CC and VF-ST contributed to the
interpretation of results. J-TH and VF-ST drafted the manuscript. All authors gave final approval for the manuscript.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e20031 | p.210http://medinform.jmir.org/2020/11/e20031/
(page number not for citation purposes)

Tsai et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
BZ is the chief of research and development at Createcare. VF-ST is a medical consultant for Createcare.

Multimedia Appendix 1
Operating process of Bemaner.
[MOV File , 168101 KB - medinform_v8i11e20031_app1.mov ]

Multimedia Appendix 2
Scored grades of sperm videos: Grade 0.
[MOV File , 9520 KB - medinform_v8i11e20031_app2.mov ]

Multimedia Appendix 3
Scored grades of sperm videos: Grade 1.
[MOV File , 12746 KB - medinform_v8i11e20031_app3.mov ]

Multimedia Appendix 4
Scored grades of sperm videos: Grade 2.
[MOV File , 12138 KB - medinform_v8i11e20031_app4.mov ]

Multimedia Appendix 5
Scored grades of sperm videos: Grade 3.
[MOV File , 20759 KB - medinform_v8i11e20031_app5.mov ]

Multimedia Appendix 6
Scored grades of sperm videos: Grade 4.
[MOV File , 19378 KB - medinform_v8i11e20031_app6.mov ]

Multimedia Appendix 7
Scored grades of sperm videos: Grade 5.
[MOV File , 21784 KB - medinform_v8i11e20031_app7.mov ]

References
1. Agarwal A, Mulgund A, Hamada A, Chyatte MR. A unique view on male infertility around the globe. Reprod Biol Endocrinol

2015 Apr 26;13:37 [FREE Full text] [doi: 10.1186/s12958-015-0032-1] [Medline: 25928197]
2. Nosrati R, Graham PJ, Zhang B, Riordon J, Lagunov A, Hannam TG, et al. Microfluidics for sperm analysis and selection.

Nat Rev Urol 2017 Dec;14(12):707-730. [doi: 10.1038/nrurol.2017.175] [Medline: 29089604]
3. Suarez S, Pacey A. Sperm transport in the female reproductive tract. Hum Reprod Update 2006;12(1):23-37. [doi:

10.1093/humupd/dmi047] [Medline: 16272225]
4. Laboratory manual for the examination and processing of human semen. 5th edition. Geneva: World Health Organization;

2010.
5. Elzanaty S, Malm J. Comparison of semen parameters in samples collected by masturbation at a clinic and at home. Fertil

Steril 2008 Jun;89(6):1718-1722. [doi: 10.1016/j.fertnstert.2007.05.044] [Medline: 17658521]
6. Coppola M, Klotz K, Kim K, Cho H, Kang J, Shetty J, et al. SpermCheck Fertility, an immunodiagnostic home test that

detects normozoospermia and severe oligozoospermia. Hum Reprod 2010 Apr;25(4):853-861 [FREE Full text] [doi:
10.1093/humrep/dep413] [Medline: 20139122]

7. Björndahl L, Kirkman-Brown J, Hart G, Rattle S, Barratt C. Development of a novel home sperm test. Hum Reprod
2006;21(1):145-149. [doi: 10.1093/humrep/dei330] [Medline: 16267078]

8. Schaff UY, Fredriksen LL, Epperson JG, Quebral TR, Naab S, Sarno MJ, et al. Novel centrifugal technology for measuring
sperm concentration in the home. Fertil Steril 2017 Feb;107(2):358-364.e4. [doi: 10.1016/j.fertnstert.2016.10.025] [Medline:
27887718]

9. Agarwal A, Panner Selvam MK, Sharma R, Master K, Sharma A, Gupta S, et al. Home sperm testing device versus laboratory
sperm quality analyzer: comparison of motile sperm concentration. Fertil Steril 2018 Dec;110(7):1277-1284. [doi:
10.1016/j.fertnstert.2018.08.049] [Medline: 30424879]

10. Kobori Y, Pfanner P, Prins GS, Niederberger C. Novel device for male infertility screening with single-ball lens microscope
and smartphone. Fertil Steril 2016 Sep 01;106(3):574-578. [doi: 10.1016/j.fertnstert.2016.05.027] [Medline: 27336208]

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e20031 | p.211http://medinform.jmir.org/2020/11/e20031/
(page number not for citation purposes)

Tsai et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app1.mov&filename=5b9a5dde88ec47f6562a28619bc74e5e.mov
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app1.mov&filename=5b9a5dde88ec47f6562a28619bc74e5e.mov
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app2.mov&filename=a427c6a8457a9f5b965d1cbecc7e1ed5.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app2.mov&filename=a427c6a8457a9f5b965d1cbecc7e1ed5.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app3.mov&filename=747ca10c88edb6b646a7d711073cf7d1.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app3.mov&filename=747ca10c88edb6b646a7d711073cf7d1.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app4.mov&filename=750425536097008989b74c8045643178.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app4.mov&filename=750425536097008989b74c8045643178.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app5.mov&filename=8ec75dd8c390fc496b74bdb34c5e472e.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app5.mov&filename=8ec75dd8c390fc496b74bdb34c5e472e.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app6.mov&filename=cef9dc4341a108b1a123a3b01fc68ee0.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app6.mov&filename=cef9dc4341a108b1a123a3b01fc68ee0.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app7.mov&filename=cae34887514b5cbe5ef7b9beaa52a241.MOV
https://jmir.org/api/download?alt_name=medinform_v8i11e20031_app7.mov&filename=cae34887514b5cbe5ef7b9beaa52a241.MOV
https://rbej.biomedcentral.com/articles/10.1186/s12958-015-0032-1
http://dx.doi.org/10.1186/s12958-015-0032-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25928197&dopt=Abstract
http://dx.doi.org/10.1038/nrurol.2017.175
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29089604&dopt=Abstract
http://dx.doi.org/10.1093/humupd/dmi047
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16272225&dopt=Abstract
http://dx.doi.org/10.1016/j.fertnstert.2007.05.044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17658521&dopt=Abstract
http://europepmc.org/abstract/MED/20139122
http://dx.doi.org/10.1093/humrep/dep413
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20139122&dopt=Abstract
http://dx.doi.org/10.1093/humrep/dei330
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16267078&dopt=Abstract
http://dx.doi.org/10.1016/j.fertnstert.2016.10.025
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27887718&dopt=Abstract
http://dx.doi.org/10.1016/j.fertnstert.2018.08.049
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30424879&dopt=Abstract
http://dx.doi.org/10.1016/j.fertnstert.2016.05.027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27336208&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


11. Ombelet W, Dhont N, Thijssen A, Bosmans E, Kruger T. Semen quality and prediction of IUI success in male subfertility:
a systematic review. Reprod Biomed Online 2014 Mar;28(3):300-309. [doi: 10.1016/j.rbmo.2013.10.023] [Medline:
24456701]

12. Wang C, Swerdloff RS. Limitations of semen analysis as a test of male fertility and anticipated needs from newer tests.
Fertil Steril 2014 Dec;102(6):1502-1507 [FREE Full text] [doi: 10.1016/j.fertnstert.2014.10.021] [Medline: 25458617]

13. Buck Louis GM, Sundaram R, Schisterman EF, Sweeney A, Lynch CD, Kim S, et al. Semen quality and time to pregnancy:
the Longitudinal Investigation of Fertility and the Environment Study. Fertil Steril 2014 Feb;101(2):453-462 [FREE Full
text] [doi: 10.1016/j.fertnstert.2013.10.022] [Medline: 24239161]

14. Almeida S, Rato L, Sousa M, Alves MG, Oliveira PF. Fertility and sperm quality in the aging male. Curr Pharm Des 2017
Nov 28;23(30):4429-4437. [doi: 10.2174/1381612823666170503150313] [Medline: 28472913]

15. Nassan FL, Jensen TK, Priskorn L, Halldorsson TI, Chavarro JE, Jørgensen N. Association of dietary patterns with testicular
function in young Danish men. JAMA Netw Open 2020 Feb 05;3(2):e1921610 [FREE Full text] [doi:
10.1001/jamanetworkopen.2019.21610] [Medline: 32083688]

16. Kasman AM, Del Giudice F, Eisenberg ML. New insights to guide patient care: the bidirectional relationship between male
infertility and male health. Fertil Steril 2020 Mar;113(3):469-477. [doi: 10.1016/j.fertnstert.2020.01.002] [Medline:
32089256]

17. Poli D, Andreoli R, Moscato L, Pelà G, de Palma G, Cavallo D, et al. The relationship between widespread pollution
exposure and oxidized products of nucleic acids in seminal plasma and urine in males attending a fertility center. Int J
Environ Res Public Health 2020 Mar 13;17(6):1880 [FREE Full text] [doi: 10.3390/ijerph17061880] [Medline: 32183208]

18. Patel DP, Jenkins TG, Aston KI, Guo J, Pastuszak AW, Hanson HA, et al. Harnessing the full potential of reproductive
genetics and epigenetics for male infertility in the era of "big data". Fertil Steril 2020 Mar;113(3):478-488 [FREE Full text]
[doi: 10.1016/j.fertnstert.2020.01.001] [Medline: 32089255]

Abbreviations
AI: artificial intelligence
WHO: World Health Organization

Edited by G Eysenbach; submitted 18.05.20; peer-reviewed by Z Yang, F Palmieri; comments to author 30.06.20; revised version
received 11.07.20; accepted 28.10.20; published 19.11.20.

Please cite as:
Tsai VFS, Zhuang B, Pong YH, Hsieh JT, Chang HC
Web- and Artificial Intelligence–Based Image Recognition For Sperm Motility Analysis: Verification Study
JMIR Med Inform 2020;8(11):e20031
URL: http://medinform.jmir.org/2020/11/e20031/ 
doi:10.2196/20031
PMID:33211025

©Vincent FS Tsai, Bin Zhuang, Yuan-Hung Pong, Ju-Ton Hsieh, Hong-Chiang Chang. Originally published in JMIR Medical
Informatics (http://medinform.jmir.org), 19.11.2020. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in JMIR Medical Informatics, is properly cited. The
complete bibliographic information, a link to the original publication on http://medinform.jmir.org/, as well as this copyright and
license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e20031 | p.212http://medinform.jmir.org/2020/11/e20031/
(page number not for citation purposes)

Tsai et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.rbmo.2013.10.023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24456701&dopt=Abstract
http://europepmc.org/abstract/MED/25458617
http://dx.doi.org/10.1016/j.fertnstert.2014.10.021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25458617&dopt=Abstract
http://europepmc.org/abstract/MED/24239161
http://europepmc.org/abstract/MED/24239161
http://dx.doi.org/10.1016/j.fertnstert.2013.10.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24239161&dopt=Abstract
http://dx.doi.org/10.2174/1381612823666170503150313
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28472913&dopt=Abstract
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2019.21610
http://dx.doi.org/10.1001/jamanetworkopen.2019.21610
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32083688&dopt=Abstract
http://dx.doi.org/10.1016/j.fertnstert.2020.01.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32089256&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph17061880
http://dx.doi.org/10.3390/ijerph17061880
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32183208&dopt=Abstract
http://europepmc.org/abstract/MED/32089255
http://dx.doi.org/10.1016/j.fertnstert.2020.01.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32089255&dopt=Abstract
http://medinform.jmir.org/2020/11/e20031/
http://dx.doi.org/10.2196/20031
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33211025&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Patient Triage by Topic Modeling of Referral Letters: Feasibility
Study

Irena Spasic1, PhD; Kate Button2, PhD
1School of Computer Science & Informatics, Cardiff University, Cardiff, United Kingdom
2School of Healthcare Sciences, Cardiff University, Cardiff, United Kingdom

Corresponding Author:
Irena Spasic, PhD
School of Computer Science & Informatics
Cardiff University
5 The Parade
Cardiff, CF24 3AA
United Kingdom
Phone: 44 02920870320
Email: spasici@cardiff.ac.uk

Abstract

Background: Musculoskeletal conditions are managed within primary care, but patients can be referred to secondary care if a
specialist opinion is required. The ever-increasing demand for health care resources emphasizes the need to streamline care
pathways with the ultimate aim of ensuring that patients receive timely and optimal care. Information contained in referral letters
underpins the referral decision-making process but is yet to be explored systematically for the purposes of treatment prioritization
for musculoskeletal conditions.

Objective: This study aims to explore the feasibility of using natural language processing and machine learning to automate
the triage of patients with musculoskeletal conditions by analyzing information from referral letters. Specifically, we aim to
determine whether referral letters can be automatically assorted into latent topics that are clinically relevant, that is, considered
relevant when prescribing treatments. Here, clinical relevance is assessed by posing 2 research questions. Can latent topics be
used to automatically predict treatment? Can clinicians interpret latent topics as cohorts of patients who share common characteristics
or experiences such as medical history, demographics, and possible treatments?

Methods: We used latent Dirichlet allocation to model each referral letter as a finite mixture over an underlying set of topics
and model each topic as an infinite mixture over an underlying set of topic probabilities. The topic model was evaluated in the
context of automating patient triage. Given a set of treatment outcomes, a binary classifier was trained for each outcome using
previously extracted topics as the input features of the machine learning algorithm. In addition, a qualitative evaluation was
performed to assess the human interpretability of topics.

Results: The prediction accuracy of binary classifiers outperformed the stratified random classifier by a large margin, indicating
that topic modeling could be used to predict the treatment, thus effectively supporting patient triage. The qualitative evaluation
confirmed the high clinical interpretability of the topic model.

Conclusions: The results established the feasibility of using natural language processing and machine learning to automate
triage of patients with knee or hip pain by analyzing information from their referral letters.

(JMIR Med Inform 2020;8(11):e21252)   doi:10.2196/21252

KEYWORDS

natural language processing; machine learning; data science; medical informatics; computer-assisted decision making

Introduction

Background
Currently, a pathway recommended for musculoskeletal
conditions such as knee or hip pain consists of their management

within primary care followed by referral to a multiprofessional
assessment and treatment clinic if a specialist opinion is required
[1]. The aging population increases the demand for health care
resources [2], emphasizing the need to streamline care pathways
to maximize efficiency and ensure patients receive optimal care
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for their needs. With this aim, referral prioritization systems
were developed for hip and knee pain and tested to fast-track
cases for surgical opinion based on referral information provided
by the primary care [3,4]. However, their prioritization criteria
lacked adequate sensitivity and specificity for patients moving
between surgical and conservative pathways. Information
conveyed in referral letters underpins the referral
decision-making process, but it has not been explored
systematically for the purposes of treatment prioritization for
musculoskeletal conditions. Automated analysis of referral
letters can identify variables that can be used alongside
demographic and health-related data to improve treatment
prioritization. Within the context of musculoskeletal conditions,
natural language processing (NLP) was used successfully to
automate the analysis of radiology reports [5,6] and patient
questionnaires [7].

Indeed, NLP has repeatedly demonstrated its feasibility to
extract clinical variables from clinical narratives, making them
available for large-scale analysis down the stream [8].
Traditionally, rule-based approaches have been commonly used
to extract variables of predefined types [9]. Machine learning
has long been hailed as a silver bullet solution for the knowledge
elicitation bottleneck, the main argument being that the task of
annotating the data manually is easier than that of eliciting the
knowledge. However, a recent systematic review of machine
learning approaches based on clinical text data revealed the data
annotation bottleneck to be one of the key obstacles to machine
learning approaches in clinical NLP [10]. However, the biggest
challenge for these applications to become part of routine
clinical practice is the problem of human interpretability of
automated outputs. Machine learning approaches may offer
faster development of algorithms and their performance
improvement, but some do so at the expense of the
interpretability of the results [11]. Topic modeling can kill both
birds with one stone. First, the aim of topic modeling is to
identify latent topics that can be used to organize a corpus,
where each document contains a mixture of topics in different
proportions. As an unsupervised method, it does not require
data to be annotated manually. This means that the algorithm
can readily utilize vast amounts of data, allowing the machine
learning model to more accurately capture statistically
significant patterns. Second, each topic is associated with a set
of words that are extracted automatically from the corpus based
on their distribution. The highest-ranked words can help interpret
the underlying semantics.

Related Work
A popular topic modeling algorithm is the latent Dirichlet
allocation (LDA) [12]. LDA is a three-level hierarchical
Bayesian model in which each document is modeled as a finite
mixture over an underlying set of topics and each topic is
modeled as an infinite mixture over an underlying set of topic
probabilities. Although LDA is used frequently in NLP research,
it is yet to make a significant mark on clinical NLP, which is
still heavily biased in favor of supervised learning methods [10].
Nonetheless, LDA is steadily finding its clinical applications,
such as improving clinical process efficiency [13-15], predicting
hospital readmission [16], patient safety [17-19], and patient
phenotyping [20-22]. Some of the topic models were specifically

evaluated for interpretability from a clinician's perspective
[14,16]. To improve coherence and interpretability of topics,
some approaches combined LDA with clinical terminologies,
such as the Medical Dictionary for Regulatory Activities [18]
and the Systematized Nomenclature of Medicine Clinical Terms
[15]. Typical reasons cited for choosing LDA over supervised
learning approaches include alleviating the need for
labor-intensive data annotation, avoiding human annotation
bias, and the potential to identify latent topics in the data that
may not be apparent a priori. The latter is particularly important
in clinical scenarios with unknown unknowns, such as patient
safety [17-19]. In terms of training a topic model, many
approaches struggled to fine-tune the number of topics as one
of the key hyperparameters of the LDA algorithm. In most cases,
a plausible justification for the number of topics was lacking,
for example, 25 [20], 100 [17,18], 75 [16], 50/100/150 [14],
and 50/100/200 [21].

The research gaps identified in this overview of related work
are as follows. Despite finding various clinical applications,
LDA is yet to be used to support triage. The biggest challenge
for these applications to become widely adopted in clinical
practice is the perception of interpretability. However, few
studies have specifically evaluated the interpretability of the
LDA outputs from a clinician's perspective. Clinical
terminologies have been combined with the LDA to improve
interpretability, but the resources used to support such
functionality do not include the Unified Medical Language
System (UMLS), which offers a unique opportunity to abstract
clinical concepts into higher categories of knowledge. Finally,
for the topics to be easily distinguishable (and, hence,
interpretable), their number needs to reflect the latent themes
and patterns present in a given data set. However, none of the
considered approaches provided a strategy to infer the value of
this hyperparameter from the data. In this study, we addressed
these four gaps.

First, we applied the LDA to a corpus of referral letters and
used topics as features to automatically classify each letter
against a list of potential treatments. This can then be used to
automate patient triage, that is, assort them into priority groups
according to their medical needs. Second, we proposed a novel
method for evaluating the interpretability of topics. Third, we
used the UMLS to incorporate the interpretation of clinical
concepts at different levels of abstraction into the LDA. Finally,
we systematically fine-tuned the number of topics using a
measure of topic coherence.

Methods

Data Collection
Data collection was originally described in the study by Button
et al [23]. In summary, patients were eligible to take part in the
study if they were referred by their general practitioner for joint
(knee or hip) pain, they were aged 18 years or older, they could
provide informed consent, and they could speak English fluently.
The exclusion criteria included pain secondary to other health
conditions such as rheumatoid arthritis, pain secondary to joint
replacement, surgery for the same joint within the last 12
months, or having already received treatment at the
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primary-secondary care interface for the same condition within
the last 6 months.

The care pathway is illustrated in Figure 1. A patient with joint
pain is referred by a clinician from their general practice to a

specialist clinic in secondary care, which could be an orthopedic
clinic, general practice with musculoskeletal specialism, or
advanced physiotherapy clinic. Appropriate treatment is
suggested when the patient is seen in secondary care.

Figure 1. Musculoskeletal care pathway for adults with hip and knee pain. GP: general practitioner.

Patients were recruited from one Local Health Board, an
administrative unit within the National Health Service in Wales,
which supports a population of around 445,000 people. A total
of 634 participants were recruited between August 2016 and
January 2017, and their referral letters were collected. The
follow-up data collection was completed in June 2018. This

included recording of any treatments performed. A subset of
576 patients with complete data, including the original referral
letter and the corresponding treatments, was used in this study.
The distribution of their treatments is given in Table 1. Note
that a single patient may have had multiple treatments.
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Table 1. The distribution of treatment referrals.

Total number of patients, nTreatmentID

53Orthopedic referralO1

173Discharge (no further appointments booked)O2

101InjectionO3

15NutritionistO4

152PhysiotherapyO5

112Diagnostic imagingO6

99SurgeryO7

223Review appointmentO8

16Any other referralO9

System Design
The main research question addressed in this study is as follows:
Can triaging patients (into cohorts) based on their referral letters
be semiautomated? To that end, we designed a system that can
support referral decision making (Figure 2). A corpus of referral
letters was used to train a topic model with the ultimate aim of
using topics to narrow down the choice of potential treatments
and streamline the referral pathway. To reduce potential
overfitting to a relatively small training data set, we regularized

and generalized its text content. First, the text was regularized
by applying a set of linguistic rules designed to reduce
idiosyncrasies associated with clinical sublanguage, covering
punctuation, acronyms, abbreviations, orthographic and lexical
variation, and personal names of patients and clinicians.
Subsequently, an external medical language system was used
to effectively normalize the terminology used, making the topic
model robust with respect to terminological variation. The
following sections describe the three modules in greater detail.

Figure 2. System design for topic modeling of referral letters.

Linguistic Processing
The linguistic preprocessing and normalization module
originally developed to support cohort selection from hospital
discharge summaries was adapted for this study [24]. In addition
to standard linguistic preprocessing operations, this module also
handles punctuation in clinical narratives, which can affect the
results of text segmentation algorithms developed for general
language [25]. However, its main purpose is to streamline
subsequent text analysis and reduce overfitting by regularizing
the text content. This involves basic string operations such as
lowercasing, fully expanding enclitics, and special characters.
It further normalizes text content by replacing a selected subset
of words and phrases with their representatives. Here, special
consideration is given to acronyms and abbreviations as they

are known to have a major impact on the retrieval of relevant
information [26]. These mappings are supported by a set of
local lexica whose content was adapted for this study to support
migration from the domain of hospital discharge summaries to
that of referral letters. To facilitate this process, we extracted
multiword terms (including their acronyms) from referral letters
automatically using FlexiTerm [27,28] and manually curated
the list of conflated term variants.

New functionality added to the linguistic processing module
includes recognition of personal names. Personal names, like
any other words, can be selected automatically as topic
descriptors. For example, if several patients were referred to Dr
Jane Doe, who is a physiotherapist, then her name may become
correlated with a physiotherapy theme in referral letters,
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ultimately resulting in the words “Jane” and “Doe” emerging
as the topic descriptors. Not only are these words not informative
of the topic but they also cannot be generalized to other data
sets where these names do not exist, or they refer to different
persons, thus rendering the model either inapplicable or
inaccurate. To prevent a topic model from overfitting to personal
names, they are replaced by a generic representative. For this
purpose, we originally considered existing named entity
recognition libraries (eg, [29,30]) to recognize personal names
in referral letters. However, having been designed with general
language in mind, their overzealous matching algorithm could
not distinguish between different uses of personal names. As
illustrated by the taxonomy for the rehabilitation of knee
conditions [31], many clinically relevant concepts feature
personal names, for example, Hoffa fat pad, Baker cyst, or
McMurray test. Replacing these mentions of personal names
with generic representatives would remove important content
that can be used to describe a topic. On the other hand, referral
letters are written using a formal style, which prescribes the use
of honorifics. This fact was exploited to define a set of regular
expressions based on honorifics and capitalization of personal
names to automatically recognize the names of patients and
clinicians. These names were replaced with a generic
representative. This approach preserved personal names used

to name body parts, diseases, tests, and any other medical
concepts.

Semantic Enrichment
As a statistical model, a topic model may benefit from
aggregating the distribution of synonyms (eg, “physio” and
“physiotherapy”). Linking synonyms gives the model a better
chance of capturing the semantics of underlying topics.
Linguistic preprocessing implements lexical normalization,
where both formal and informal abbreviations are translated to
a standard vocabulary. For instance, “TKR” and “physio” would
be translated to “total knee replacement” and “physiotherapy,”
respectively. However, the problem of term variation may still
persist. Examples from our corpus are many: “tear” versus
“rupture,” “painkiller” versus “analgesic,” “oedema” versus
“swelling,” “patella” versus “kneecap,” etc. The UMLS [32],
which integrates multiple terminologies, classifications, and
coding standards, maps such terms to concepts, which are
assigned a concept unique identifier (CUI). A CUI can be used
to markup synonymous terms in the text. Consider, for example,
the sentences given in Textbox 1. Concept markups can be
processed by topic modeling software similar to any other tokens
in the corpus and, therefore, can be used as potential topic
descriptors.

Textbox 1. Concept markups.

1. She struggles to take any painkillers/C0002771 stronger than paracetamol.

2. He is opposed to regular analgesics/C0002771.

3. His recent magnetic resonance imaging shows oedema/C0013604 and bursitis.

4. There is a little bit of swelling/C0013604 of the knee joint.

5. The magnetic resonance imaging showed a complex tear/C3203359 of the medial meniscus.

6. She has had a likely anterior cruciate ligament rupture/C3203359.

Moreover, concept markup can be used to effectively group
together multiword expressions. This may improve the
interpretability of topics. For example, when words describing
a topic are presented independently of one another, such as
“medial,” “joint,” “line,” and “tenderness” instead of “medial
joint line tenderness,” then it is unclear whether the word
“medial” refers to “meniscus” (“medial meniscus”), “ligament”
(“medial collateral ligament”), “condyle” (“medial femoral

condyle”) or indeed a “joint line” (“medial joint line”).
Similarly, it remains unclear which anatomical entity is affected
by “tenderness.” To alleviate this problem, topic modeling
approaches often use an n-gram language model [33], with n
being fixed to 2 and 3. Examples from our corpus (Textbox 2)
illustrate that an n-gram approach may be too rigid for
biomedical sublanguage, which is known for its terminological
variability [27,28].
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Textbox 2. Markup of multiword terms.

1. I could not reproduce pain with McMurray test/C3669149.

2. She does however experience pain on McMurray and Ege testing/C3669149.

3. He would be keen to consider a total knee replacement/C0086511 as his pain has increased.

4. She is relatively young for consideration of knee arthroplasty/C0086511.

5. She has poor mobility following a few revisions of a right knee prosthesis/C0086511.

6. He is a 67-year-old male who has had bilateral knee pain/C2220048 for a number of years.

7. She has persistent pain in both knees/C2220048 with regular effusions.

8. She has crepitus in his left knee with medial joint line tenderness/C0576135.

9. No swelling of the knee but tender medial joint line/C0576135.

10. He had an effusion present and was tender across his medial joint line/C0576135.

11. On examination there was tenderness along the joint line medially/C0576135.

MetaMap, a highly configurable dictionary lookup software,
can be used to discover the UMLS concepts in the text [34].
We used MetaMap to markup concepts such as those presented
in Textboxes 1 and 2. Table 2 provides the most relevant details
of the MetaMap configuration used. MetaMap also maps
concepts to semantic types. Like CUIs, they can be used for
markup. Semantic type markups can be used to unify concepts
depicting a common theme. As examples from our corpus
illustrate (Textbox 3), references to sports activities are very
diverse. Individually, they may not be selected as topic
descriptors because their occurrences are relatively rare.
However, when they are mapped to their semantic type (daily

or recreational activity (DORA)), we can observe common
themes emerging focusing on age, fitness, and injury: young,
physically active patients with a sports-related injury. These
factors play an important role in recommending the most
appropriate treatments. Their association with the given semantic
type means that it could be a useful topic descriptor. For
example, a clinician can reasonably assume that the given topic
refers to a cohort of young, fit patients with a sports-related
injury. Semantic type markups can be processed by topic
modeling software similar to any other tokens in the corpus and,
therefore, can be used as potential topic descriptors.
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Table 2. MetaMap configuration.

RationaleUsedDescriptionParameter

These are the least reliable form of variation, for example, “OA” has got at
least three full forms, for example, “osteoarthritis,” “optic atrophy,” and
“ocular albinism.” Local lexica were used in linguistic processing module
instead to enforce tighter control of acronyms and abbreviations.

NoAllows matching of acronyms and abbrevia-
tions.

a

This option allows for syntactic variants such as “meniscus tear” and “tear
of meniscus” to be conflated.

YesIgnores word order when matching a text
phrase to a candidate concept name.

i

This option adds flexibility to conflation of syntactic variants such as
torn/VBN meniscus/NN and meniscal/JJ tear/NN.

YesForces the use of all derivational variants in-
stead of only those between adjectives and
nouns.

D

Like acronyms and abbreviations, short words are highly ambiguous.NoEnables retrieval of candidates for two-char-
acter words occurring in more than 2000

UMLSa strings and one-character words oc-
curring in more than 1000 UMLS strings.

l

This option adds further flexibility to conflation of syntactic variants.YesGenerates variants dynamically rather than
by a table look up.

8

This option supports correct interpretation of certain words, for example,
“fall” used in “his pain started in April when he had a fall on his left knee”
should be interpreted as “a sudden movement downward, usually resulting
in injury” rather than “the season between the autumnal equinox and the
winter solstice.”

YesAttempts to disambiguate among concepts
scoring equally well in matching input text
by choosing concepts having the most likely
semantic type in the given context.

y

Instead of fixed n-grams, we prefer to identify the longest collocationally
stable word sequences, for example, a single concept “ligament tear” instead
of 2 separate concepts “ligament” and “tear.” In addition, longer matches
also reduce ambiguity, for example, recognizing “tear” as part of “ligament
tear” prevents its incorrect interpretation as “the fluid secreted by the lacrimal
glands.”

NoFavors mappings with more concepts over
those with fewer concepts.

Y

To reduce the number of incorrect interpretations, we limited concept
mappings to a fixed list of most relevant semantic types, which have been

selected manually by a clinical expert.b

YesRestricts to semantic types in the comma-
separated list.

J

aUMLS: Unified Medical Language System.
bThe full list of semantic types and their mappings is available from MetaMap Documentation [35].

Textbox 3. Markup of semantic types. DORA: daily or recreational activity.

1. This 22 year old was tackled in rugby/DORA [35] and sustained an injury.

2. She is a delightful 27 year old female who when skiing/DORA last year felt something pop in her knee.

3. He is normally quite active and enjoys football/DORA, which he is now unable to do.

4. It first started about an hour after playing badminton/DORA, which is something that he does.

5. He was previously very active and was involved in sport/DORA but has been unable to recently.

6. He is a keen ice hockey/DORA player.

7. Thank you for seeing this man who two years ago injured his right knee playing basketball/DORA.

8. She is a very athletic female, and back in 2013 had a netball/DORA injury.

9. It was not caused by trauma, but playing golf/DORA worsens it.

10. Patient is normally very fit and active playing tennis/DORA on a weekly basis.

Topic Modeling
To implement our topic modeling approach, we used the LDA
method, which discovers latent topics in a corpus of documents
based on a Bayesian statistical modeling approach [12]. This
approach was chosen to support patient triage for the following
reasons. By not fixing patient cohorts in advance, we wanted
to avoid the need for manual annotation of data. More

importantly, an unsupervised approach can identify previously
unobserved patient groups beyond the boundaries of a
predetermined classification scheme. Unlike cluster analysis,
which can be used to support the same goal, topic modeling
allows cluster overlap. This makes the problem of referring
patients to multiple treatments easier to model. Interpretation
of such a model is supported by (1) word distributions per topic
and (2) topic distributions per document.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e21252 | p.219https://medinform.jmir.org/2020/11/e21252
(page number not for citation purposes)

Spasic & ButtonJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


We used an open-source implementation of the LDA algorithm
included in the Gensim library [36]. Each document was
represented by a bag of words (BOW), which means that word
positions and their local contexts were not taken into account.
This can be partly remedied by introducing n-grams into the
BOW representation. As described earlier, we opted to use

tokens that represent markups of concepts and semantic types
as an alternative to n-grams with added benefits of normalizing
lexical and syntactic variation associated with biomedical terms.
We ran experiments with different combinations of features, as
described in Table 3.

Table 3. Data sets used in experiments with different types of features included.

Semantic typesConceptsWordsData set

NoNoYesD1

NoYesYesD2

YesNoYesD3

YesYesYesD4

Hyperparameter Tuning
The performance of machine learning models depends not only
on the parameters whose values the model learns during the
training phase (eg, the weights for each word in a given topic)
but also on the values of hyperparameters (eg, the number of
topics), which are fixed before the training begins. The
predictive performance of different topic modeling algorithms
was found to vary substantially in practice. However, when the
hyperparameters were optimized, these differences diminished
significantly [37]. One of the key hyperparameters of the LDA
algorithm is the number of topics. The difficulty arises when

the number of relevant topics is not known a priori. An
insufficient or excessive number of topics could render an LDA
model too coarse or overly complex, respectively.

Perplexity, a measure of how well a probabilistic model predicts
a sample, is commonly used to evaluate topic models. It is
calculated as the inverse of the geometric mean per-word
likelihood, with lower values indicating better models [38]. A
heuristic approach based on the rate of perplexity change as a
function of the number of topics has been proposed to determine
an appropriate number of topics [39]. This approach would
suggest selecting 11 as the total number of topics based on the
values shown in Figure 3.

Figure 3. Perplexity as a function of the number of topics.

In general, perplexity was found not to be well correlated with
the human rating of topic interpretability [40]. Alternative
measures based on word coherence have been proposed to
remedy this problem [41]. We used 4 measures of topic
coherence, which are described in more detail in the Results

section. As Figure 4 illustrates, the coherence of stemmed and
lemmatized text achieved an optimum using 15 and 18 topics
labeled by red circles and blue squares, respectively. However,
at both points, topic coherence demonstrated opposite trends.
However, at another local optimum labeled by green triangles,
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topics modeled on stemmed and lemmatized text demonstrated
not only similar trends but also almost identical coherence
values. Given a small difference from the global optimum, we
selected 11 as the total number of topics to be able to switch

freely between stemming and lemmatization in subsequent
experiments. This choice also complied with the one based on
perplexity.

Figure 4. Topic coherence as a function of the number of topics.

Results

Intrinsic Evaluation
Recent studies have shown that optimizing a model for
perplexity may not yield human interpretable topics [40]. This
limitation has prompted further research into alternative ways
of estimating human interpretability. Newman et al [42]
introduced the notion of topic coherence, which is based on the
coherence of words that describe a topic. Different variants of

this measure have been proposed [41]. In principle, overall
coherence is averaged across word pairs in a topic and then
across topics. Therefore, the overall topic coherence depends
on the way the coherence between 2 words is measured. Figure
5 focuses on this problem. In principle, coherence refers to the
degree to which 2 words are related. Two approaches to
measuring relatedness can be used: one based on direct
co-occurrence (or collocation) and the other based on
co-occurrence with a shared set of other words.
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Figure 5. Corpus-based approaches to measuring word coherence.

In the first approach, 2 words are said to be collocated if they
co-occur more often than would be expected by chance. In
corpus linguistics, collocation is measured by estimating relevant
probabilities from a corpus of text documents, which can be
either the original corpus used to learn the topic model or a
reference corpus such as Wikipedia. Probabilities are estimated
using Boolean documents. The number of documents in which
the word (or a pair of words) occurs is divided by the total
number of documents. Neither the number of occurrences within
a document nor the distances between words are taken into
account; hence, the name Boolean. A virtual document can be
defined as a paragraph, sentence, or text window, which, by
being smaller parts of the whole document, indirectly account
for the distances between words.

These probabilities are used to calculate pair-wise word
coherence measures such as pointwise mutual information (PMI)
[43], normalized pointwise mutual information (NPMI) [44],
or log-conditional probability (LCP) [45] as follows (small
positive is added to avoid logarithm of zero):

PMI compares the probability of 2 words co-occurring, P(wi,
wj), against the probability that they would co-occur under the
assumption of their independence, P(wi)P(wj). Higher values
indicate a stronger association between the 2 words. NPMI
follows the same logic, but it also imposes a fixed upper bound
of 1 to indicate perfect association by normalizing PMI using
the joint probability of 2 words. This makes its interpretation
more intuitive while also reducing the bias toward less
frequently occurring words. Both measures are symmetric,
which is not a property of human word associations. By basing
LCP on a simple conditional probability P(wi | wj), it adds
direction to measuring the association of 2 words.

Topic coherence is calculated by averaging the pair-wise word
coherence across its n words:

Topic coherence measures based on PMI, NPMI, and LCP are
commonly referred to as CUCI (or CPMI) [42], CNPMI [46], and
CUMass [47], respectively. The problem with these measures is
that they may fail to identify synonyms as related words as they
do not co-occur regularly. However, we can reuse any of the
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pair-wise word coherence measures to represent each word wi

as a vector whose j-th coordinate corresponds to C(wi, wj). On
the basis of the distributional hypothesis, which states that words
with similar distributions have similar meanings, we can use
cosine similarity between the corresponding vectors to estimate
the similarity between 2 words:

Topic coherence can now be calculated by averaging the
contextual similarity across its n words [46]:

In a comparative analysis, the best correlation with human topic
coherence ratings was achieved with CV [41], a topic coherence
measure that uses cosine similarity on context vectors based on
CNPMI but differs from Ccos in a way in which it aggregates the
similarity values. Instead of pair-wise comparison, each word
is compared with the set of top-ranked words whose context
vectors have been summed up.

The Gensim library [36], which was used to create topic models,
was also used to calculate their coherence. It implements 4
coherence measures: CUCI [42], CNPMI [46], CUMass [47], and
CV [41]. Table 4 reports their values obtained for topic models
extracted from the data sets described in Table 3. Overall, the
best results were achieved on data set D2, which was obtained
by annotating the original text with concepts from the UMLS.

Table 4. Topic coherence.

C VC UMassC NPMIC UCIData set

0.53−15.34−0.32−9.89D1

0.68−17.31−0.41−12.23D2

0.59−17.50−0.35−10.68D3

0.59−17.12−0.37−11.12D4

Extrinsic Evaluation
The extrinsic evaluation assesses the performance of a topic
model in the context of a predefined task. In an envisaged

scenario, topic modeling could be used to semiautomate patient
triage by using topics to predict the most appropriate treatments
(Figure 6). Our data set included the referral letters together
with subsequently received treatments (Table 1).

Figure 6. Supporting patient triage with topic modeling.

As a result of topic modeling, each referral letter was mapped
to a topic distribution vector. Each coordinate contained a score
that the letter received against the corresponding topic.
Effectively, the corpus was transformed into a document-topic
matrix. We trained a binary classifier for each treatment using
the document-topic matrix. It takes a topic distribution vector
of a referral letter as input and outputs a yes or no decision for
the corresponding treatment.

We used 10-fold cross-validation to measure its prediction
accuracy A=(TP+TN)/N, which was calculated using true
positives (TP), true negatives (TN), and the total number (N).
Cross-validation experiments were performed for each data set
described in Table 3. Given a small number of features
combined with few instances of some treatment outcomes, we
opted for the k-nearest neighbor algorithm with k=5 in a quest
to reduce overfitting. The cross-validation results are shown in
Figure 7.
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Figure 7. Predictive accuracy of a classifier trained on top of a topic model.

Not surprisingly, the worst results were achieved on discharge
and review appointment. One would intuitively expect that these
outcomes would be the least homogeneous with respect to topic
distribution. In other words, any musculoskeletal patient would
eventually be either discharged or reviewed, regardless of their
condition. The best results were achieved for the 2 most
imbalanced treatment outcomes, Nutritionist and Any other
referral, with only 15 and 16 positive instances, respectively,
out of a total of 576, where overfitting the majority class was
most likely to have occurred. The accuracy of predicting the
remaining treatment outcomes outperformed the stratified
random classifier by a large margin, indicating that topic
modeling could be used to support patient triage (Figure 6). On
average, the best accuracy was achieved on data set D2, which
augments the raw text features with domain-specific concepts.
The best performance is in line with the best topic coherence
recorded in the intrinsic evaluation (Table 4).

Qualitative Evaluation
Qualitative evaluation is de facto the gold standard for
measuring the interpretability of a topic model. However,

involving human raters makes such an evaluation expensive to
implement in practice. For that reason, we singled out a topic
model with the highest coherence (Table 4) and classification
accuracy (Figure 7) for further evaluation with respect to its
interpretability. Its interactive web-based visualization (see
Figure 8 for an example) was created using pyLDAvis, a Python
library designed to help users interpret a set of latent topics [48].
Each topic was represented by a circle whose size reflects its
prevalence in the training corpus. The distance between the
centers of the 2 circles reflected the similarity between the
corresponding topics. Clicking on a circle resulted in a histogram
of the top 30 words most relevant to the corresponding topic.
Here, relevance was determined based on a parameter (0 1). By
default, λ was set to 1 to rank the words by their probability
within a topic. When λ was set to 0, the words were reranked
by their lift, which is defined as the ratio of a word's probability
within a topic to its marginal probability across the corpus. The
interactive interface allowed a user to adjust the value of λ
between 0 and 1.
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Figure 8. Interactive visualization of a topic model.

To measure the interpretability of topics, we designed
experiments using a novel protocol illustrated in Figure 9. In
this scenario, 2 medical doctors with specialization in physiatry
were paired. Independently, each clinician was presented with
an interactive visualization of the topic model (Figure 8). They
completed a survey in which they were asked to describe each
topic using a short free-text statement that generalizes the
collective meaning of the topic's 30 most relevant words as a

cohort of patients. No restrictions were imposed on the facets
used in their description (eg, age, fitness, or pathology) or the
choice of vocabulary. Although describing individual topics,
the 2 clinicians were also asked to estimate the confidence in
their final choice on a 5-point Likert scale: 0 (not confident at
all), 1 (slightly confident), 2 (somewhat confident), 3
(moderately confident), and 4 (very confident).
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Figure 9. Experimental protocol for measuring topic interpretability.

In the second phase, both clinicians gained access to the other
one's choice of a topic's description. They were then asked to
independently estimate the similarity of the 2 descriptions on
a 6-point Likert scale: −3 (very dissimilar), −2 (moderately
dissimilar), −1 (slightly dissimilar), 1 (slightly similar), 2

(moderately similar), and 3 (very similar). The average similarity
was used to estimate the interpretability of topics under the
hypothesis that high similarity implies high interpretability and
vice versa. The responses to the 2 questionnaires are presented
in Table 5.
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Table 5. The responses to topic interpretability questionnaires.

SimilarityConfidenceTopic and description

T1

Moderately
similar

Moderately confi-
dent

Symptomatic degenerative conditions related to the musculoskeletal system, most commonly the knee and
predominantly in females.

Very similarModerately confi-
dent

Chronic knee pain caused by an injury, causing problems for months and with a positive medical history.
Related to women, medial side, and examined by x-ray. In addition to injury, chronic diseases include os-
teoarthritis, which can be examined by radiological diagnosis and physical examination, which reduces the
range of motion and the ability to walk, and which can be treated with physical therapy and other procedures
to reduce the feeling of pain.

T2

Very similarModerately confi-
dent

Knee ligament injuries with a description of the type of ligament and associated symptoms, most commonly
effusion.

Very similarModerately confi-
dent

Traumatic and nontraumatic injuries of knee ligaments, especially the medial and anterior cruciate ligaments,
with swelling, effusion, and the involvement of the entire ligament leading to instability and locking of the
knee. The entire ligamentous apparatus and menisci need to be tested. A history of recurrent injuries plays
a role in the damage. Exercise and pain management are recommended.

T3

Very similarModerately confi-
dent

Diagnosis of the pathological condition predominantly by magnetic resonance imaging together with a de-
scription of the knee injury type.

Very similarModerately confi-
dent

Magnetic resonance imaging used to diagnose mostly knee damage, thinning of cartilage, lateral ligaments,
and hyaline and less for facets, fissures, and patellar problems.

T4

Moderately
similar

Moderately confi-
dent

Pathological conditions related to the hip.

Very similarSomewhat confi-
dent

Degenerative changes of the hip diagnosed by x-ray imaging, hip pain, decreased mobility, and reduced joint
space, possibly requiring a hip replacement. Osteoarthritis diagnosed from jagged edges and anti-inflamma-
tory processes. All these changes lead to a decreased range of motion and depression.

T5

Very similarModerately confi-
dent

Coping with sports injuries related to the musculoskeletal system.

Very similarModerately confi-
dent

Sports injury mostly caused by twisting. Treated with ibuprofen and bracing. Diagnosed by radiography.

T6

Very similarModerately confi-
dent

Medications for painful conditions of the musculoskeletal system.

Very similarSomewhat confi-
dent

Knee injuries treated with a variety of medications.

T7

Very dissimi-
lar

Moderately confi-
dent

Musculoskeletal condition (knee) that requires an invasive procedure.

Moderately
dissimilar

Slightly confidentInjuries that occur due to obesity and inactivity.

T8

Moderately
similar

Moderately confi-
dent

Degenerative changes in the musculoskeletal system resulting in reduced activity and comorbidities.

Slightly simi-
lar

Somewhat confi-
dent

Cardiovascular diseases associated with chronic lung disease, hypertension, coagulation disorder.

T9

Moderately
similar

Somewhat confi-
dent

Musculoskeletal condition (knee) more often in the female population.

Very similarSlightly confidentMost commonly, popliteal cyst, a predisposition in occupations that require prolonged standing, can lead to
knee deformities. Excision is a recommended treatment.
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SimilarityConfidenceTopic and description

T10

Very similarSomewhat confi-
dent

Pain in the lumbosacral spine.

Very similarSlightly confidentChanges in the lumbar spine and pelvis due to osteoarthritis and infection. Accompanied by hot, burning
back pain and progression.

T11

Very dissimi-
lar

Moderately confi-
dent

Patients with amputation of the lower extremities.

Very dissimi-
lar

Slightly confidentPoor mobility due to asymmetries.

The average confidence was found to be 3.00 and 2.00 between
the two annotators. The average similarity was found to be 2.00
for both annotators. One participant was consistently more
confident than the other, but they were mostly not more than
one Likert point apart. The biggest discrepancy between the 2
Likert points was found for topics T8 and T11. When
cross-referenced against the topic similarity scores, most
dissimilar descriptions were observed. Overall, the participants'
perception of topic similarity was consistent, with one Likert
point difference throughout.

To generalize these findings, we calculated the interannotator
agreement for both confidence and similarity (Table 6). For this
purpose, we used Cohen kappa coefficient with linear weighting
[49-52]. The agreement on confidence was low. However, a
closer look at the distribution of confidence scores between the

2 participants revealed that one participant was consistently
more confident than the other. Therefore, the low agreement on
confidence in interpreting the topics was more likely to be
associated with the participants' own characteristics than the
topics themselves. Indeed, the participant with higher confidence
provided more generic descriptions, whereas the other paid
more attention to detail, which may have lowered their
confidence in believing that they addressed the task effectively.
Nonetheless, in the vast majority of cases (9 out of 11 topics),
the high similarity scores indicate that both generic and detailed
descriptions effectively referred to the same cohort, that is, a
group of patients who share common characteristics or
experiences such as medical history, demographics, and possible
treatments. Therefore, based on the hypothesis that high
similarity implies high interpretability and vice versa, we
conclude that the given topic model was highly interpretable.

Table 6. Interannotator agreement on topic description.

SimilarityConfidenceCharacteristics

0.73430.1391Observed kappa

0.11630.0925Standard error

0.5063-0.96230.0000-0.3204Confidence interval

0.73430.1391Maximum possible

11Proportion of maximum possible

Discussion

Principal Findings
This study explored the feasibility of using NLP and machine
learning to automate triage of patients with musculoskeletal
conditions by analyzing information from referral letters.
Specifically, we determined that LDA can automatically assort
referral letters into topics that are clinically relevant. In other
words, latent topics provide information that is considered
relevant when prescribing treatments.

First, our experiments confirmed that latent topics could be used
to automatically predict an appropriate treatment. A supervised
classifier based on latent topics as its sole feature consistently
outperformed the baseline method. Further improvements in
the performance of such classifiers stand to be gained by
incorporating other types of features that can be obtained from
the patients' electronic health records, for example,

demographics, body mass index, and imaging reports. However,
this was beyond the scope of this study, which was concerned
only with establishing the clinical relevance of automatically
extracted latent topics. On their own, these topics proved to be
sufficiently discriminative features for treatment
recommendations based on machine learning.

Second, our experiments confirmed that latent topics could be
interpreted by clinicians as cohorts of patients who share
common characteristics or experiences such as medical history,
demographics, and possible treatments. Specifically, the words
associated with each topic by the LDA algorithm proved to be
sufficiently descriptive to enable clinical specialists to interpret
the topic's underlying semantics.

The first set of experiments established the clinical relevance
of latent topics from a machine perspective: a treatment can be
recommended automatically for an individual patient. The
second set of experiments established the clinical relevance of
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latent topics from a human perspective: a treatment can be
recommended by a clinician for an automatically identified
cohort of patients. Both treatment recommendation scenarios
support the hypothesis that topic modeling can support patient
triage. Automating this process can be used to address areas
where bottlenecks exist. Efficient referral to appropriate services
such as analgesia or diagnostics not only improves patient
experience and health outcomes but also reduces queuing arising
from nonurgent demand, thus minimizing the delays for those
with urgent care needs.

Conclusions
Our approach used information contained in referral letters to
underpin the referral decision-making process. Successful

automation of this process has the potential to streamline care
pathways and ensure that patients receive timely and optimal
care. In clinical applications such as patient triage,
interpretability is the key to build trust for all stakeholders,
clinicians, and patients alike. Our approach to qualitative
evaluation sets a precedent in measuring the interpretability of
automated outputs, which is emerging as the next big challenge
for clinical NLP. The unsupervised aspect of the proposed
approach avoids the need for data annotation and, therefore,
can be readily deployed to tackle other bottlenecks along the
musculoskeletal pathway. For example, imaging and pathology
reports can be processed in the same way to automatically
redirect patients to the most appropriate services.
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Abstract

Background: Current online prognostic prediction models for breast cancer, such as Adjuvant! Online and PREDICT, are based
on specific populations. They have been well validated and widely used in the United States and Western Europe; however,
several validation attempts in non-European countries have revealed suboptimal predictions.

Objective: We aimed to develop an advanced breast cancer prognosis model for disease progression, cancer-specific mortality,
and all-cause mortality by integrating tumor, demographic, and treatment characteristics from a large breast cancer cohort in
China.

Methods: This study was approved by the Clinical Test and Biomedical Ethics Committee of West China Hospital, Sichuan
University on May 17, 2012. Data collection for this project was started in May 2017 and ended in March 2019. Data on 5293
women diagnosed with stage I to III invasive breast cancer between 2000 and 2013 were collected. Disease progression,
cancer-specific mortality, all-cause mortality, and the likelihood of disease progression or death within a 5-year period were
predicted. Extreme gradient boosting was used to develop the prediction model. Model performance was assessed by calculating
the area under the receiver operating characteristic curve (AUROC), and the model was calibrated and compared with PREDICT.

Results: The training, test, and validation sets comprised 3276 (499 progressions, 202 breast cancer-specific deaths, and 261
all-cause deaths within 5-year follow-up), 1405 (211 progressions, 94 breast cancer-specific deaths, and 129 all-cause deaths),
and 612 (109 progressions, 33 breast cancer-specific deaths, and 37 all-cause deaths) women, respectively. The AUROC values
for disease progression, cancer-specific mortality, and all-cause mortality were 0.76, 0.88, and 0.82 for training set; 0.79, 0.80,
and 0.83 for the test set; and 0.79, 0.84, and 0.88 for the validation set, respectively. Calibration analysis demonstrated good
agreement between predicted and observed events within 5 years. Comparable AUROC and calibration results were confirmed
in different age, residence status, and receptor status subgroups. Compared with PREDICT, our model showed similar AUROC
and improved calibration values.
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Conclusions: Our prognostic model exhibits high discrimination and good calibration. It may facilitate prognosis prediction
and clinical decision making for patients with breast cancer in China.

(JMIR Med Inform 2020;8(11):e19069)   doi:10.2196/19069

KEYWORDS

breast cancer; prognosis; machine learning; prediction model

Introduction

Breast cancer is a heterogeneous disease with different
prognoses. Traditional prognostic factors include tumor size,
number of positive lymph nodes, tumor grade, and molecular
biomarkers such as estrogen receptor (ER), progesterone
receptor (PR), human epidermal growth factor receptor 2
(HER2), and Ki67 [1].

Several prognostic prediction models have recently been
developed to assist clinical decision making in breast cancer
treatment [2]. These models focused on clinical and pathological
factors, as well as gene expression (Oncotype, MammaPrint,
BCI, and EndoPredict) [3-8]. Among the prediction models
based on clinical and pathological factors, Adjuvant! Online
and PREDICT are commonly used [3,4]; however, both of these
models are largely based on Caucasian populations, and several
validation attempts have revealed suboptimal predictions
[2,9-13]. Recently, Wu et al [14] developed a race-specific
breast cancer recurrence and survival model but with very few
Asians. Therefore, the current models, which are based on
specific populations, are inadequate for clinical practice and
cannot explain the sizable variability in patient prognosis.

In this study, we aimed to develop a comprehensive prediction
model for the prognosis of early invasive breast cancer using
machine-learning methods. Our study was based on a large

cohort of Chinese patients with breast cancer from West China
Hospital, Sichuan University.

Methods

Patient Population
Patients records were derived from the Breast Cancer
Information Management System (BCIMS) at the West China
Hospital of Sichuan University [15]; the cases derived from the
BCIMS are representative of breast cancer cases in Southwest
China [16]. The BCIMS contains over 16,000 breast cancer
patient cases dating back to 1989 and prospectively records
patient clinical and pathological characteristics, medical history,
diagnosis, laboratory results, and treatments [16].

This cohort study included women diagnosed with unilateral
stage I to III invasive primary breast cancer who had undergone
primary breast cancer treatment between 2000 and 2013. Patients
with a history of cancer, with other synchronous malignancies,
lacking important information (ER, PR, T stage, N stage,
menopause status, and residence), or lost to follow-up were
excluded from the study. A flow chart of the study design (with
inclusions and exclusions) is shown in Figure 1. In total, 5293
patients were included. Patients diagnosed between 2000 and
2012 were randomly divided into a training set (n=3276) for
model development and a test set (n=1405), for model
validation, whereas those diagnosed in 2013 were used as a data
set (n=612) for model validation in a separate population.
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Figure 1. Flowchart of the study design and patient selection. BCIMS: Breast Cancer Information Management System; ER: estrogen receptor; PR:
progesterone receptor.

Outcomes
The patients were prospectively followed using BCIMS records.
Follow-up investigations, namely physical examinations, blood
tests, breast ultrasounds, computed tomography, and magnetic
resonance scans of the chest and abdomen were performed every
3 months for the first 2 years after surgery, then every 6 months
from 3 to 5 years after diagnosis, and every year thereafter.
Follow-up was conducted via interviews during outpatient visits,
or by telephone or postal contact by research assistants.

The endpoints were disease progression (recurrence, metastasis,
second primary tumor, and death), cancer-specific mortality
(death due to breast cancer), and all-cause mortality. The
likelihood of disease progression or death within a 5-year period
was predicted. Patients who were alive and showed no evidence
of recurrence during the 5 years of follow-up were censored at
the fifth year for model development. Invasive disease-free
survival was defined as the time from the date of diagnosis to
the date of first documented recurrence, the date of death, or 5
years after diagnosis, whichever was earlier. Breast
cancer-specific survival was defined as the time from the date
of diagnosis to the date of death due to breast cancer or 5 years
after diagnosis, whichever was earlier.

Statistical Analysis
Statistical analyses and modeling were performed using Python
(version 3.6.2, Python Software Foundation), XGBoost (version
0.82), and STATA (version 14; Stata Corp LLC) software
packages. A chi-square test was used to test the difference in
the categorical variables between the training and test data sets.
extreme gradient boosting (XGBoost) was used to develop the
prognostic prediction model. The process of model development
had 2 parts: stratified feature selection and survival modeling.
Stratified feature selection has previously been described [17].
Briefly, after setting standards and cleaning the data, 39 original
features were obtained to construct prognosis models
(Multimedia Appendix 1). Kolmogorov–Smirnov and chi-square
tests were preliminarily used to determine whether each feature,
as a single factor, was significantly associated with one or more
outcomes. This step selected 26 features with notable effects
on outcomes. Subsequently, the XGBoost classifier was run to
obtain the average importance score of each feature by
performing 10-fold cross-validation 5 times with hyperparameter
optimization. In this step, the weight method was applied to
compute the importance score, which was the number of times
a feature was used to split the data across all trees. Subsequently,
subsets of features were used to find the threshold score by
applying backward selection step-by-step to determine whether
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a feature score was important. The threshold score was 0.020
for disease progression, 0.015 for cancer-specific mortality, and
0.020 for all-cause mortality. Features with scores lower than
the threshold score or with high similarity to other features were
excluded. However, menopausal status at diagnosis, which was
related to treatment and prognosis in clinical practice, was
included, although it scored slightly lower than the threshold.
In total, 15 variables were selected for model development
(Multimedia Appendix 2). The XGBoost decision tree algorithm
was used to estimate the hazard ratio, and hyperparameters were
obtained using Bayesian optimization and cross-validation [18].
The likelihood of disease progression or death within a 5-year

period was estimated using the equation ŷ(t, X) = 1 – [S0(t)]
hr(X),

where, t denotes the observed period, X denotes the selected
variables, S0(t) denotes a population-level baseline survival
function, and hr() denotes the hazard ratio outputted by the
model, respectively. Taking into account the calibration results
of the decision tree model, the estimated likelihood was further
calibrated using isotonic regression (scikit-learn package,
version 0.20.3) [19].

To visualize the contributions of the features in the machine
learning model, Shapley additive explanations (SHAP) (shap
package, version 0.28.5) and partial dependence plots (PDPbox
package, version 0.2.0) were used to evaluate how each feature
affected the model prediction. The SHAP value represents the
effect of changes in a feature on the model output. By pooling
the features of all samples in the training data set, the SHAP
value plot provides an overview of the features that are most
important for the model, and features on the plot are sorted by
the sum of SHAP value magnitudes over all samples [20]. The
partial dependence plot takes a row of the data set and repeatedly
changes the value for the feature. This is done multiple times

with different rows and then aggregated to determine how the
feature affects the outcome over a wide range. A partial
dependence plot is then created to show how the outcome
changes with different values [21].

We compared machine learning models incorporating different
variables. We also compared the machine learning model with
Cox proportional hazards regression models using the same
variables. For this purpose, 4 models were developed: (1) a full
model with XGBoost incorporating demographic, tumor, and
treatment variables (Figure 2 and Multimedia Appendix 3-5);
(2) model A with XGBoost incorporating demographic and
tumor variables (Multimedia Appendix 6); (3) model B with
XGBoost incorporating variables similar to those in other
published models (Multimedia Appendix 7, Multimedia
Appendix 8) [3,4]; (4) model C with Cox incorporating the same
variables as those in the full model (Multimedia Appendix 9).

Model discrimination was evaluated by generating receiver
operating characteristic curves and estimating the area under
the receiver operating characteristic curves (AUROC) for the
models. The DeLong test was used to compare the AUROC
values between the models. The predicted and observed 5-year
events were compared for each model, and a test of proportion
was used for determining the equality between predicted and
observed events [14]. A calibration plot was generated using
each decile of the predicted value. To explain the different states
of breast cancer patients, the model performance was assessed
in subgroups of different demographic and tumor characteristics.
Our model was also compared with the PREDICT model [4]
using test and validation data sets (Multimedia Appendix 7).
All statistical tests were 2-sided unless stated otherwise, and a
P value<.05 was considered statistically significant.
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Figure 2. The importance of features for (A) disease progression, (B) breast cancer mortality, and (C) all-cause mortality. SHAP: Shapley additive
explanation.

Ethics
This study was approved by the Clinical Test and Biomedical
Ethics Committee of West China Hospital, Sichuan University
(reference number 2012-130) on May 17, 2012. Written
informed consent was provided by each patient. Data collection
started in May 2017 and ended in March 2019. A total of 11,522

patients were recruited, and 5293 patients were included in the
analysis for model development and validation.

Results

Study Population Characteristics
The training population included 3276 women with a median
follow-up period of 7.82 (range 0.01-19.08) years. Of these,
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499 women showed disease progression, 202 died from breast
cancer, and 261 died from all causes within the first 5 years of
follow-up. The test population included 1405 women with a
median follow-up period of 8.00 (range 0.01-19.94) years. Of
these, 211 women showed disease progression, 94 died from
breast cancer, and 129 died from all causes within the first 5
years of follow-up. The validation population included 612
women with a median follow-up period of 5.16 (range
0.01-6.25) years. Of these, 109 women showed disease
progression, 33 died from breast cancer, and 37 died from all
causes within the first 5 years of follow-up. The demographic,
tumor, and treatment characteristics for training, test, and
validation data sets are described in Multimedia Appendix 2.
The baseline data of patients in the training and test sets were
similar, whereas several characteristics differed between training
and validation data sets (Multimedia Appendix 2).

Prognostic Models Incorporating Demographic,
Tumor, and Treatment Characteristics
Model development used baseline demographic, tumor, and
treatment characteristics in the training data set. The full model
included age at diagnosis, diagnosis year, menopausal status at
diagnosis, residence, T stage, N stage, histological grade,
receptor type (ER, PR, HER2), Ki67, surgery, chemotherapy
regimens and adherence, radiotherapy, endocrine therapy and
regimens. Figure 2 shows variable importance of each outcome
according to the SHAP value plot. N stage, T stage, endocrine
therapy, and radiotherapy ranked as the top features for patient
outcomes. The partial dependence plot showed the contribution
of a category for each feature (Multimedia Appendix 3-5). The
survival curve for the full model based on selected factors is
shown in Figure 3.

Figure 3. Invasive disease free survival based on the full model (A) by residence, (B) by T stage, and (C) by N stage. Breast cancer–specific survival
based on the full model (D) by residence, (E) by T stage, and (F) by N stage. Overall survival based on the full model (G) by residence, (H) by T stage,
and (I) by N stage.

Compared with the other models, the full model exhibited better
AUROC with the training data set (disease progression: AUROC
0.76; cancer-specific mortality: AUROC 0.88; all-cause
mortality: AUROC 0.82) (Figure 4). The cut-off points were
0.126, 0.064, and 0.072 for disease progression, cancer-specific
mortality, and all-cause mortality, respectively. The full model
also showed a better AUROC than those of the other models
with the test data set (disease progression: AUROC 0.79;

cancer-specific mortality: AUROC 0.80; all-cause mortality:
AUROC 0.83), except for models B and C for cancer-specific
mortality and model C for all-cause mortality (Figure 4). With
the validation data set, the full model showed AUROC values
comparable with those of the other models (disease progression:
AUROC 0.79; cancer-specific mortality: AUROC 0.84; all-cause
mortality: AUROC 0.88), except for an improved AUROC for
cancer-specific mortality over the AUROC of model B (Figure
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4). We also observed good model calibration for each model,
except for disease progression prediction with the validation

data set (Table 1 and Multimedia Appendix 10).

Figure 4. Discriminatory accuracy for predicting breast cancer outcomes: (A) disease progression (training), (B) disease progression (test), (C) disease
progression (validation), (D) cancer-specific mortality (training), (E) cancer-specific mortality (test), (F) cancer-specific mortality (validation), (G)
all-specific mortality (training), (H) all-specific mortality (test), and (I) all-specific mortality (validation). AUC: area under the curve.

Table 1. Observed and predicted 5-year events.

P valueModel CP valueModel BP valueModel AP valueFull modelObservedData set

Disease progression

.52220.37.43222.29.48221.03.35224.31211Test data

.0282.92.0389.16.0389.64.0288.05109Validation data

Cancer-specific mortality

>.99994.35>.99994.25>.99993.51.6898.4294Test data

>.99934.09.7335.53.5536.98.6636.0333Validation data

All-cause mortality

.42120.12.31118.03.38119.36.55122.18129Test data

.5441.26.7439.54.3743.22.4242.6037Validation data

Subgroup Analyses
Discrimination of the full model with the test and validation
data sets was evaluated using demographic and tumor
characteristics (Table 2). The full model showed good
discrimination in most subgroups of the test data set (AUROC
0.70-0.87), except in the ER–/PR–/HER2– and hormone receptor
(HR)+/HER2+ subgroups for disease progression and

cancer-specific mortality (AUROC 0.63-0.69). With the
validation data set, the full model showed good AUROC values
for all subgroups (AUROC 0.70-0.97). In addition, the full
model was well calibrated in most subgroups of the test data
set, except for underestimating the risk of all-cause mortality
in the >64-year-old subgroup (P=.04) (Table 3). It also showed
good calibration in most subgroups of the validation data set,
except for underestimating the risk of cancer-specific mortality

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19069 | p.239http://medinform.jmir.org/2020/11/e19069/
(page number not for citation purposes)

Zhong et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of ER–/PR–/HER2– patients (4.65 events vs 11 events, P=.004)
and underestimating the risk of disease progression of the 45

to 54-year-old (25.95 vs 39, P=.01), urban (58.91 vs 77, P=.01),
and HR+/HER2+ (18.34 vs 33, P<.001) subgroups.

Table 2. AUROC by subgroup analysis.

Validation data set, AUROC (95% CI)Test data set, AUROC (95% CI)Subgroup

All-cause mortalityCancer-specific
mortality

Disease progres-
sion

All-cause mortalityCancer-specific
mortality

Disease progres-
sion

Age at diagnosis

0.94 (0.88-1.00)0.91 (0.81-1.00)0.80 (0.73-0.88)0.83 (0.77-0.89)0.79 (0.71-0.87)0.79 (0.74-0.85)<45 years

0.85 (0.73-0.98)0.84 (0.72-0.96)0.79 (0.70-0.88)0.81 (0.74-0.89)0.79 (0.71-0.88)0.80 (0.74-0.86)45-54 years

0.83 (0.64-1.00)0.80 (0.59-1.00)0.77 (0.63-0.90)0.82 (0.75-0.90)0.80 (0.72-0.88)0.75 (0.67-0.83)55-64 years

0.85 (0.73-0.98)0.80 (0.60-1.00)0.79 (0.65-0.94)0.84 (0.74-0.93)0.82 (0.66-0.97)0.79 (0.67-0.92)>64 years

Residence

0.90 (0.85-0.96)0.84 (0.75-0.93)0.78 (0.74-0.84)0.82 (0.78-0.86)0.80 (0.75-0.86)0.78 (0.73-0.82)Urban

0.84 (0.70-0.98)0.84 (0.71-0.97)0.80 (0.71-0.90)0.84 (0.77-0.91)0.77 (0.67-0.87)0.81 (0.75-0.87)Rural

Receptor type

0.97 (0.94-1.00)0.96 (0.92-1.00)0.92 (0.83-1.00)0.70 (0.60-0.79)0.63 (0.52-0.74)0.69 (0.61-0.78)ERa–/PRb–/HER2c–

0.87 (0.61-1.00)0.87 (0.62-1.00)0.70 (0.53-0.86)0.85 (0.76-0.94)0.86 (0.77-0.96)0.75 (0.63-0.87)ER–/PR–/HER2+

0.83 (0.70-0.97)0.75 (0.59-0.92)0.73 (0.63-0.83)0.87 (0.82-0.92)0.84 (0.78-0.91)0.84 (0.79-0.89)HRd+/HER2-

0.84 (0.70-0.97)0.81 (0.65-0.97)0.87 (0.81-0.94)0.78 (0.63-0.94)0.69 (0.48-0.89)0.69 (0.55-0.82)HR+/HER2+

aER: estrogen receptor.
bPR: progesterone receptor.
cHER2: human epidermal growth factor receptor.
dHR: hormone receptor.
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Table 3. Observed and predicted 5-year events by subgroup analysis.

All-cause mortalityCancer-specific mortalityDisease progressionData set and subgroup

P valuePredictedObservedP valuePredictedObservedP valuePredictedObserved

Test data set

Age at diagnosis

.7940.0938.3135.3629.3878.6171<45 years

.9841.6441.2733.6327.9973.647345-54 years

.6829.432.2721.627.3452.814655-64 years

.0411.0518.327.8311.7619.2621>64 years

Residence

.7889.9593.6972.7569.20170.96155Urban

.5432.2236.9725.6725.7453.3656Rural

Receptor type

.3332.3538.3824.4229.6956.1153ERa–/PRb–/HER2c–

.3918.9515.2714.4810.3030.4825ER–/PR–/HER2+

.9653.1454.5843.0639.33102.6693HR+/HER2–

.429.1712.799.38.2618.0223HR+/ HER2+

Validation data set

Age at diagnosis

.3413.9510.1212.867.1431.8340<45 years

>.99913.3813.8111.7213.0125.953945-54 years

.5511.4191.008.689.5222.271955-64 years

.733.855.652.774.33811>64 years

Residence

.3327.3822.2823.618.0158.9177Urban

>.99915.2215.5412.4315.6329.1432Rural

Receptor type

.106.5711.0044.6511.2010.7215ER–/PR–/HER2–

.576.95.995.535.641315ER–/PR–/HER2+

.1914.39.1212.927.6432.0235HR+/HER2–

>.9999.319.897.887<.00118.3433HR+/HER2+

aER: estrogen receptor.
bPR: progesterone receptor.
cHER2: human epidermal growth factor receptor.

Comparison with PREDICT
We also compared the performance of PREDICT with that of
the full model. Both models showed good discrimination and
similar AUROC values (0.78-0.84) with the test and validation

data sets (Figure 5). However, based on our data, PREDICT
was not well calibrated (Table 4). It overestimated the breast
cancer specific (80.6 vs 27, 52.6 vs 19, P<.001) and all-cause
mortalities (93.4 vs 39, 62.1 vs 21, P<.001), whereas our model
exhibited good calibration.
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Figure 5. Discriminatory accuracy for (A) cancer-specific mortality (test), (B) cancer-specific mortality (validation), (C) all-specific mortality (test),
and (D) all-specific mortality (validation). AUC: area under the curve; WCH: West China Hospital.

Table 4. Observed and predicted 5-year deaths by full model and PREDICT model.

All-cause mortalityBreast cancer–specific mortalityNCalibration

P valuePredictedObservedP valuePredictedObserved

Test data set

<.00193.439<.00180.627602PREDICT

>.99939.339.1935.127602West China Hospital model

Validation data set

<.00162.121<.00152.619486PREDICT

.2427.521.2425.219486West China Hospital model

Discussion

Principal Findings
Leveraging the real-world data of 5293 women with primary
invasive early breast cancer, we developed a prognostic model
to estimate the individual risk of disease progression,
cancer-specific mortality, and all-cause mortality using machine
learning. Good discriminatory accuracy and calibration were

obtained by combining patient demographic, tumor, and
treatment factors.

Adjuvant! Online and PREDICT are largely based on
Caucasians and have been well validated and widely used in
the United States and Western Europe [4,22,23]; however,
several validation attempts in non-European countries and even
in some European countries revealed suboptimal predictions
[2,9-13]. Among the population composition of the race-specific
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model developed by Wu et al [14], most patients were White,
followed by Hispanic and African American, whereas only 518
patients were Asian. In this study, the full model was compared
with 3 other models. Compared with model A (demographic
and tumor variables) and model B (variables similar to those
used in the published models), the full model (demographic,
tumor, and treatment variables) exhibited better AUROC,
indicating that the additional variables contributed to the
improvement in the full model. However, the full model with
XGBoost showed AUROC values comparable with those of
model C (same variables using Cox proportional hazards
regression) in the test and validation data sets, except for a
significantly better AUROC for disease progression prediction
with the test data set. This showed that the machine learning
method, similar to the traditional method, may be suitable for
constructing prognostic models based on survival data. There
is increasing interest in applying machine learning to clinical
data and offering personalized information to support clinical
practice [24-27]. Moreover, machine learning provides an
innovative approach to data analysis and imaging interpretation,
which may be superior to conventional statistics [28]. The ability
to automatically handle large multidimensional and multivariate
data may ultimately reveal novel associations between specific
features and important cancer outcomes. This helps to identify
trends and patterns that would otherwise be obscure to
investigators [29]. Therefore, a machine learning–based model
may play an important role in patient risk stratification [30].

This study also compared the performance of PREDICT with
that of our model and showed that the PREDICT algorithm
overestimated mortality. This discrepancy is likely due to the
lack of data on tumor detection methods [31] as well as to the
lack of generalizability to the entire Chinese population. The
validation of PREDICT based on an Asian population in another
study revealed similar results [9], suggesting that attention
should be paid to racial and ethnic differences [32].
Race-specific breast cancer prognosis models for White,
Hispanic, and African American patients showed that racial
disparity was evident in the distributions of several risk factors
and the clinical presentation of the disease [14]. These results
suggest that breast cancer prognostic model specific to the
characteristics of different populations should be established.
To the best of our knowledge, this is the first breast cancer
prognosis model based on a Chinese population.

One major merit of our study was the large-scale prospective
cohort design with virtually complete follow-up, largely limiting
the common sources of bias. Although our study is based on a
single institution, the large-scale cohort and complete coverage
in West China Hospital guarantee the representativeness of
breast cancer patients in Southwestern China. This study is
based on real-world data recorded in the BCIMS. The BCIMS
infrastructure ensured high quality data collection and virtually
complete follow-up through regular interviews, which
considerably restricted several common biases such as
information and surveillance biases. Several studies have used

real-world data to develop cancer models [33-38]. Real-world
data are more representative of a patient’s true state than clinical
research data.

In real-word practices, some prognostic indicators were missing
due to incomplete records of pathological diagnoses in early
2000s, such as histological grade and Ki67 percentage. Some
HER2 status data were uncertain because HER2+ results
obtained by immunohistochemistry were not further verified
by fluorescence in situ hybridization. Although these missing
data were inputted as unknown categories in the full model, the
model’s good performance relieved this concern to some extent.
Moreover, the unknown categories were not related to patient
outcome in model C by the Cox method.

The full model incorporated the residential status of breast
cancer patients. The incidence of breast cancer in China is
generally higher in urban than rural areas, but the associated
mortality risk is considerably higher in rural areas [31]. Indeed,
the residential status represents the socioeconomic status of
Chinese patients to a large extent. Disparities exist between
urban and rural patients in terms of lifestyle, medical insurance,
ability to afford out-of-pocket treatment expenses, health service,
geographical and travel issues, health education, and treatment
intention and adherence [39,40]. These factors are associated
with patient prognosis [39,41-45]. Moreover, with the progress
of urbanization, the residential status of the population is
undergoing dynamic changes and should be adjusted in future
models.

Our study has some limitations. First, the proposed model
showed poor AUROC values (0.63-0.69) for the
ER–/PR–/HER2– and HR+/HER2+ subgroups in the test data
set. However, it showed good AUROC values for these 2
subgroups in the validation data set (0.81-0.96), which relieves
the concern. Notably, this difference in performance between
the test and validation data sets was probably because the
validation population was diagnosed and treated in 2013, with
fewer instances of missing data. Second, the model did not
include the variable of targeted therapy. Trastuzumab was
approved in China in 2002, but because of its high cost and
exclusion from reimbursement in Sichuan province until 2017,
the number of HER2+ patients treated with trastuzumab was
relatively small in our institution. Third, as a single-center study,
our models were developed using a large-scale cohort in the
training phase, and the test and validation groups were
independent but from the same population. Therefore, validation
in an external population is needed in the future.

Conclusions
We developed and validated a prognostic model for a Chinese
population of patients with early-stage invasive breast cancer.
Our model showed high discriminatory accuracy and good
calibration, which may facilitate prognosis prediction and
decision making in clinical practice for Chinese patients with
breast cancer.
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Abstract

Background: Asthma causes numerous hospital encounters annually, including emergency department visits and hospitalizations.
To improve patient outcomes and reduce the number of these encounters, predictive models are widely used to prospectively
pinpoint high-risk patients with asthma for preventive care via care management. However, previous models do not have adequate
accuracy to achieve this goal well. Adopting the modeling guideline for checking extensive candidate features, we recently
constructed a machine learning model on Intermountain Healthcare data to predict asthma-related hospital encounters in patients
with asthma. Although this model is more accurate than the previous models, whether our modeling guideline is generalizable
to other health care systems remains unknown.

Objective: This study aims to assess the generalizability of our modeling guideline to Kaiser Permanente Southern California
(KPSC).

Methods: The patient cohort included a random sample of 70.00% (397,858/568,369) of patients with asthma who were enrolled
in a KPSC health plan for any duration between 2015 and 2018. We produced a machine learning model via a secondary analysis
of 987,506 KPSC data instances from 2012 to 2017 and by checking 337 candidate features to project asthma-related hospital
encounters in the following 12-month period in patients with asthma.

Results: Our model reached an area under the receiver operating characteristic curve of 0.820. When the cutoff point for binary
classification was placed at the top 10.00% (20,474/204,744) of patients with asthma having the largest predicted risk, our model
achieved an accuracy of 90.08% (184,435/204,744), a sensitivity of 51.90% (2259/4353), and a specificity of 90.91%
(182,176/200,391).

Conclusions: Our modeling guideline exhibited acceptable generalizability to KPSC and resulted in a model that is more accurate
than those formerly built by others. After further enhancement, our model could be used to guide asthma care management.
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Introduction

Background
About 8.4% of people in the United States have asthma [1],
which causes over 3000 deaths, around 500,000 hospitalizations,
and over 2 million emergency department (ED) visits each year
[1,2]. To improve patient outcomes and cut the number of
asthma-related hospital encounters including ED visits and
hospitalizations, predictive models are widely used to
prospectively pinpoint high-risk patients with asthma for
preventive care via care management. This is the case with
health care systems such as the University of Washington
Medicine, Kaiser Permanente Northern California [3], and
Intermountain Healthcare, and with other health plans in 9 of
12 metropolitan communities [4]. Once a patient is identified
as high risk and placed into a care management program, a care
manager will call the patient periodically to assess asthma
control, adjust asthma medications, and make appointments for
needed care or testing. Successful care management can help
patients with asthma obtain better outcomes, thereby avoiding
up to 40% of their future hospital encounters [5-8].

A care management program has a limited service capacity and
usually enrolls ≤3% of patients [9] with a given condition, which
places a premium on enrolling at-risk patients. Therefore, the
accuracy of the adopted predictive model (or lack thereof) puts
an upper bound on the effectiveness of the program. Previously,
several researchers have developed several models for projecting
asthma-related hospital encounters in patients with asthma
[3,10-22]. Each of these models would consider only a few
features, miss more than half of patients who will have future
asthma-related hospital encounters, and incorrectly project future
asthma-related hospital encounters for many other patients with
asthma [23]. These errors lead to suboptimal patient outcomes,
including hospital encounters and unnecessary health care costs
because of unneeded care management program enrollment.
When building machine learning models on nonmedical data,
people often follow the modeling guideline of checking
extensive candidate features to boost model accuracy [24-27].
Adopting this modeling guideline to the medical domain, we
recently constructed a machine learning model on Intermountain
Healthcare data to project asthma-related hospital encounters
in the following 12-month period in patients with asthma [23].
Compared with previous models, our model boosts the area
under the receiver operating characteristic curve (AUC) by at
least 0.049 to 0.859. Although this is encouraging, it remains

unknown whether our modeling guideline is generalizable to
other health care systems.

Objectives
This study aims to assess the generalizability of our modeling
guideline to Kaiser Permanente Southern California (KPSC).
Similar to our Intermountain Healthcare model [23], our KPSC
model uses administrative and clinical data to project
asthma-related hospital encounters (ED visits and
hospitalizations) in patients with asthma. The categorical
dependent variable has 2 possible values—whether the patient
with asthma will have asthma-related hospital encounters in the
following 12-month period or not. This study describes the
construction and evaluation of our KPSC model.

Methods

The methods adopted in this study are similar to those used in
our previous paper [23].

Ethics Approval and Study Design
In this study, we performed a secondary analysis of
computerized administrative and clinical data. This study was
approved by the institutional review boards of the University
of Washington Medicine and KPSC.

Patient Population
As shown in Figure 1, our patient cohort was based on patients
with asthma who were enrolled in a KPSC health plan for any
duration between 2015 and 2018. Owing to internal regulatory
processes, the patient cohort was restricted to a random sample
of 70.00% (397,858/568,369) of eligible patients. This sample
size is the maximum that KPSC allows for sharing its data with
an institution outside of Kaiser Permanente for research. As the
largest integrated health care system in Southern California with
227 clinics and 15 hospitals, KPSC offers care to approximately
19% of Southern California residents [28]. A patient was
deemed to have asthma in a particular year if the patient had
one or more diagnosis codes of asthma (International
Classification of Diseases [ICD], Tenth Revision [ICD-10]:
J45.x; ICD, Ninth Revision [ICD-9]: 493.0x, 493.1x, 493.8x,
493.9x) recorded in the encounter billing database in that year
[11,29,30]. The exclusion criterion was that the patient died
during that year. If a patient had no diagnosis code of asthma
in any subsequent year, the patient was deemed to have no
asthma in that subsequent year.

Figure 1. The patient cohort selection process. KPSC: Kaiser Permanente Southern California.
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Prediction Target (the Dependent Variable)
For each patient identified as having asthma in a particular year,
the outcome was whether the patient had any asthma-related
hospital encounter in the following year. An asthma-related
hospital encounter is an ED visit or hospitalization with asthma
as the principal diagnosis (ICD-10: J45.x; ICD-9: 493.0x,
493.1x, 493.8x, 493.9x). For every patient with asthma, the
patient’s data up to the end of every calendar year were used to
project the patient’s outcome in the following year as long as
the patient was deemed to have asthma in the previous year and
was also enrolled in a KPSC health plan at the end of the
previous year.

Data Set
For the patients in our patient cohort, we used their entire
electronically available patient history at KPSC. At KPSC,
various kinds of information on its patients has been recorded
in the electronic medical record system since 2010. In addition,
we had electronic records of the patients’ diagnosis codes
starting from 1981, regardless of whether they were stored in
the electronic medical record system. From the research data
warehouse at KPSC, we retrieved an administrative and clinical
data set, including information regarding our patient cohort’s
encounters and medication dispensing at KPSC from 2010 to
2018 and diagnosis codes at KPSC from 1981 to 2018. Owing
to regulatory and privacy concerns, the data set is not publicly
available.

Features (Independent Variables)
We examined 2 types of candidate features—basic and extended.
A basic feature and its corresponding extended features differ
only in the year of the data used for feature computation. We
considered 307 basic candidate features listed in Multimedia
Appendix 1 [31]. Covering a wide range of characteristics, these
basic candidate features were computed from the structured
attributes in our data set. In Multimedia Appendix 1, unless the
word different shows up, every mention of the number of a
given type of item such as medications counts multiplicity. As
defined in our previous paper [23], major visits for asthma
include ED visits and hospitalizations with an asthma diagnosis
code and outpatient visits with a primary diagnosis of asthma.
Outpatient visits with a secondary but no primary diagnosis of
asthma is regarded as minor visits for asthma.

Every input data instance to the model targets a unique (patient,
index year) pair and is employed to forecast the patient’s
outcome in the following year. For the (patient, index year) pair,
the patient’s primary care provider (PCP), age, and home address
were computed as of the end of the index year. The basic
candidate features of history of bronchiolitis, the number of
years since the first asthma-coded encounter in the data set,
premature birth, family history of asthma, and the number of
years since the first encounter for chronic obstructive pulmonary
disease in the data set were computed using the data from 1981
to the index year. All of the allergy features and the features
derived from the problem list were computed using the data
from 2010 to the index year. One basic candidate feature was
computed using the data in the index and preindex years: the
proportion of patients who had asthma-related hospital

encounters in the index year out of all of the patients of the
patient’s PCP with asthma in the preindex year. The other 277
basic candidate features were computed using the data in the
index year.

In addition to the basic candidate features, we also checked
extended candidate features. Our Intermountain Healthcare
model [23] was built using the extreme gradient boosting
(XGBoost) machine learning classification algorithm [32]. As
detailed in Hastie et al [33], XGBoost automatically computes
the importance value of every feature as the fractional
contribution of the feature to the model. Previously, we showed
that ignoring those features with importance values <0.01 led
to a little drop in model accuracy [23]. Using the basic candidate
features and the model construction method described below,
we built an initial XGBoost model on KPSC data. As a patient’s
demographic features rarely change over time, no extended
candidate feature was formed for any of the basic demographic
features. For each basic candidate feature that was
nondemographic, was computed on the data in the index year,
and had an importance value 0.01 in the initial XGBoost model,
we computed 2 related extended candidate features, one using
the data in the preindex year and another using the data in the
year that was 2 years before the index year. The only difference
between the extended candidate features and the basic feature
is the year of the data used for feature computation. For instance,
for the basic candidate feature number of ED visits in 2016, the
2 related extended candidate features are the number of ED
visits in 2015 and the number of ED visits in 2014. In brief, we
formed extended candidate features for only those suitable and
important basic candidate features. Our intuition is that among
all possible ones that could be formed, these extended candidate
features are most promising with regard to additional predictive
power. For the other basic candidate features with lower
importance values, those extended candidate features that could
possibly be formed for them tend to have little extra predictive
power and can be ignored. Given the finite data instances
available for model training, this feature extending approach
avoids a large rise in the number of candidate features, which
may cause sample size issues. We considered all of the basic
and extended candidate features when building our final
predictive model.

Data Analysis

Data Preparation
Peak expiratory flow values are available in our KPSC data set
but not in the Intermountain Healthcare data set used in our
previous paper [23]. On the basis of the upper and lower bounds
given by a medical expert (MS) in our team, all peak expiratory
flow values >700 were regarded as biologically implausible.
Using this criterion and the same data preparation method
adopted in our previous paper [23], we normalized data,
identified biologically implausible values, and set them to
missing. As the outcomes were from the following year and the
extended candidate features were computed using the data from
up to 2 years before the index year, our data set contained 6
years of effective data (2012-2017) over a total of 9 years
(2010-2018). In clinical practice, a model is trained on historical
data and then applied to future years’ data. To mirror this, the
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2012 to 2016 data were used as the training set for model
training. The 2017 data were employed as the test set to gauge
model performance.

Performance Metrics
As shown in the formulas below and Table 1, we adopted 6
standard metrics to assess model performance: accuracy,
specificity, sensitivity, negative predictive value (NPV), positive
predictive value (PPV), and AUC.

Accuracy=(TP+TN)/(TP+TN+FP+FN),

Specificity=TN/(TN+FP),

Sensitivity=TP/(TP+FN),

Negative predictive value=TN/(TN+FN),

Positive predictive value=TP/(TP+FP).

We performed a 1000-fold bootstrap analysis [34] to compute
the 95% CIs of these performance measures. We plotted the
receiver operating characteristic (ROC) curve to show the
tradeoff between sensitivity and specificity.

Table 1. The error matrix.

No asthma-related hospital encounter in the
following year

Asthma-related hospital encounters in the following
year

Outcome class

FPbTPaProjected asthma-related hospital encounters in the
following year

TNdFNcProjected no asthma-related hospital encounter in
the following year

aTP: true positive.
bFP: false positive.
cFN: false negative.
dTN: true negative.

Classification Algorithms
We employed Waikato Environment for Knowledge Analysis
(WEKA) Version 3.9 [35] to build machine learning models.
As a major open source toolkit for machine learning and data
mining, WEKA integrates many classic feature selection
techniques and machine learning algorithms. We examined the
39 native machine learning classification algorithms in WEKA,
as shown in the web-based appendix of our previous paper [23]
and the XGBoost classification algorithm [32] realized in the
XGBoost4J package [36]. As an ensemble of decision trees,
XGBoost implements gradient boosting in a scalable and
efficient manner. As XGBoost takes only numerical features as
its inputs, we converted every categorical feature to one or more
binary features through one-hot encoding before giving the
feature to XGBoost. We employed our previously developed
automatic and efficient machine learning model selection
method [37] and the 2012 to 2016 training data to automatically
choose, among all of the applicable ones, the classification
algorithm, feature selection technique, hyperparameter values,
and data balancing method for managing imbalanced data. On
average, our method runs 28 times faster and achieves an 11%
lower model error rate than the Auto-WEKA automatic model
selection method [37,38].

Assessing the Generalizability of our Intermountain
Healthcare Model to KPSC
This study mainly assessed our modeling guideline’s
generalizability to KPSC by using the KPSC training set to train
several models and assessing their performance on the KPSC
test set. In addition, we assessed our Intermountain Healthcare
model’s [23] generalizability to KPSC. Using the Intermountain
Healthcare data set and the top 21 features with an importance

value computed by XGBoost ≥0.01, we formerly built a
simplified Intermountain Healthcare model [23]. The simplified
model retained almost all of the predictive power of our full
Intermountain Healthcare model. Our KPSC data set included
these 21 features but not all of the 142 features used in our full
Intermountain Healthcare model. We assessed our simplified
Intermountain Healthcare model’s performance on the KPSC
test set twice, once after retraining the model on the KPSC
training set and once using the model trained on the
Intermountain Healthcare data set without retraining the model
on the KPSC training set.

Results

Clinical and Demographic Characteristics of the
Patient Cohorts
Every data instance targets a unique (patient, index year) pair.
Multimedia Appendix 1 displays the clinical and demographic
characteristics of our patient cohort during the time periods of
2012 to 2016 and 2017. The set of characteristics during 2012
to 2016 is similar to that during 2017. During 2012 to 2016 and
2017, 2.42% (18,925/782,762) and 2.13% (4353/204,744) of
data instances were associated with asthma-related hospital
encounters in the following year, respectively.

Table 2 shows for each clinical or demographic characteristic,
the statistical test results on whether the data instances linking
to future asthma-related hospital encounters and those linking
to no future asthma-related hospital encounter had the same
distribution. These 2 sets of data instances had the same
distribution when the P value is ≥.05, and distinct distributions
when the P value is <.05. In Table 2, all of the P values <.05
are marked in italics.
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Table 2. For each clinical or demographic characteristic, the statistical test results on whether the data instances linking to future asthma-related hospital
encounters and those linking to no future asthma-related hospital encounter had the same distribution.

P value for the 2017 dataP value for the 2012-2016 dataCharacteristics

<.001 a<.001 a,bAge (years)

.01 c<.001 cGender

<.001 c<.001 cRace

<.001 c<.001 cEthnicity

<.001 c<.001 cInsurance category

.006 a.78aNumber of years since the first asthma-coded encounter in the data set

Asthma medication fill

<.001 c<.001 cInhaled corticosteroid

<.001 c<.001 cInhaled corticosteroid and long-acting beta-2 agonist combination

<.001 c<.001 cLeukotriene modifier

<.001 c<.001 cLong-acting beta-2 agonist

>.99c>.99cMast cell stabilizer

<.001 c<.001 cShort-acting, inhaled beta-2 agonist

<.001 c<.001 cSystemic corticosteroid

Comorbidity

<.001 c<.001 cAllergic rhinitis

<.001 c<.001 cAnxiety or depression

>.99c<.001 cBronchopulmonary dysplasia

<.001 c<.001 cChronic obstructive pulmonary disease

.52c>.99cCystic fibrosis

<.001 c<.001 cEczema

<.001 c<.001 cGastroesophageal reflux

<.001 c<.001 cObesity

<.001 c<.001 cPremature birth

.06c.33cSinusitis

<.001 c.003 cSleep apnea

<.001 c<.001 cSmoking status

aP values obtained by performing the Cochran-Armitage trend test [39].
bP values <.05 marked in italics.
cP values obtained by performing the chi-square two-sample test.

Classification Algorithm and Features Used
Before building our final model, the importance values of the
basic candidate features were computed once on our initial
XGBoost model. This led to us examining 30 extended candidate
features in addition to the 307 basic candidate features. With
these 337 basic and extended candidates features as inputs, our
automatic model selection method [37] picked the XGBoost
classification algorithm [32]. As an ensemble of decision trees,

XGBoost can handle missing feature values naturally. Our final
predictive model was built using XGBoost, and the 221 features
shown in descending order of importance value in Multimedia
Appendix 1. The other features had no additional predictive
power and were automatically dropped by XGBoost.

Performance Measures of the Final KPSC Model
On the KPSC test set, our final model achieved an AUC of
0.820 (95% CI 0.813-0.826). Figure 2 displays the ROC curve
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of our final model. Table 3 displays the performance measures
of our final model when various top percentages of patients
having the largest predicted risk were adopted as the cutoff point
for performing binary classification. When this percentage was
at 10.00% (20,474/204,744), our final model achieved an
accuracy of 90.08% (184,435/204,744; 95% CI 89.95-90.21),
a sensitivity of 51.90% (2259/4353; 95% CI 50.44-53.42), a
specificity of 90.91% (182,176/200,391; 95% CI 90.78-91.03),
a PPV of 11.03% (2259/20,474; 95% CI 10.59-11.46), and an
NPV of 98.86% (182,176/184,270; 95% CI 98.81-98.91). Table
4 gives the corresponding error matrix of our final model.

When we excluded the extended candidate features and
considered only the basic candidate features, the AUC of our
model dropped to 0.809. Several basic candidate features, such
as the number of years since the first asthma-coded encounter
in the data set, needed over one year of past data to calculate.
When we further excluded these multiyear candidate features
and considered only those basic candidate features calculated
on 1 year of past data, the model’s AUC dropped to 0.807.

Without precluding any feature from being considered, the
model trained on data from both children (aged <18 years) with

asthma and adults (aged ≥18 years) with asthma gained an AUC
of 0.815 in children with asthma and an AUC of 0.817 in adults
with asthma. In comparison, the model trained only on data
from children with asthma gained an AUC of 0.811 in children
with asthma. The model trained only on data from adults with
asthma gained an AUC of 0.818 in adults with asthma.

If we adopted only the top 25 features shown in Multimedia
Appendix 1 with an importance value ≥0.01 and removed the
other 312 features, the model’s AUC dropped from 0.820 to
0.800 (95% CI 0.793-0.808). When the top 10.00%
(20,474/204,744) of patients having the largest predicted risk
were adopted as the cutoff point for doing binary classification,
the model’s accuracy dropped from 90.08% (184,435/204,744)
to 89.96% (184,185/204,744; 95% CI 89.83-90.08), sensitivity
dropped from 51.90% (2259/4353) to 49.02% (2134/4353; 95%
CI 47.71-50.55), specificity dropped from 90.91%
(182,176/200,391) to 90.85% (182,051/200,391; 95% CI
90.72-90.97), PPV dropped from 11.03% (2259/20,474) to
10.42% (2134/20,474; 95% CI 10.03-10.86), and NPV dropped
from 98.86% (182,176/184,270) to 98.80% (182,051/184,270;
95% CI 98.75-98.85).

Figure 2. The receiver operating characteristic curve of our final predictive model.
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Table 3. The performance measures of our final predictive model when various top percentages of patients having the largest predicted risk were
adopted as the cutoff point for doing binary classification.

NPVbPPVaSpecificity
(N=200,391), n (%)

Sensitivity
(N=4353), n (%)

Accuracy
(N=204,744), n (%)

Top percentage of
patients having the
largest predicted risk
(%)

Nn (%)Nn (%)

202,697199,038
(98.19)

2047694 (33.90)199,038 (99.32)694 (15.94)199,732 (97.55)1

200,650197,323
(98.34)

40941026 (25.06)197,323 (98.47)1026 (23.57)198,349 (96.88)2

198,602195,540
(98.46)

61421291 (21.02)195,540 (97.58)1291 (29.66)196,831 (96.14)3

196,555193,694
(98.54)

81891492 (18.22)193,694 (96.66)1492 (34.28)195,186 (95.33)4

194,507191,813
(98.62)

10,2371659 (16.21)191,813 (95.72)1659 (38.11)193,472 (94.49)5

192,460189,912
(98.68)

12,2841805 (14.69)189,912 (94.77)1805 (41.47)191,717 (93.64)6

190,412187,989
(98.73)

14,3321930 (13.47)187,989 (93.81)1930 (44.34)189,919 (92.76)7

188,365186,068
(98.78)

16,3792056 (12.55)186,068 (92.85)2056 (47.23)188,124 (91.88)8

186,318184,116
(98.82)

18,4262151 (11.67)184,116 (91.88)2151 (49.41)186,267 (90.98)9

184,270182,176
(98.86)

20,4742259 (11.03)182,176 (90.91)2259 (51.90)184,435 (90.08)10

174,033172,291
(99.00)

30,7112611 (8.50)172,291 (85.98)2611 (59.98)174,902 (85.42)15

163,796162,348
(99.12)

40,9482905 (7.09)162,348 (81.02)2905 (66.74)165,253 (80.71)20

153,558152,348
(99.21)

51,1863143 (6.14)152,348 (76.03)3143 (72.20)155,491 (75.94)25

aPPV: positive predictive value.
bNPV: negative predictive value.

Table 4. The error matrix of our final predictive model when the top 10.00% (20,474/204,744) of patients having the largest predicted risk were adopted
as the cutoff point for doing binary classification.

No asthma-related hospital encounter in the
following year

Asthma-related hospital encounters in the following
year

Outcome class

18,2152259Projected asthma-related hospital encounters in the
following year

182,1762094Projected no asthma-related hospital encounter in
the following year

Performance Measures of the Simplified Intermountain
Healthcare Model
When applying our simplified Intermountain Healthcare model
trained on the Intermountain Healthcare data set [23] to the
KPSC test set without retraining the model on the KPSC training
set, the model gained an AUC of 0.751 (95% CI 0.742-0.759).
When the top 10.00% (20,474/204,744) of patients having the
largest predicted risk were adopted as the cutoff point for doing
binary classification, the model achieved an accuracy of 89.64%

(183,531/204,744; 95% CI 89.51-89.77), a sensitivity of 41.51%
(1807/4353; 95% CI 40.14-42.97), a specificity of 90.68%
(181,724/200,391; 95% CI 90.55-90.81), a PPV of 8.83%
(1807/20,474; 95% CI 8.44-9.23), and an NPV of 98.62%
(181,724/184,270; 95% CI 98.57-98.67).

After using the KPSC training set to retrain our simplified
Intermountain Healthcare model [23], the model gained on the
KPSC test set an AUC of 0.779 (95% CI 0.772-0.787). When
the top 10.00% (20,474/204,744) of patients having the largest
predicted risk were adopted as the cutoff point for doing binary
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classification, the model achieved an accuracy of 89.85%
(183,953/204,744; 95% CI 89.71-89.97), a sensitivity of 46.36%
(2018/4353; 95% CI 44.89-47.84), a specificity of 90.79%
(181,935/200,391; 95% CI 90.65-90.91), a PPV of 9.86%
(2018/20,474; 95% CI 9.45-10.25), and an NPV of 98.73%
(181,935/184,270; 95% CI 98.68-98.78).

Discussion

Principal Findings
We used KPSC data to develop a model to forecast
asthma-related hospital encounters in the following 12-month
period in patients with asthma. Table 5 shows that, compared
with the models formerly built by others [3,10-22], our final
KPSC model gained a higher AUC, that is, our modeling
guideline of checking extensive candidate features to boost
model accuracy exhibited acceptable generalizability to KPSC.
After further enhancement to automatically explain its
predictions [40,41] and to raise its accuracy, our model could
be used to direct asthma care management to help improve
patient outcomes and reduce health care costs.

Asthma affects adults and children differently. Our final model
gained a lower AUC in children than in adults. Additional work

is required to understand the difference and to boost the
prediction accuracy in children.

We examined 337 basic and extended candidate features.
Approximately 65.6% (221/337) of these were used in our final
model. Many of the unused features were correlated with the
outcome variable but provided no additional predictive power
on the KPSC data set beyond those used in our final model.

In Multimedia Appendix 1, the 8 most important features and
several others within the top 25 features reflect the loss of
asthma control. This loss of asthma control could be because
of the severity of the patient’s asthma. It could also relate to
management practices, treatment nonadherence, or
socioeconomic factors for which we had no data.

When using our simplified Intermountain Healthcare model
[23] without retraining it on the KPSC training set, the model
achieved an AUC of 0.751 on the KPSC test set. Despite being
0.069 lower than our final KPSC model’s AUC, this AUC is
higher than the AUCs of many previous models for predicting
hospitalization and ED visits in patients with asthma (Table 5).
Therefore, we regard our simplified Intermountain Healthcare
model to have acceptable generalizability to KPSC.
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Table 5. Our final Kaiser Permanente Southern California model in comparison with several previous models for forecasting hospitalizations and
emergency department visits in patients with asthma.

NPVc

(%)
PPVb

(%)

Specificity
(%)

Sensitivity
(%)

AUCaThe undesir-
able out-
come’s
prevalence
rate in the
whole data
set (%)

Classifica-
tion algo-
rithm

Number
of data in-
stances

Number
of fea-
tures the
model
used

Prediction tar-
get

Model

182,176
(98.86)

2259
(11.03)

182,176
(90.91)

2259
(51.90)

0.82023,278
(2.36)

XGBooste987,506221Asthma-relat-
ed hospital en-
counters

Our final KP-

SCd model

16,955
(97.83)

436
(22.65)

16,955
(91.93)

436 (53.69)0.85912,144
(3.63)

XGBoost334,564142Asthma-relat-
ed hospital en-
counters

Our Intermoun-
tain Healthcare
model [23]

————f0.818.5Logistic re-
gression

282117Asthma-relat-
ed hospital en-
counters

Miller et al [15]

————0.813Logistic re-
gression

6117Asthma exac-
erbation

Loymans et al
[10]

————0.791.8Proportional
hazards re-
gression

16,5207Asthma-relat-
ed hospitaliza-
tion

Lieu et al [3]

99.15.689.843.90.7811.4Logistic re-
gression

41975Asthma-relat-
ed hospitaliza-
tion in chil-
dren

Schatz et al [11]

568263770.7854Logistic re-
gression

488811Lost day or
asthma-related
hospital en-
counters

Yurk et al [17]

————0.75118.3Logistic re-
gression

24153Asthma-relat-

ed EDg visit

Eisner et al [12]

————0.7569.6Scoring61517Severe asthma
exacerbation

Forno et al [22]

99.33.987.044.90.7121.2Logistic re-
gression

69043Asthma-relat-
ed hospitaliza-
tion in adults

Schatz et al [11]

————0.696.4Proportional
hazards re-
gression

16,5207Asthma-relat-
ed ED visit

Lieu et al [3]

————0.68932.8Logistic re-
gression

28581Asthma-relat-
ed hospitaliza-
tion

Eisner et al [12]

————0.62521Classifica-
tion and re-
gression tree

783Severe asthma
exacerbation

Sato et al [13]

93.222.092.025.40.6146.5Logistic re-
gression

14,8934Asthma-relat-
ed hospital en-
counters

Schatz et al [20]

—18.583.649.0—6.9Classifica-
tion and re-
gression tree

71414Asthma-relat-
ed hospital en-
counters

Lieu et al [19]

aAUC: area under the receiver operating characteristic curve.
bPPV: positive predictive value.
cNPV: negative predictive value.
dKPSC: Kaiser Permanente Southern California.
eXGBoost: extreme gradient boosting.
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fThe original paper presenting the model did not report the performance measure.
gED: emergency department.

Comparison With Previous Work
Multiple researchers have built models to forecast ED visits
and hospitalizations in patients with asthma [3,10-23]. Table 5
compares our final KPSC model with those models, which
encompass all pertinent models covered in the systematic review
of Loymans et al [18]. With the exception of our Intermountain
Healthcare model [23], every model formerly built by others
[3,10-22] gained a lower AUC than our final KPSC model.
Instead of being for all patients with asthma, the model by Miller
et al [15] targets adults with difficult-to-treat or severe asthma,
8.5% of whom had future asthma-related hospital encounters.
The model by Loymans et al [10] predicts asthma exacerbations
with a prevalence rate of 13%. These 2 prevalence rates of the
undesirable outcome are much higher than that in our KPSC
data set. In addition, the target patient population and the
prediction target of these 2 models are not comparable with
those in our KPSC model. Except for these 2 models, each of
the other models formerly built by others had an AUC ≤0.79,
which is at least 0.030 lower than that of our KPSC model.

Compared with other models, the model by Yurk et al [17]
gained a larger PPV and sensitivity mainly because of the use
of a distinct prediction target: hospital encounters or one or
more days lost because of missed work or reduced activities for
asthma. This prediction target was easier to predict, as it
occurred in 54% of the patients with asthma. If the model by
Yurk et al [17] were used to predict asthma-related hospital
encounters that occurred with approximately 2% of the patients
with asthma, we would expect the model to gain a lower
sensitivity and PPV.

Excluding the model by Yurk et al [17], all of the other models
formerly built by others had a sensitivity ≤49%, which is smaller
than what our final KPSC model gained: 51.90% (2259/4353).
Sensitivity provides, among all patients with asthma who will
have future asthma-related hospital encounters, the proportion
of patients that the model pinpoints. As the population of
patients with asthma is large, for every 1% increase in the
identified proportion of patients with asthma who would have
future asthma-related hospital encounters, effective care
management could help improve patient outcomes, thereby
avoiding up to 7200 more ED visits and 1970 more
hospitalizations in the United States annually [1,5-8].

The PPV depends substantially on the prevalence rate of
undesirable outcomes [42]. In our KPSC test data set, 2.13%
(4353/204,744) of patients with asthma had future
asthma-related hospital encounters. When the top 10.00%
(20,474/204,744) of patients having the largest predicted risk
were adopted as the cutoff point for performing binary
classification, the maximum possible PPV that a perfect model
could obtain is 21.26% (4353/20,474). Our final KPSC model
gained a PPV of 11.03% (2259/20,474), which is 51.90%
(2259/4353) of the maximum possible PPV. In comparison, in
our Intermountain Healthcare test data set, 4.22% of patients
with asthma had future asthma-related hospital encounters [23].
Our Intermountain Healthcare model gained a PPV of 22.65%

(436/1925) [23], which is 53.7% (436/812) of the maximum
possible PPV that a perfect model could obtain. On a data set
in which 6.5% of patients with asthma had future asthma-related
hospital encounters, the model by Schatz et al [20] gained a
PPV of 22.0%. On a data set in which 6.9% of patients with
asthma had future asthma-related hospital encounters, the model
by Lieu et al [19] gained a PPV of 18.5%. Except for these
PPVs and the PPV of the model by Yurk et al [17], none of the
previously reported PPVs was more than 5.6%.

Despite being built using the same modeling guideline, our final
KPSC model gained a lower AUC than our Intermountain
Healthcare model [23]. This is largely because the percentage
of data instances in the test set linking to future asthma-related
hospital encounters differs greatly at Intermountain Healthcare
and at KPSC: 4.22% (812/19,256) versus 2.13% (4353/204,744),
respectively. The rarer the undesirable outcome, the harder it
is to accurately predict it.

The top features with an importance value ≥0.01 in our final
KPSC model are similar to those in our Intermountain
Healthcare model [23]. In both our final KPSC and our
Intermountain Healthcare models, many top features involve
asthma medications and previous ED visits. When building our
Intermountain Healthcare model, we did not consider several
basic candidate features. They turned out to be top features in
our final KPSC model and impacted the importance values and
ranks of the other top features there.

When building our Intermountain Healthcare model, we did not
incorporate any extended candidate features. Several such
features appeared as top features in our final KPSC model. Their
inclusion boosted the model accuracy on our KPSC data set. It
is possible that including extended candidate features could also
boost the model accuracy on our Intermountain Healthcare data
set. This could be explored in future work.

Schatz et al [20] showed that in 2 Southern California cities,
6.5% of patients with asthma at KPSC had asthma-related
hospital encounters in 2000. In comparison, 2.08%
(4353/208,959) of patients with asthma at KPSC had
asthma-related hospital encounters in 2018. This suggests that
compared with 2 decades ago, KPSC manages patients with
asthma better now.

Considerations About Potential Clinical Use
Although more accurate than those formerly built by others,
our final KPSC model still gained a somewhat low PPV of
11.03% (2259/20,474). However, our model could be clinically
useful:

1. A PPV of 11.03% (2259/20,474) is acceptable for
pinpointing high-risk patients with asthma to apply low-cost
preventive interventions. Examples of such interventions
include giving the patient a peak flow meter for
self-monitoring at home and showing the patient how to
use it, instructing the patient on the correct use of an asthma
inhaler, asking a nurse to follow up on the patient with extra
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phone calls, and training the patient to write a diary on
environmental triggers.

2. As explained above, because of the low prevalence rate of
the undesirable outcome used in this study, even a perfect
model would gain a small PPV. For this outcome, sensitivity
matters more than PPV for judging the model’s possible
clinical impact. Our final KPSC model gained a higher
sensitivity than all of the models that were formerly built
by others and used a comparable prediction target.

3. To allocate care management resources, health care systems
such as the University of Washington Medicine, Kaiser
Permanente Northern California [3], and Intermountain
Healthcare are using proprietary models whose performance
measures are akin to those of the models previously built
by others. Our final KPSC model is more accurate than
these models.

Our final KPSC model used 221 features. Cutting this number
could facilitate the clinical deployment of the model. In this
regard, if one could bear a small drop in prediction accuracy,
one could adopt the top features having an importance value
of, for example, 0.01 or more and remove the others. The
importance value of a feature changes across health care
systems. Ideally, before deciding which features to keep, one
should first compute the importance values of the features on
a data set from the intended health care system.

Most of the attributes that we used to compute the features
adopted in our final KPSC model, particularly the top features,
are routinely collected by electronic medical record systems.
For future work, to make it easy for other health care systems
to reuse our final KPSC model, we can resort to the
Observational Medical Outcomes Partnership (OMOP) common
data model [43]. This data model and its linked standardized
terminologies [44] standardize administrative and clinical
attributes from at least 10 large US health care systems [45,46].
We can extend this data model to include the attributes that are
used in our final KPSC model but missed by the original data
model. We rewrite our feature construction and model building
code based on the extended OMOP common data model and
post our code and the related data schema on a public website.
After converting its data into our extended OMOP common
data model format based on this data schema, a health care
system can rerun our code on its data to obtain a simplified
version of our final KPSC model tailored to its data. Hopefully,
most of the predictive power of our final KPSC model can be
retained similar to what this study showed for our Intermountain
Healthcare model.

It is difficult to interpret an XGBoost model employing many
features globally, as is the case with many other involved
machine learning models. As an interesting topic for future
work, we plan to use our previously proposed method [40,41]
to automatically explain our final KPSC model’s predictions
for each patient with asthma.

Our final KPSC model was an XGBoost model [32]. When
classifying 2 unbalanced classes, XGBoost employs a

hyperparameter scale_pos_weight to balance their weights [47].
To maximize the AUC of our KPSC model, our automatic model
selection method [37] changed scale_pos_weight from its default
value to balance the 2 classes of having future asthma-related
hospital encounters or not [48]. As a side effect, this shrank the
model’s projected probabilities of having future asthma-related
hospital encounters to a large extent and made them differ
greatly from the actual probabilities [48]. This does not affect
the identification of the top few percent of patients with asthma
who have the largest projected risk to receive care management
or other preventive interventions. We could keep
scale_pos_weight at its default value of 1 and not balance the
2 classes. This would avoid the side effect but drop the model’s
AUC from 0.820 to 0.817 (95% CI 0.810-0.824).

Limitations
This study has 3 limitations, all of which provide interesting
areas for future work:

1. In addition to those examined in this study, other features
could also help raise model accuracy. Our KPSC data set
does not include some potentially relevant features, such
as characteristics of the patient’s home environment and
features computed on the data gathered by monitoring
sensors attached to the patient’s body. It would be
worthwhile to identify new predictive features from various
data sources.

2. Our study used only non-deep learning machine learning
algorithms and structured data. Using deep learning and
including features computed from unstructured clinical
notes may further boost model accuracy [41,49].

3. Our study assessed our modeling guideline’s
generalizability to only one health care system. It would be
interesting to evaluate our modeling guideline’s
generalizability to other health care systems, such as
academic health care systems that have different properties
from KPSC and Intermountain Healthcare. Compared with
nonacademic health care systems, academic health care
systems tend to care for sicker and more complex patients
[50]. To perform such an evaluation, we are working on
obtaining a data set of patients with asthma from the
University of Washington Medicine [49].

Conclusions
In its first generalizability assessment, our modeling guideline
of examining extensive candidate features to help boost model
accuracy exhibited acceptable generalizability to KPSC.
Compared with the models formerly built by others, our KPSC
model for projecting asthma-related hospital encounters in
patients with asthma gained a higher AUC. At present, predictive
models are widely used as a core component of a decision
support tool to prospectively pinpoint high-risk patients with
asthma for preventive care via care management. After further
enhancement, our KPSC model could be used to replace the
existing predictive models in the decision support tool for better
directing asthma care management to help improve patient
outcomes and reduce health care costs.
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Abstract

Background: Predictions in pregnancy care are complex because of interactions among multiple factors. Hence, pregnancy
outcomes are not easily predicted by a single predictor using only one algorithm or modeling method.

Objective: This study aims to review and compare the predictive performances between logistic regression (LR) and other
machine learning algorithms for developing or validating a multivariable prognostic prediction model for pregnancy care to
inform clinicians’ decision making.

Methods: Research articles from MEDLINE, Scopus, Web of Science, and Google Scholar were reviewed following several
guidelines for a prognostic prediction study, including a risk of bias (ROB) assessment. We report the results based on the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. Studies were primarily framed as PICOTS
(population, index, comparator, outcomes, timing, and setting): Population: men or women in procreative management, pregnant
women, and fetuses or newborns; Index: multivariable prognostic prediction models using non-LR algorithms for risk classification
to inform clinicians’ decision making; Comparator: the models applying an LR; Outcomes: pregnancy-related outcomes of
procreation or pregnancy outcomes for pregnant women and fetuses or newborns; Timing: pre-, inter-, and peripregnancy periods
(predictors), at the pregnancy, delivery, and either puerperal or neonatal period (outcome), and either short- or long-term prognoses
(time interval); and Setting: primary care or hospital. The results were synthesized by reporting study characteristics and ROBs
and by random effects modeling of the difference of the logit area under the receiver operating characteristic curve of each non-LR
model compared with the LR model for the same pregnancy outcomes. We also reported between-study heterogeneity by using

τ2 and I2.

Results: Of the 2093 records, we included 142 studies for the systematic review and 62 studies for a meta-analysis. Most
prediction models used LR (92/142, 64.8%) and artificial neural networks (20/142, 14.1%) among non-LR algorithms. Only
16.9% (24/142) of studies had a low ROB. A total of 2 non-LR algorithms from low ROB studies significantly outperformed
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LR. The first algorithm was a random forest for preterm delivery (logit AUROC 2.51, 95% CI 1.49-3.53; I2=86%; τ2=0.77) and

pre-eclampsia (logit AUROC 1.2, 95% CI 0.72-1.67; I2=75%; τ2=0.09). The second algorithm was gradient boosting for cesarean

section (logit AUROC 2.26, 95% CI 1.39-3.13; I2=75%; τ2=0.43) and gestational diabetes (logit AUROC 1.03, 95% CI 0.69-1.37;

I2=83%; τ2=0.07).

Conclusions: Prediction models with the best performances across studies were not necessarily those that used LR but also
used random forest and gradient boosting that also performed well. We recommend a reanalysis of existing LR models for several
pregnancy outcomes by comparing them with those algorithms that apply standard guidelines.

Trial Registration: PROSPERO (International Prospective Register of Systematic Reviews) CRD42019136106;
https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=136106

(JMIR Med Inform 2020;8(11):e16503)   doi:10.2196/16503

KEYWORDS

machine learning; pregnancy complications; prognosis; clinical prediction rule; meta-analysis; systematic review

Introduction

Background
Pregnancy is a common health condition that requires long-term
rigorous care to anticipate adverse outcomes. Most pregnancy
outcomes are identified after delivery; however, these are results
of interactions among multiple factors occurring for many weeks
beforehand. The number of factors and their interactions along
with the time intervals make predictions of pregnancy outcomes
very complicated. Multiple or multivariable logistic regression
(LR) is widely used to deal with similar multifactorial problems
in health outcome research [1]. Applied to medicine, statistics,
and machine learning (computer science), this algorithm fits
multiple parameters in a prediction model by assuming that
predictors are linearly and additively related to an outcome [2].
Nevertheless, nonlinear problems commonly occur in human
physiology because of complex interactions, such that a linear
model might not be capable of adequately predicting outcomes
[3]. With the growth of machine learning applications in health
care, applying other algorithms may scale up the solution space
for accurate predictions of pregnancy outcomes long before
giving birth.

Despite improvements in maternal and neonatal mortality,
conditions still differ between developing and developed
countries or regions [4]. The most common causes of maternal
deaths are hemorrhage, hypertension, and sepsis [5], whereas
the causes of neonatal deaths are mostly due to prematurity,
birth asphyxia, and infections [6]. Postpartum hemorrhage and
sepsis are further compounded by multiple causes and risk
factors [7,8], and hypertension in pregnancy or prematurity is
associated with multiple mechanisms [9,10]. The
aforementioned diseases and complications cannot be very easily
predicted by a single epidemiological predictor, a single measure
by a medical device, or a single biomarker. Furthermore,
interactions among multiple predictors also might not be
captured by a single machine learning algorithm including LR.
Therefore, a prediction study may need to compare multiple
machine learning algorithms to develop a prognostic prediction
model that uses multiple predictors.

Machine learning algorithms have long been applied for clinical
prediction purposes. A support vector machine demonstrated a

summary of receiver operating characteristics (ROCs) of >90%
for breast cancer prognostic prediction [11]. To predict
therapeutic outcomes in depression, the pooled estimated
accuracy of machine learning algorithms was 0.82 (95% CI
0.77-0.87) [12]. However, the difference in the logit area under
the ROC curve (AUROC) was 0.00 (95% CI −0.18 to 0.18)
between LR and machine learning in studies with a low risk of
bias (ROB) [13]. A similar conclusion was found for predicting
intracerebral hemorrhage (P=.49) outlined in a systematic review
[14]. These previous results imply that (1) machine learning
algorithms may or may not perform better than traditional
modeling by LR and (2) applying only a single algorithm may
cause an investigator to lose the chance to obtain a model with
optimal predictive performance using the same predictors.
Meanwhile, a unique interaction should exist between a set of
predictors and a pregnancy outcome. A particular predictive
algorithm may work best to capture this predictor-outcome
interaction. Prediction tasks are even more challenging in
pregnancy care because they demand more prognostic instead
of diagnostic predictions. Yet, unlike the common nature of
other long-term conditions in health care (eg, diabetes mellitus),
the onset, time to event, and target population in pregnancy care
are rather apparent. However, unpredictable events leading to
disabilities and death in a population such as pregnant women
or newborns are also not easily accepted as in other populations
(eg, patients with cancer and older adults). Thus, clinicians
should apply several prediction models with satisfactory
predictive performances throughout the pregnancy period.
Clinicians and investigators would benefit from knowing
whether an LR or other algorithms have a better chance of
achieving satisfactory predictive performances for a particular
pregnancy outcome. However, no previous systematic review
in pregnancy care has reviewed multiple machine learning
algorithms and compared their predictive performances,
including LR, to predict pregnancy outcomes.

This review will allow investigators and clinicians in pregnancy
care to consider the development or application of prediction
models throughout the pregnancy period. This review
demonstrates which algorithms have shown robust predictive
performances for a particular pregnancy outcome using a similar
set of predictors. Investigators in pregnancy care may also
consider whether a reanalysis by another predictive algorithm
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is needed by using existing data previously analyzed by an
algorithm including LR. Beyond the algorithm issue, the
development of machine learning models also requires an
adequate methodology and interpretable results [15]. Biased
conclusions should be avoided when describing machine
learning predictive performances [11,16]. Standard guidelines
are important when investigating and reviewing machine
learning applications in clinical prediction modeling [15,17].

Objectives
By applying the standard guidelines, we aim to review machine
learning models and compare their predictive performances
between LRs and other machine learning algorithms. In this
review, we focus on machine learning models either developed
or validated for making prognostic predictions in pregnancy
care intended to inform clinicians’ decision making.

Methods

Protocol and Registration
We reported this study based on PRISMA (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses) guidelines
[18] and conducted the review based on several guidelines
related to prediction studies. The review objective was defined
according to a standard of key items [19]. Our eligibility criteria
were composed of items elaborated with 2 guidelines for
developing and reporting a prediction model and a guideline
for assessing the applicability. These included transparent
reporting of a multivariable prediction model for individual
prognosis or diagnosis (TRIPOD) [20] and another that focuses
on machine learning modeling in biomedical research (hereafter
referred to as guidelines for developing and reporting machine
learning predictive models in biomedical research
[MLP-BIOM]) [15]. Applicability was assessed using
assessments that were a part of the prediction model risk of bias
assessment tool (PROBAST) [17,21]. Data were extracted based
on the checklist for critical appraisal and data extraction for
systematic reviews of prediction modeling studies (CHARMS),
which also describes items for the review objective. Our review
protocol was registered with PROSPERO (CRD42019136106).

Eligibility Criteria
Before defining the eligibility criteria, we decided to view the
LR as one of many algorithms in the machine learning field
with respect to its use in statistics and data science. A prediction
model development consisted of several elements: predictor
selection, parameter fitting, and hyperparameter optimization
[2]. In this review, the term prediction model refers to all those
elements, whereas the term prediction algorithm refers to a
parameter-fitting method. Using the same set of predictors, we
would expect different predictive performances if the parameters
of a model are fitted using different algorithms. A prediction
algorithm in machine learning is a way for the computer to learn
from data by fitting the parameters with respect to predicting a
class measured by hyperparameters from the human user [22].
Several optimization algorithms have been developed to reduce
the human role in determining these hyperparameters, such as
sequential search, random search, and Bayesian optimization
[23]. However, that is beyond the scope of this review.

By focusing on prediction algorithms, we defined eligibility
criteria to screen studies by the title, abstract, and full text. We
also assessed the applicability by examining the full text. These
were the candidates we selected for the qualitative analysis.
Key items of population, index, comparator, outcomes, timing,
setting (PICOTS) [19] and additional items [15,20] composed
the eligibility criteria. The first item of these criteria was a
review question framed using PICOTS. The key items consisted
of the following:

1. Population: men or women in procreative management,
pregnant women, and fetuses or newborns.

2. Index: multivariable prognostic prediction models applying
non-LR algorithms for risk classification tasks intended to
inform clinicians’ decision making.

3. Comparator: multivariable prognostic predictions applying
an LR algorithm, excluding a scoring system in which the
parameters determined by humans instead of using LR, for
risk classification tasks intended to inform clinicians’
decision making.

4. Outcomes: pregnancy-related outcomes of procreative
management or pregnancy outcomes for pregnant women
or fetuses or newborns.

5. Timing: with predictors being measured at the pre-, inter-,
and peripregnancy periods and outcomes being assessed at
the pregnancy, delivery, and either puerperal or neonatal
period, short- and long-term prognoses were applied.

6. Setting: primary care or hospital.

Additional items were the availability of several reporting
components as required by TRIPOD and MLP-BIOM. These
components included (1) data sources, (2) outcomes, (3)
evaluation metrics, (4) predictors, (5) descriptive statistics, (6)
event sample sizes, (7) modeling methods or algorithms, and
(8) model validation.

After briefly screening studies by eligibility criteria, we
conducted an applicability assessment by thoroughly examining
the full texts. Using PROBAST guidelines, we assessed the
applicability according to the review question framed by
PICOTS. Low, high, or unclear criteria were determined for
applicable, not applicable, or unclear applicability, respectively.
The assessment covered 3 domains of participants, predictors,
and outcomes. Only those fulfilling low criteria were selected
for the qualitative analysis.

For the quantitative analysis, studies had to report the AUROC.
Studies were selected from those applicable for the qualitative
analysis. If there were at least three LR models and a non-LR
model from any studies for an outcome, all studies with that
outcome were included in the meta-analysis. This was
determined based on the requirement of a minimum number of
data points to calculate the variance as part of the
meta-analytical procedure. If studies did not report the AUROC,
we estimated the sensitivity and specificity using the trapezoidal
rule (see Summary Measures and Synthesis of Results sections).

Information Sources
We searched the MEDLINE, Scopus, Web of Science, and
Google Scholar databases up to May 2020. There was no limit
on the publication period. However, considering the limitations
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of the search interface in Google Scholar, we only retrieved
results from the last year with keywords in the abstract or the
entire period with those keywords in the title. We also limited
the publication period to the last 10 years for search results by
keywords including “logistic regression multivariable
prediction.” This was because we estimated that there would
be enormous amounts of studies applying LR because we
applied a broad range of outcomes in this study. In contrast, we
might lack studies using other machine learning models,
although the outcomes were broad.

Search
The initial search filter was limited to the title, abstract,
keywords, or Medical Subject Heading (MeSH; MEDLINE
only) using “machine learning” AND pregnancy. We also used
“machine learning AND ([pregnancy outcome from initial
search] NOT pregnancy).” Keywords for pregnancy outcomes
were used based on MeSH to generalize a variety of terms for
pregnancy outcomes from selected studies. If the MeSH term
contained “pregnancy,” then we used the alternative entry terms
in the webpage recorded for this MeSH term. If all entry terms
also contained “pregnancy,” then we used the term without
negating “pregnancy.” In addition, we also substituted the
“machine learning” part with one of the keywords consisting
of “decision tree,” “artificial neural network,” “support vector
machine,” “random forest,” “artificial intelligence,” “deep
learning,” and “logistic regression multivariable prediction.”
All keywords are described in Multimedia Appendix 1. These
search terms were applied to all databases.

Study Selection
Duplicate records from multiple databases were removed. We
refined the search results in the title or abstract using EndNote
X8 (Clarivate Analytics) by “(supervised NOT unsupervised)
OR prediction OR classification.” Records were screened by
HS and AH, and the results were assessed by HS, AH, YC, CK,
OS, TY, and YW. Disagreements were resolved by discussion
with the last author (ES). Study selection was conducted in brief
and thorough assessments. These brief assessments were
intended to select studies by checking eligibility criteria from
TRIPOD and MLP-BIOM in the title, abstract, and briefly in
the full-text article. A thorough assessment of the applicability
from PROBAST was conducted later before the ROB
assessment.

Data Collection Process
We extracted data based on the CHARMS checklist, which
includes (1) outcomes, (2) study design, (3) data sources, (4)
data source design, (5) setting, (6) type of study, and (7)
modeling methods or algorithms, and (8) predictive
performance. Outcomes were pooled as distinct MeSH terms.
Study and data source designs were classified into prospective,
retrospective, nested case-control, case-control, and
cross-sectional. We defined the type of study based on the model
validation, which might be development, validation, or both.
Eligible studies were described as developing prediction models
by applying LR, non-LR, or both algorithms. Predictive
performances were only taken from studies that were eligible
for the meta-analysis (see Eligibility Criteria section). If there

were multiple models developed within a study using the same
algorithm, we retrieved the AUROC from the best performing
one among the models. If both LR and non-LR algorithms were
applied in a study, we selected the predictive performances of
the best models applying either the LR or non-LR algorithm.
Model performances derived from external validation were
preferred if available.

ROB Within and Across Studies
We used PROBAST to assess the ROB [17,21]. The ROB in
individual studies was assessed as low, high, or unclear in 4
domains of participants, predictors, outcomes, and analyses. In
addition, 20 signaling questions were answered for each study
in a transparent and accountable form. Across studies, we
described the proportion of low, unclear, or high ROBs. ROBs
were compared for each domain. We also summarized the
answers for each signaling question.

Summary Measures
We compared AUROCs from studies that reported this metric.
Logit transformation was applied to the AUROCs. We computed
logit AUROC differences between each non-LR and LR
algorithm across studies. Summary measures from any eligible
studies with all, low, or high ROB were pooled by random
effects modeling, as previously described [24]. Assuming that
selected studies were random samples from a larger population,
we chose a random effects model that attempted to generalize
findings beyond the included studies using that assumption [25].
Despite this, we did not conduct random effects modeling for
all selected studies considering the broad range of target
populations, outcomes, and algorithms. Meanwhile, we
conducted this review within a narrower field compared with a
previous systematic review of machine learning in medicine
[13]. Therefore, we only applied random effects modeling to
the predictive performances of selected studies using a particular
pregnancy outcome. These studies consisted of a minimum
number of non-LR and 3 LR models from any studies. This
minimum number was considered to obtain a minimum number
of data points of logit AUROCs to compute the interval
estimates in a random effects model. We depicted the AUROCs
using forest plots; thus, one can see which prediction algorithm
may have a better chance of obtaining optimal predictive
performance for a particular pregnancy outcome.

Pooled estimates of pairwise differences in logit AUROCs were
described by points and the 95% CI [26]. A positive difference
in logit AUROCs means that the non-LR algorithm had a higher
logit AUROC than that of the LR algorithm. The difference
was significant if 0 was not included within the 95% CI. The
number of pairwise comparisons (k) for each random effects
model was reported. We also reported variance across studies

(τ2) and I2 as absolute and relative values of between-study
heterogeneity, respectively.

If a study did not report the AUROC, we estimated this metric
based on sensitivity and specificity. As a specificity of 0%
means a sensitivity of 100% and vice versa, the AUROC could
be estimated from the reported sensitivity and specificity using
a common rule to calculate the area of the trapezoid (Equation
1). Before we subtracted the AUROC of a non-LR algorithm
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from that of an LR algorithm, we applied a logit transformation
(Equation 2).

AUROC = 0.5 × (1 − specificity) × sensitivity + specificity ×
sensitivity + 0.5 × (1 − sensitivity) × specificity (1)

Logit(AUROC) = log (AUROC / (1 – AUROC)) (2)

We used RStudio 1.2 (RStudio) with R 3.6.1 and an additional
package, metafor 2.4.0, for random effects modeling. We applied
the restricted maximum likelihood estimator method [27]. These
are common tools and recommended modeling methods for
meta-analyses [28].

Synthesis of Results
We described the characteristics of the studies consisting of
population, study design, timing, and setting. This was described
as the number of algorithms used for prediction modeling. The
algorithms were categorized into LR, non-LR, or both
algorithms. We also show the proportion of each characteristic
compared with all characteristics within the same algorithm
category.

ROBs within studies were described for the number of low,
high, or unclear ROB studies. This was reported for overall
assessment results and by domain in studies that used LR,
non-LR, or both algorithms. ROBs across studies were described
for the proportion of studies in which the answer to each
signaling question led to low, high, or unclear ROB studies. We
intended to show what makes most studies considered to have
high ROBs.

Meta-analytical results were described by a forest plot faceted
by outcome. Each facet showed comparisons of differences in
logit AUROCs for each random effects model of non-LR versus
LR algorithms. This demonstrated which algorithms tended to

outperform LR for each pregnancy outcome. Comparisons that
included non-LR high ROB studies were color coded. The best
predictive performance for each outcome was reported.
Between-study heterogeneity for each random effects model
was also reported.

We described predictors in the prediction models from studies
in the meta-analysis. For each outcome in the meta-analysis,
we selected only random effects models in which an algorithm
significantly outperformed the other. This was determined by
the 95% CI of the difference in logit AUROCs between a
non-LR and an LR model for an outcome. If any, we only
selected those that included only non-LR low ROB studies.
Only predictors in the final model were included. This was
intended to elucidate predictor-outcome interactions that
characterized an algorithm if it outperformed the others for a
particular outcome.

Results

Study Selection
We found 2093 records from 4 literature databases (Figure 1).
The search filters consisted of 144 combinations of keywords
from 8 machine learning terms and 18 MeSH terms for
pregnancy outcomes recursively derived from the keywords
“machine learning AND pregnancy” (Multimedia Appendix 1).
We refined the search results, identified research articles (not
including conference abstracts or theses), and removed
duplicates. After screening and eligibility assessment, we
included 142 studies for the qualitative analysis, of which 62
were used for the quantitative analysis. A detailed description
of the eligible criteria, process of study selection, and list of
studies for the full-text review are given in Multimedia
Appendix 1.
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Figure 1. Study selection workflow.

Characteristics of the Studies
Briefly, we collected studies that either developed or validated
a prediction model applying either LR (77/142, 54.2%) [29-105]
or non-LR machine learning algorithms (50/142, 35.2%; Table
1) [106-155]. Overall, 15 studies applied both LR and non-LR
algorithms (15/142, 10.6%) [156-170]. The cohort population
of the studies in this review consisted of every type of
population, study design, timing, and setting that we desired to
discuss in this review. More studies discussed fetuses or
newborns than pregnant women in non-LR prediction studies
(26/50, 52% vs 11/50, 22%). Meanwhile, the opposite occurred
in LR studies that focused more on pregnant women than fetuses
or newborns (50/77, 65% vs 19/77, 25%). Most used data sets
were from retrospective cohorts for LR (53/77, 69%)
[29-36,38-42,47,49-54,56-61,64-66,68-71,76-80,83,87-90,92,94,95,
97,100-105], non-LR prediction studies (27/50, 54%)
[107,108,111-113,116,117,121,122,127,130-138,140,142,143,148,150,151,
153,154], or both (9/15, 60%) [157-160,163-165,167-170]. A
retrospective cohort is one of the recommended study designs
for prognostic purposes instead of diagnostic prediction [21].

This corresponds to our review question that warrants prognostic
predictions in pregnancy care intended to inform clinicians’
decision making.

Only a few studies had prediction timing up to the puerperal or
neonatal period for LR (2/77, 3%) [74,85], non-LR (3/50, 6%)
[114,129,149], or both algorithms (2/15, 13%) [162,168]. This
is because some predictors were assessed after delivery, whereas
our review question demanded those be assessed up to delivery.
We also considered studies using data sets from either primary
care or hospital settings because the data are applicable for
clinicians’ decision making on a daily basis. As applicability
was already included in the eligibility assessment before the
qualitative analysis, eligible studies were not found to use data
sets from either primary care or hospital settings, such as from
a house-to-house survey or a screening program. Most used
data sets were from hospital settings, whereas only a few of
those were from primary care settings in the LR (6/77, 8%)
[65,69,73,77,78,87], non-LR (6/50, 12%)
[119,122,132,135,148,153], or both algorithms (1/15, 7%) [162].
A detailed description of this is also given in Multimedia
Appendix 1.
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Table 1. Characteristics of eligible studies.

Number of studies (percentage based on column total)Variable

Total (n=142), n (%)Both (n=15), n (%)Non-LR (n=50), n (%)LRa (n=77), n (%)

Population

67 (47.2)6 (40)11 (22)50 (65)Pregnant women

52 (36.6)7 (47)26 (52)19 (25)Fetuses or newborns

23 (16.2)2 (13)13 (26)8 (10)Men or women in procreative management

Study design

89 (62.7)9 (60)27 (54)53 (69)Retrospective

20 (14.1)2 (13)14 (28)4 (5)Nested case-control

17 (12)0 (0)4 (8)13 (17)Prospective

9 (6.3)3 (20)3 (6)3 (4)Cross-sectional

7 (4.9)1 (7)2 (4)4 (5)Case-control

Timing

61 (42.9)7 (46.7)26 (52)28 (36)At delivery

60 (42.3)5 (33.3)21 (42)34 (44)At pregnancy

14 (9.9)1 (6.7)0 (0)13 (17)Mixed timing

7 (4.9)2 (13.3)3 (6)2 (3)Puerperal or neonatal period

Setting

113 (79.6)9 (60)43 (86)61 (79)Hospital

16 (11.3)5 (33)1 (2)10 (13)Both

13 (9.2)1 (7)6 (12)6 (8)Primary care

aLR: logistic regression.

LR and Other Machine Learning Algorithms
Most studies applied an LR (92/142, 64.8%) to develop a
prediction model (Table 2). Meanwhile, an artificial neural
network was mostly applied by non-LR studies (20/142, 14.1%).
Studies that applied LR and non-LR algorithms mostly
compared LR with an artificial neural network (5/15, 33%)
[161,163,165,166,170] and decision tree (5/15, 33%)
[156,159,167-169], but decision trees tended to be paired with
an LR compared with an artificial neural network (5/7, 71% vs
5/20, 25%).

The characteristics of study populations showed that pregnant
women and fetuses or newborns were the populations of most

studies developed using LR and non-LR models, respectively.
Among pregnant women, the LR algorithm was mostly applied
to develop predictions for outcome categories of obstetric labor
(13/77, 17%) [36,46,47,54,57,62,64,70,83,86,91,97,103],
pregnancy-induced hypertension (12/77, 16%) [30,31,
43,48,55,65,66,68,76,81,93,105], and gestational diabetes (7/77,
9%) [33,45,49,84,94,100,104]. Among fetus or newborn
populations, non-LR algorithms were mostly applied to develop
predictions for outcome categories of premature birth (12/50,
24%) [111,112,115,116,118,119,121,122,125,130,141,143] and
fetal distress (9/50, 18%) [113,124,128,137,138,145,146,
152,155]. In addition, more non-LR algorithms (13/20, 65%)
were applied for the outcome category of in vitro fertilization
than for the LR algorithm.
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Table 2. Machine learning algorithm and category of outcome.

Number of studies (percentage based on column total)Variable

Total (n=142), n (%)Both (n=15), n (%)Non-LR (n=50), n (%)LRa (n=77), n (%)

Machine learning algorithm

92 (64.8)15 (100)N/Ab77 (100)Logistic regression

20 (14.1)5 (33)15 (30)N/AArtificial neural network

10 (7.0)1 (7)9 (18)N/ASupport vector machine

9 (6.3)1 (7)8 (16)N/ADeep neural network

8 (5.6)1 (7)7 (14)N/ARandom forest

7 (4.9)5 (33)2 (4)N/ADecision tree

5 (3.5)2 (13)3 (6)N/AGradient boosting

4 (2.8)0 (0)4 (8)N/ANaïve Bayes

2 (1.4)0 (0)2 (4)N/AEnsemble of algorithms

Category of outcome

24 (16.9)3 (20)12 (24)9 (12)Premature birth

22 (15.5)2 (13)13 (26)7 (9)In vitro fertilization

16 (11.3)2 (13)1 (2)13 (17)Obstetric labor

16 (11.3)0 (0)4 (8)12 (16)Pregnancy-induced hypertension

10 (7.0)0 (0)9 (18)1 (1)Fetal distress

10 (7.0)1 (7)2 (4)7 (9)Gestational diabetes

9 (6.3)2 (13)3 (6)4 (5)Cesarean section

5 (3.5)0 (0)1 (2)4 (5)Fetal development

5 (3.5)1 (7)1 (2)3 (4)Small-for-gestational-age infant

25 (17.6)4 (27)4 (8)17 (22)Others

aLR: logistic regression.
bN/A: not applicable.

ROB Within and Across Studies
ROB is described for each eligible study in Multimedia
Appendix 1 [29-170]. Among the 142 eligible studies, there
w e r e  2 4  ( 1 6 . 9 % )  l o w  R O B  s t u d i e s
[38,61-63,71,98,104,110,113,115,117-119,128,134,141,142,145,147,149,
155,157,158,169], 117 (82.4%) high ROB studies
[29-37,39-60,64-70,72-97,99-103,105-109,111,112,114,116,120-123,
1 2 5 - 1 2 7 , 1 2 9 - 1 3 3 , 1 3 5 - 1 4 0 , 1 4 3 , 1 4 4 , 1 4 6 , 1 4 8 ,
150-154,156,159-168,170], and 1 (0.7%) unclear ROB study

(Table 3) [124]. Among the low ROB studies, the categories of
outcomes were premature birth (7/24, 30%)
[38,63,115,118,119,141,169], fetal distress (5/24, 21%)
[71,113,128,145,155], in vitro fertilization (4/24, 17%)
[61,110,134,158], gestational diabetes (2/24, 8%) [104,157],
cesarean section (CS; 2/24, 8%) [117,142], obstetric labor (1/24,
4%) [62], pregnancy-induced hypertension (1/24, 4%) [147],
central nervous system malformations (1/24, 4%) [149], and
others (1/24, 4%) [98].
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Table 3. Risk of bias within studies.

Studies by algorithmAssessment by domain

Total (n=142), n (%)Both (n=15), n (%)Non-LR (n=50), n (%)LRa (n=77), n (%)

Participants

115 (80.9)11 (73)44 (88)60 (78)Low

22 (15.5)4 (27)3 (6)15 (19)High

5 (3.5)0 (0)3 (6)2 (3)Unclear

Predictors

109 (76.8)12 (80)43 (86)54 (70)Low

26 (18.3)1 (7)5 (10)20 (26)High

7 (4.9)2 (13)2 (4)3 (4)Unclear

Outcome

102 (71.8)11 (74)40 (80)51 (66)Low

30 (21.1)2 (13)4 (8)24 (31)High

10 (7.1)2 (13)6 (12)2 (3)Unclear

Analysis

26 (18.3)3 (20)15 (30)8 (10)Low

116 (81.7)12 (80)35 (70)69 (90)High

0 (0.0)0 (0)0 (0)0 (0)Unclear

Overall

24 (16.9)3 (20)14 (28)7 (9)Low

117 (82.4)12 (80)35 (70)70 (91)High

1 (0.7)0 (0)1 (2)0 (0)Unclear

aLR: logistic regression.

ROB is also described across the studies in Table 3 and Figure
2. The corresponding signaling questions for each term and the
answers for each study are described in Multimedia Appendix
1. Low ROB studies were the fewest in the analysis domain
(26/142, 18.3%), consisted of the LR (8/77, 10%) [38,61-64,
71,96,98,104], non-LR (15/50, 30%) [63,110,113,115,
117-119,124,128,134,141,142,145,147,155], and both
algorithms (3/15, 20%) [157,158,169]. In the analysis domain,

the fewest low ROB studies that achieved the minimum events
per variable (EPV) consisted of LR (35/77, 45%) and non-LR
(31/50, 62%) prediction studies. More calibration and
discrimination tests were conducted using LR (72/77, 94%)
than by non-LR (39/50, 78%) prediction studies. In contrast,
more non-LR prediction studies appropriately handled missing
data (43/50, 86%) compared with LR prediction studies (57/77,
74%).
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Figure 2. Signaling questions with respect to ROB domains across studies. Bars from low/high/unclear ROB are stacked to be 100%. Domains are
described on the right-hand side. The number on the bar is the number of low ROB studies (total LR/non-LR/both at top) based on a single signaling
question summarized as a term on the left-hand side. LR: logistic regression; ROB: risk of bias.

Comparison of the Predictive Performance
There were 62 studies in the meta-analysis that had outcomes
that were predicted by at least one non-LR and 3 LR models
(see Summary Measures section). Overall, 21 random effects
models of the predictive performance by non-LR versus LR
models are shown in a forest plot (Figure 3). Forest plots of
logit AUROC differences for each random effects model are
described (Multimedia Appendix 1). With respect to candidate
studies (n) included in the final random effects models, we

developed 5 random effects models for preterm delivery (20/62,
32%) [32,44,60,63,75,87,96,111,112,115,118,119,121,125,130,
141,143,156,163,169], 5 for CS (7/62,11%) [79,90,
106,117,142,166,167], 2 for pre-eclampsia (6/62, 10%)
[31,48,65,76,123,147], 3 for gestational diabetes (9/62, 15%)
[33,45,84,94,100,104,108,139,157], 5 for ongoing pregnancy
(13/62, 21%) [73,78,99,110,132,134-136,148,150,153,158,170],
and 1 for vaginal birth after CS (7/62, 11%) [36,47,57,
64,83,97,165].
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Figure 3. Forest plot of random effects models for differences in logit AUROCs from a non-LR with any LR prediction models. Plots were grouped
by outcome. The lines indicate the 95% CI with diamonds whose sizes were determined by the number of pairwise comparisons (k). Absolute and
relative values of between-study heterogeneities are denoted by τ2 and I2, respectively. Colors of the boxes and lines were determined based on the
existence of high ROB studies among those using non-LR algorithms. ANN: artificial neural network; AUROC: area under the receiver operating
characteristic curve; DNN: deep neural network; DT: decision tree; Ens: ensemble of multiple algorithms; GB: gradient boosting; LR: logistic regression;
NB: naïve Bayes; RF: random forest; ROB: risk of bias; SVM: support vector machine.

To determine the final random effects model for each
comparison, we identified studies that were responsible as the
source of heterogeneity and removed those AUROCs from the
random effects model. We excluded a non-LR [121] and an LR
study [84] that developed a prediction model for preterm
delivery and gestational diabetes, respectively. This is because
their AUROCs were outliers compared with those for the same
outcome and algorithm. We also excluded 3 LR studies
[32,63,87]. In those studies, preterm delivery was defined as
delivering within 1 to 2 weeks of preterm labor presentation.
Meanwhile, the majority of studies for this outcome defined
preterm delivery as that before 37 weeks of gestation.

The non-LR models significantly outperformed the LR models
in preterm delivery (4/5 non-LR models), CS (3/5 non-LR
models), pre-eclampsia (1/2 non-LR models), and gestational
diabetes (2/3 non-LR models). From those that examined
preterm delivery, a prediction model did not include a non-LR
high ROB study [115] compared with those from 7 LR studies
[32,44,60,63,75,87,96]. This model applied a random forest
(differences in logit AUROC 2.51; 95% CI 1.49-3.53). The
same algorithm was applied to a prediction model from a
non-LR low ROB study in pre-eclampsia [147]. For random
effects modeling, this model also significantly outperformed
those from 4 LR studies (1.2, 95% CI 0.72-1.67) [31,48,65,76].

Meanwhile, prediction models from non-LR low ROB studies
of Saleem et al [142] and Artzi et al [157] significantly
outperformed those from the corresponding LR studies as an
aggregate for CS (2.26, 95% CI 1.39-3.13) and gestational
diabetes (1.03, 95% CI 0.69-1.37). Interestingly, the models
were developed using a gradient boosting algorithm that used
multiple decision trees similar to a random forest.

In contrast, a prediction model using a non-LR algorithm
significantly underperformed compared with those using an LR
in a random effects model (−0.85, 95% CI −1.19 to −0.52). This
applied an artificial neural network to predict vaginal birth after
a CS [165]. This model underperformed compared with those
from 7 LR studies [36,47,57,64,83,97,165]. However, the
non-LR study was a high ROB study.

A random effects model developed for comparison of artificial
neural networks and LR to predict preterm delivery had the

highest heterogeneity by I2 (97%; k=35). This number means
that 97% of the total variability among 35 data points of
differences in logit AUROCs was caused by between-studies
heterogeneity instead of sampling error within each study [171].
This is reasonable because a higher variance occurs with a larger
number of comparisons within a random effects model. In
contrast, a random effects model with the smallest number of
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comparisons (k=4) also had the lowest heterogeneity by I2

(75%). This random effects model was developed to analyze
comparisons of non-LR and LR algorithms for either CS or
pre-eclampsia. Nevertheless, a diverse target population and
hyperparameter optimization conceivably caused the
heterogeneity of the predictive performance, although the same
outcome was predicted using the same data set and machine

learning algorithm. The lowest I2 in this meta-analysis remains
classified as substantial heterogeneity instead of moderate or
unimportant; thus, performing random effects instead of fixed
effect modeling is recommended to address this issue [172].

However, I2 only indicates that the difference in logit AUROCs
substantively varies across studies but does not tell how much
this metric varies [173]. To interpret the absolute heterogeneity
for the difference in logit AUROCs, we needed to consider the
observed AUROC of a non-LR model for each of the random
effects models. The observed AUROCs were described for each
of the original studies in this meta-analysis in Multimedia
Appendix 1.

A random effects model developed for comparison of random
forests and LR to predict ongoing pregnancy had the highest

absolute value of heterogeneity (τ2=2.86). In this random effects
model, random forests were applied to develop predictions in
2 studies that reported AUROCs of 0.740 (95% CI 0.710-0.770)
[158] and 0.9820 [134]. We simulated a sequence of logit
AUROCs to identify equivalent differences in AUROCs to
approximate a difference of the logit value in the random effects
model (1.22, 95% CI −0.03 to 2.48). AUROC differences of
0.206 and 0.026 were equivalent to a difference in the logit
AUROC of 0.91, compared with those aggregated from LR
models for the random forest models of Blank et al [158] and

Mirroshandel et al [134], respectively. Using τ2, one can
calculate the 95% prediction interval (PI) of the logit AUROC
difference, as previously described [173]. This estimates the
potential AUROC of the random forest to predict ongoing
pregnancy with respect to an LR using different populations.
For this random effects model, the 95% PI of the logit AUROC
difference ranged from −4.75 to 7.19. This is equivalent to 0.257
lower and >0.73 higher than AUROCs of any LRs in the random
effects model for the random forest model of Blank et al [158].
For the random forest model of Mirroshandel et al [134], the
95% PI was equivalent to 0.018 lower and 0.943 higher than
the AUROCs of any LRs in the random effects model. This is

a reasonably wide PI for the highest τ2 in this meta-analysis,
although the non-LR study had a low ROB. This is because
ROB only reflects the risk of a predictive performance that
differs from the true value of the training sample. However, the
ROB does not reflect the difference if the predictive performance
is compared with other samples across different populations.

For the random effects model with the lowest τ2 and including
a non-LR low ROB study, the random effects model had a logit
AUROC difference of 1.03 (95% CI 0.69-1.37) for a prediction
model of gestational diabetes using gradient boosting. The
prediction study reported an AUROC of 0.875 (95% CI
0.868-0.885) [157]. The 95% PI of the logit AUROC difference
estimated an equivalent AUROC that ranged from 0.0096 lower

to 0.425 higher than the AUROCs of any LR in the random
effects model. The gradient boosting model from this study is
likely to outperform an LR to predict gestational diabetes.

In addition, we may need to know the τ2 meaning for the random

effects model with the highest I2 and larger numbers of
comparisons (k). This random effects model had an AUROC
difference of 1.67 (95% CI 1.21-1.94; 95% PI −2.08 to 5.42;
k=35) for a prediction model of preterm delivery using an
artificial neural network. Overall, 5 non-LR studies were
included in this random effects model. The remaining studies
reported AUROCs of 0.88 [111], 0.94 [118], 0.945 [125], 0.9115
[163], and 0.911 (95% CI 0.862-0.960) [130]. Considering only
the lowest (0.862) and highest (0.960) that covered all of the
AUROCs, the artificial neural network model may have
AUROCs of 0.119 lower and 0.864 higher than those of any
LR. The AUROC interval was also as wide as that of the random

effects model with the highest τ2.

Descriptive Analysis of Predictors
A random effects model was selected for each outcome except
for ongoing pregnancy, which fulfilled our criteria to describe
the predictors. For each outcome in the meta-analysis, we
selected random effects models in which either a non-LR
algorithm significantly outperformed the LR or it was
significantly underperformed by the LR. This was determined
by the 95% CI of the difference in the logit AUROCs between
the non-LR and LR models for an outcome. If any, we only
selected those including only non-LR low ROB studies. The
random effects models were random forest versus LR for
preterm delivery, gradient boosting versus LR for CS, random
forest versus LR for pre-eclampsia, gradient boosting versus
LR for gestational diabetes, and artificial neural network versus
LR for vaginal birth after a CS. As we only extracted the
AUROC of either the best LR or non-LR model, only predictors
and outcomes of that model were considered if there were
multiple models for different subtypes of the outcome in a study.

For preterm delivery, Despotovic et al [115] developed a random
forest model using a previously published standardized
electrohysterogram (EHG) data set [174]. This data set was also
used by other studies in this meta-analysis to predict the same
outcome using different algorithms [118,125,130,141,143,169].
All predictors were features extracted from the multichannel
EHG obtained at around 22 and 32 weeks of gestation to predict
delivery after 39 and 34 to <37 weeks of gestation for term and
preterm delivery, respectively. Compared with their
counterparts, LR models used predictors consisting of maternal
demographics or lifestyle [44,60,75,96,163], medical or obstetric
histories [44,75,96,156,163], clinical predictors from obstetrical
examinations [44,163], EHG [169], and biomarkers [75]. These
were obtained before pregnancy [60,96,156,163], at 11 to 14
weeks of gestation [75], 18 to 34 weeks of gestation
[44,163,169], or near events within 1 to 2 weeks [44]. The LR
models were developed to predict preterm delivery at 20 to <37
weeks of gestation [44,75,96,163,169] and any delivery at <37
weeks of gestation (predictors could be taken before pregnancy)
[60,156].
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For CS, Saleem et al [142] developed a gradient boosting model
using a previously published standardized cardiotocogram
(CTG) data set [175]. This data set was also used by Fergus et
al [117] in this meta-analysis to predict the same outcome using
a deep neural network. All predictors were features extracted
from the CTG data set obtained at first- and second-stage labor
for a maximum of 90 min preceding delivery to predict a CS.
Compared with their counterparts, LR models used predictors
consisting of maternal characteristics [79,90,166], medical
histories [167], obstetric histories [90,166,167], and clinical
predictors from obstetric examinations [90,166,167], ultrasound
measures [79], routine laboratory tests [90], and medications
[90]. These were obtained before [90,166,167] and during
pregnancy [79,90,166,167]. The LR models were developed to
predict CS [166,167], emergency CS [79], and CS in pregnant
women with gestational hypertension or mild pre-eclampsia at
term [90].

For pre-eclampsia, Sufriyana et al [147] developed a random
forest model that used a nationwide health insurance data set.
The predictors consisted of maternal demographics and medical
histories but excluded obstetric ones. These were obtained before
and during pregnancy up to 2 days before the events
(pre-eclampsia or eclampsia of any severity and timing).
Meanwhile, the LR counterparts used maternal demographics
or lifestyle [31,65,76], medical histories [31,65,76], obstetric
histories [31,65,76], family histories [31,76], clinical or obstetric
examinations [31,65], ultrasound measures [65], routine
laboratory tests [76], and biomarkers [48,65]. These predictors
were obtained before pregnancy [31], at 11 to 13 weeks of
gestation [65], and at <20 weeks of gestation [48]. LR models
were developed to predict pre-eclampsia of any severity and
timing [31,48,65,76]. The predictors were taken before
pregnancy, and this disorder occurs after 20 weeks of gestation
by definition.

For gestational diabetes, Artzi et al [157] developed a gradient
boosting model that used a nongovernmental, nationwide health
care database. The predictors consisted of maternal
demographics, medical histories, obstetric histories, clinical or
obstetric examinations, routine laboratory tests, and medications.
These predictors were obtained before pregnancy and up to 22
weeks of gestation to predict gestational diabetes diagnosed at
24 to 28 weeks of gestation. The LR counterparts used maternal
demographics or lifestyle [33,100,104], medical histories [33],
obstetric histories [104], family histories [33,45], clinical
examinations [33], obstetric examinations [33], routine
laboratory tests [33,45,94,100,104], medications, and biomarkers
[33,45]. The predictor timing was 6 to 14 weeks of gestation
[33,45,94,100,104] and >14 to 22 weeks of gestation
[45,100,104]. Meanwhile, the outcome timing was 24 to 28
weeks of gestation [33,45,94,100,104].

For vaginal birth after a CS, Macones et al [165] developed an
artificial neural network model that used a medical records
database. The predictors used maternal characteristics, medical
histories, obstetric histories, obstetric examinations, and labor
procedures. These were obtained before pregnancy, during
pregnancy, and at labor to predict successful vaginal birth after
a CS. The LR counterparts used maternal characteristics
[36,47,64,83,97], medical histories [57], obstetric histories

[36,47,57,64,83,97], obstetric examinations [97], and labor
procedures [97]. These were obtained before pregnancy
[36,47,57,64,83,97], during pregnancy [97], and at labor [97].
The models predicted vaginal birth after a CS with the same
definition as those of non-LR studies [36,47,57,64,83].

Discussion

Summary of Evidence
Of the 2093 records from 4 literature databases using 144
keywords, we found 142 eligible studies, among which 24 had
a low ROB. These eligible studies developed prediction models
for outcome categories of premature birth, in vitro fertilization,
obstetric labor, pregnancy-induced hypertension, fetal distress,
gestational diabetes, CS, fetal development,
small-for-gestational-age infants, and others.

There were 4 models with non-LR algorithms from low ROB
studies that had significantly higher differences in logit
AUROCs than those with LR algorithms. The models used
random forest algorithms to predict preterm delivery (2.51, 95%
CI 1.49-3.53), gradient boosting algorithms to predict CS (2.26,
95% CI 1.39-3.13), random forest algorithms to predict
pre-eclampsia (1.2, 95% CI 0.72-1.67), and gradient boosting
algorithms to predict gestational diabetes (1.03, 95% CI
0.69-1.37). The first model that applied a random forest used
only EHG records to predict preterm delivery. The second
random forest model used only maternal demographics and
medical histories but excluded obstetric ones for pre-eclampsia
prediction. Meanwhile, the first model that applied a gradient
boosting algorithm used only CTG records to predict CSs. The
last model was developed by applying a gradient boosting
algorithm for gestational diabetes. This model used maternal
demographics, medical histories, obstetric histories, clinical or
obstetric examinations, routine laboratory tests, and medications.

Comparisons With Prior Work
We compared our systematic review and meta-analysis with
prior works related to either machine learning algorithms or
pregnancy outcomes similar to those in our study. A recent
paper described applications of artificial intelligence in obstetrics
and gynecology [176]. That paper was a narrative instead of a
scoping or systematic review. Our systematic review and
meta-analysis covered all pregnancy outcomes in obstetrics, as
described in that paper. These were described as fetal heart
monitoring and pregnancy surveillance, gestational diabetes
mellitus, preterm labor, parturition, and in vitro fertilization.

Nevertheless, the predicted outcomes by non-LR models in our
review were still insufficient. Diseases that cause maternal
deaths should receive higher priority than those causing neonatal
deaths. The risks were higher for pregnant women with
antepartum hemorrhage (incidence rate ratio [IRR]=3.5, 95%
CI 2.0-6.1) or hypertension (IRR=1.5, 95% CI 1.1-2.2)
compared with those without these diseases [177]. Maternal
sepsis was also associated with fetal or neonatal deaths (odds
ratio [OR] 5.78, 95% CI 2.89-11.21) [178]. Accordingly, the
impact of the prediction models may be insufficient to reduce
both maternal and neonatal deaths.
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LR was found in our study to be the most often used algorithm
to develop a prediction model in pregnancy care, including
predicted outcomes that caused the most maternal deaths,
followed by artificial (shallow) neural networks, support vector
machines, and deep neural networks. These corresponded to a
systematic review and meta-analysis [13] that showed a similar
majority of machine learning algorithms in medicine, except
that the study reported classification and regression trees to be
the second most often used algorithms (30/71, 42%). All models
within eligible studies in that review were included instead of
only choosing the best one within each study. Using the same
summary measures as we did, the aforementioned review
demonstrated that non-LR models from low ROB studies did
not outperform LR models. A decision tree showed a difference
of logit AUROCs of −0.34 (95% CI −0.65 to −0.04; k=16)
compared with an LR. The review selected 125 eligible studies
of 927 candidates from one database. Between-study
heterogeneity was not described in that review.

Similar to a previous study [13], a systematic review and
meta-analysis did not consider LR as a machine learning
algorithm and only compared the predictive performances of
non-LR algorithms [179]. This study compared machine learning
models to predict any outcomes using routinely collected
intensive care unit data. Most of the algorithms were artificial
neural networks (72/169, 42.6%), support vector machines
(40/169, 23.7%), and decision trees (35/169, 20.7%). However,
since 2015, most of the algorithms were support vector machines
(37/125, 29.6%) and random forests (72/169, 42.6%). These
corresponded to the majority of machine learning algorithms
for pregnancy care in our systematic review.

We hold a particular assumption to determine whether
interaction of predictors and outcome may be best predicted by
a prediction algorithm. If the same predictors and outcomes
were used by the best prediction algorithm applied in either
non-LR or LR models but not used by the other outcomes in
this meta-analysis, then the prediction algorithm may be the
best for the pregnancy outcome using those predictors. To
predict preterm delivery with predictors that included EHG in
either non-LR or LR models [115,169], the random forest
outperformed the LR algorithm. Similar to this model in terms
of using biomedical signals, gradient boosting also outperformed
LR using CTG [142], but none of the LR counterparts used the
same predictor. Other predictors were used across outcomes
and algorithms (LR or non-LR). These included maternal
demographics, lifestyle, medical or obstetric histories, clinical
examinations, ultrasound measures, routine laboratory tests,
biomarkers, and medication or procedures. Family histories
were used in the LR models to predict gestational diabetes in
this meta-analysis but were not used by the gradient boosting
model (the non-LR counterpart). Therefore, we could not find
a convincing pattern of predictors with respect to the best
algorithms for each of the other pregnancy outcomes beyond
preterm delivery.

Interestingly, the random forest significantly outperformed the
LR for almost all of the pregnancy outcomes included in the
meta-analysis. Although the gradient boosting algorithm
significantly outperformed the LR for CS and gestational
diabetes instead of the random forest, gradient boosting also

uses multiple decision trees as in the random forest. For ongoing
pregnancy predictions in in vitro fertilization, a random forest
model from low ROB studies also showed the largest difference
in logit AUROCs outperforming LR (1.22, 95% CI −0.03 to
2.48) compared with other non-LR algorithms. For predicting
vaginal delivery after a CS, a non-LR algorithm, particularly
an artificial neural network in our meta-analysis, did not
significantly outperform LR.

Comparing differences in AUROCs and focusing on multiple
prediction algorithms, a study with individual participant data
also compared LR and non-LR algorithms, particularly Poisson
regression, random forest, gradient boosting, and an ensemble
of a random forest with either LR or support vector machine
[180]. Several models were developed to predict all-cause
readmissions in patients with heart failure within 30 and 180
days. The random forest significantly outperformed the LR
(0.601, 95% CI 0.594-0.607 vs 0.533, 95% CI 0.527-0.538) for
30-day readmissions. Similar to the random forest, the gradient
boosting algorithm (0.613, 95% CI 0.607-0.618) also
significantly outperformed the LR. The predictors consisted of
medical histories and routine laboratory tests.

Massive evaluation of 179 algorithms from 17 machine learning
families was conducted using 121 data sets [181]. The best
results were achieved using random forests. In our review, there
were 13 studies in which the best models applied either a random
forest [106,108,115,134,144,147,155,158] or gradient boosting
[127,140,142,157,160]. Random forests used multiple subsets
of all samples and predictors randomly with replacement to
grow multiple parallel decision trees [182]. Although gradient
boosting also uses multiple decision trees, the advantages of
random forest over gradient boosting are robust to noise and
overfitting [183]. Meanwhile, gradient boosting randomly uses
multiple subsets of all samples without replacement to
sequentially construct additive regression models [184]. The
advantages of gradient boosting over random forests are
state-of-the-art predictive performance on tabular data and the
customizability of loss of function [181,185]. Hence, several
gradient boosting algorithms were developed, and some studies
in our review applied these algorithms. To predict gestational
diabetes, Artzi et al [157] applied LightGBM, a scalable gradient
boosting machine. This algorithm was optimized to speed up
the training process by up to 20-fold with the same accuracy
[186]. Another gradient boosting system (ie, XGBoost) [187]
was applied in a study by Qiu et al [140] to predict live births
after in vitro fertilization. This study was not included in our
meta-analysis because there was an insufficient number of LR
[61,69] and gradient boosting [140] algorithms for predicting
live births.

Of the pregnancy outcomes predicted by non-LR algorithms in
this review, most outcomes were in vitro fertilization, premature
birth, and fetal distress, possibly because of several reasons.
Using keywords of “machine learning IVF” in MEDLINE, we
found a review paper from 2011 call for a need for artificial
intelligence in in vitro fertilization [188]. Only one machine
learning study for in vitro fertilization was found before that
study [189]. All machine learning studies for in vitro fertilization
were published after the review paper, and most studies were
identified within 2093 records in our review
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[110,140,150,153,158,190-193]. As prediction for in vitro
fertilization had already begun by 1989 [194], the machine
learning prediction (non-LR) possibly arose because of the 2011
review. Meanwhile, for machine learning predictions of
premature birth, fetal distress, and CS, many data sets (25/43,
58%) were secondary instead of primarily collected data. The
secondary data sets consisted of predictors and outcomes of
EHG and preterm delivery [174] (7/25, 28%), CTG, and acidotic
blood pH of the umbilical artery [175] (4/25, 16%), CTG and
CS [175] (2/25, 8%), CTG and acidotic blood pH of the
umbilical artery [195] (3/25, 12%), EHG and preterm delivery
[196] (2/25, 8%), and others (7/25, 28%). This implied that
shared data sets drive more machine learning predictions
compared with self-collected data sets. This indicates that the
increase in publicly available data has driven progress in
machine learning applications in health care [197].

For non-LR algorithms, the lack of shared data sets may have
been the reason for few prediction studies for maternal outcomes
compared with those for neonatal outcomes in this systematic
review. Meanwhile, pregnancy-induced hypertension was found
in pregnant women of newborns who were born prematurely
[198]. Prematurity was also associated with maternal sepsis
(OR 2.81, 95% CI 1.99-3.96), including antenatal cases [178].
Therefore, more shared data sets for maternal outcomes are
needed. Future studies using machine learning algorithms should
develop more prediction models for maternal outcomes in
pregnancy care.

In addition, sample sizes of data sets for model development
may contribute to bias in predictive performance. For example,
in our meta-analysis, prediction models of ongoing pregnancy
in in vitro fertilization had point estimates of AUROCs ranging
from 0.575 to 0.982. These were developed using a support
vector machine [110], artificial neural networks [132,136,170],
random forests [134,158], deep neural networks [148,153],
naïve Bayes algorithms [126,135,150], and LRs
[73,78,99,158,170]. Compared with a recent systematic review
focusing on prediction for in vitro fertilization [143,194], the
range of AUROCs was wider than that of the previous review.
The AUROCs ranged from 0.59 to 0.775 without non-LR
machine learning predictions. A previous review also reported
that the sample sizes ranged from 110 to 288,161 instances,
whereas our review found that studies that applied non-LR
algorithms alone or combined with LR had sample sizes ranging
from only 46 [158] to 8836 [148] instances. Meanwhile, non-LR
machine learning algorithms require larger sample sizes relative
to the number of candidate predictors [199].

A meta-analysis of multivariable LR was also previously
conducted for premature birth from 4 studies [200]. In a previous
systematic review, the 2 highest AUROCs were 0.67 (95% CI
0.62-0.72; low ROB) and 0.64 (95% CI 0.60-0.68; high ROB).
Non-LR models of premature birth in our systematic review
showed AUROCs of 0.75 (95% CI 0.67-0.82) [121] and 0.911
(95% CI 0.862-0.96) [130], but these models were developed
from high ROB studies. The other models only reported point
estimates of the AUROC, which were a minimum of 0.6 by a
decision tree [156] and a maximum of 0.991 by a support vector
machine [143].

Minimizing the bias of model performance is the first thing to
consider when developing a clinical prediction model. Several
concerns need to be addressed when developing prognostic
machine learning predictions of pregnancy care. In our review,
most studies had problems of insufficient EPV (either LR and
non-LR studies), single imputation (mostly LR studies), and no
assessment of calibration (mostly non-LR studies). This may
expose the studies to high ROBs [21]. The overestimation of
the predictive performance is larger, with fewer participants
with events relative to the number of predictor candidates, as
described in the PROBAST guidelines. Most ROBs in our
review were contributed by the domain of analysis, and answers
to which the EPV signaling question mostly led studies to high
ROB assessment results. Insufficient EPV mean that the study
developed a model using a data set with a sample size that was
less than the minimum requirement for events relative to the
number of predictors. LR only requires 20 EPV, whereas
non-LR algorithms require 50 to 200 EPV. Meanwhile, single
imputation means that missing values are imputed by any
random value, mean, median, mode, or one-time regression.
Multiple imputations are more recommended than single
imputations, in which the preferred method is multiple equations
by chained equations. For the assessment of calibration, a study
should show the incidence of events (true probability) for each
subset of samples that belongs to the same range of predicted
probability by the model. We recommend these based on
PROBAST guidelines and other guidelines for machine learning
prognostic predictions in pregnancy care [15,21].

Strengths and Limitations
Our systematic review and meta-analysis will allow investigators
or clinicians in pregnancy care to consider whether trying
multiple machine learning models provides benefit to their
studies. If more prediction models are needed for the outcomes
with more specific problems or subpopulations, then predictive
modeling may consider comparisons of LR and non-LR
algorithms for specific outcomes that were compared in our
meta-analysis. We also reported heterogeneity measures to
interpret the predictive performances of algorithms across
studies.

However, the diverse populations and hyperparameters caused
substantial heterogeneity of predictive performance in our
meta-analysis. Future meta-analyses will be needed if more
machine learning models are developed for the same outcome
using the same algorithm. However, we tried to minimize the
heterogeneity by excluding several studies to ensure more
homogenous outcome definitions and normally distributed
AUROCs. We also applied random effects modeling as
recommended [172].

Conclusions
Prediction models using non-LR machine learning algorithms
significantly outperformed those using LR for several pregnancy
outcomes. These non-LR algorithms were random forests for
predicting preterm delivery and pre-eclampsia and gradient
boosting for predicting CS and gestational diabetes. In our
review, studies that developed models using these algorithms
had low ROBs. For predicting ongoing pregnancy in in vitro
fertilization, non-LR algorithms did not significantly outperform
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LR. Prediction models using non-LR algorithms for vaginal
birth after a CS significantly underperformed LR, but the study
with the non-LR algorithm had a high ROB.

On the basis of our meta-analysis, we recommend comparing
multiple machine learning models, which include both LR and
non-LR algorithms, to develop a prediction model. In our

systematic review, we also found that many studies had high
ROBs in the domain of analysis. In this domain, many studies
lacked EPV to develop a prediction model. Hence, we also
recommend the future development of a prediction model to
pursue standard EPV and other standards based on guidelines
to minimize ROBs.
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Abstract

Background: The radiological differential diagnosis between tumor recurrence and radiation-induced necrosis (ie,
pseudoprogression) is of paramount importance in the management of glioma patients.

Objective: This research aims to develop a deep learning methodology for automated differentiation of tumor recurrence from
radiation necrosis based on routine magnetic resonance imaging (MRI) scans.

Methods: In this retrospective study, 146 patients who underwent radiation therapy after glioma resection and presented with
suspected recurrent lesions at the follow-up MRI examination were selected for analysis. Routine MRI scans were acquired from
each patient, including T1, T2, and gadolinium-contrast-enhanced T1 sequences. Of those cases, 96 (65.8%) were confirmed as
glioma recurrence on postsurgical pathological examination, while 50 (34.2%) were diagnosed as necrosis. A light-weighted
deep neural network (DNN) (ie, efficient radionecrosis neural network [ERN-Net]) was proposed to learn radiological features
of gliomas and necrosis from MRI scans. Sensitivity, specificity, accuracy, and area under the curve (AUC) were used to evaluate
performance of the model in both image-wise and subject-wise classifications. Preoperative diagnostic performance of the model
was also compared to that of the state-of-the-art DNN models and five experienced neurosurgeons.

Results: DNN models based on multimodal MRI outperformed single-modal models. ERN-Net achieved the highest AUC in
both image-wise (0.915) and subject-wise (0.958) classification tasks. The evaluated DNN models achieved an average sensitivity
of 0.947 (SD 0.033), specificity of 0.817 (SD 0.075), and accuracy of 0.903 (SD 0.026), which were significantly better than the
tested neurosurgeons (P=.02 in sensitivity and P<.001 in specificity and accuracy).
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Conclusions: Deep learning offers a useful computational tool for the differential diagnosis between recurrent gliomas and
necrosis. The proposed ERN-Net model, a simple and effective DNN model, achieved excellent performance on routine MRI
scans and showed a high clinical applicability.

(JMIR Med Inform 2020;8(11):e19805)   doi:10.2196/19805
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Introduction

Brain radiation necrosis (ie, pseudoprogression) can be a
consequence of radiation therapy, which is used for the treatment
of brain tumors, with an incidence of 3%-24% [1-4]. It is of
paramount importance to distinguish radiation necrosis from
tumor recurrence, as these two pathologies share similar
appearances in neuroimaging yet have different treatments and
outcomes [5,6]. Currently, various imaging modalities, such as
magnetic resonance spectroscopy (MRS) [7,8],
perfusion-weighted imaging (PWI) [9], diffusion-weighted
imaging (DWI) [10], and positron emission tomography (PET)
with different tracers [11,12], have been applied for
differentiating radiation necrosis from tumor recurrence; yet
their efficacy and reliability still need further validation.
Differential diagnosis between recurrent tumors and necrosis
remains a major challenge in neuro-oncology and
neuroradiology [1,2,5,6,13].

Recent studies demonstrate that although radiologists may not
be able to systematically identify differences in the highly
variable appearances of brain tumors and radionecrosis,
handcrafted features extracted from routine magnetic resonance
imaging (MRI) can effectively differentiate these two conditions
[14-16]. As shown in these studies, handcrafted radiomic
features can capture the variations in image intensity, shape,
and volume and have shown promising results (see Figure 1).
However, there are two major limitations that may restrict the
use of these methods in the clinical setting. The first limitation
is that all these methods require manual segmentation of the
lesion (ie, drawing regions of interest [ROIs] of the lesion on
T1-weighted MRI [T1], gadolinium-contrast-enhanced T1 [T1c],
and/or T2-weighted MRI [T2]/fluid-attenuated inversion
recovery [FLAIR]), from which the texture or shape features
can be extracted [17]. The ROI segmentation is time-consuming

and operator dependent, introducing human interference and
potential noise into the analysis. Furthermore, handcrafted
features extracted in these studies are usually redundant and
require feature selection, which, if inaccurate, may bias the
analysis.

Deep learning is a data-driven approach that uses deep neural
network (DNN) models to learn the feature representations at
multiple levels of abstraction [18]. Deep learning models, such
as Visual Geometry Group (VGG) [19], residual neural network
(ResNet) [20], and Inception [21], have substantially improved
the state of the art in many visual analysis tasks (eg, ImageNet
Large Scale Visual Recognition Challenge [22]), compared to
handcrafted features. Deep learning methods have also
demonstrated human-level performance in medical image
computing, such as skin cancer classification [23], diabetic
retinopathy grading [24], glaucoma detection [25], early
diagnosis of Alzheimer disease [26], and, most recently,
COVID-19 severity assessment [27]. Yet to the best of our
knowledge, the application of deep learning in differentiating
glioma recurrence from postradiotherapy necrosis has not been
investigated so far.

Therefore, in this work we aim to explore the potential benefit
of deep learning algorithms for distinguishing between
radionecrosis and tumor recurrence using routine MRI scans.
We proposed a novel DNN model (ie, efficient radionecrosis
neural network [ERN-Net]) to automatically characterize the
features of gliomas and necrosis from MRI images and to
classify the lesions at image-based and subject-based levels,
which outperformed the human experts (ie, neurosurgeons) and
the state-of-the-art DNN models. Furthermore, the proposed
method does not depend on lesion segmentation or any
handcrafted features and, therefore, may have a higher clinical
applicability.
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Figure 1. The T1, T2, and T1c magnetic resonance imaging (MRI) sequences of 4 patients with their histograms of the voxels within the lesion masks.
Patients (a) and (b) represent recurrent tumors; patients (c) and (d) represent radionecrosis lesions. The lesion masks were manually drawn using the
software ITK-SNAP, generally used for delineating regions of interest. The histograms were created for individual sequences and further smoothed
using the Hann filter. ITK: Insight Toolkit. T1: T1-weighted MRI; T1c: gadolinium-contrast-enhanced T1-weighted MRI; T2: T2-weighted MRI.

Methods

Patient Data and Imaging Protocol
This study was approved by the Institutional Review Board of
Beijing Tiantan Hospital, Capital Medical University
(BTH-CMU), China, and the requirement for informed consent
was waived by the board as this research involves no more than
minimal risk. The criteria for selecting the patient cohorts are
shown in Figure 2.

We retrospectively identified patients who underwent brain
tumor resection between January 2010 and November 2018,
confirmed by pathology examination to be gliomas. Among the
selected patients, we further selected the ones who underwent
subsequent radiation therapy and presented with suspected
recurrent lesions on radiological follow-up. All the patients

included in this study underwent a second surgery to
differentiate glioma recurrence from radiation necrosis.
Histopathologic diagnoses of both the initial and recurrent
lesions were performed by neuropathologists at BTH-CMU.
Patients were excluded from the study if their histopathological
analyses showed a mixture of tumor and necrosis.

A cohort of 146 patients were identified using our criteria. Of
those, 96 (65.8%) patients were diagnosed to be affected by
recurrent glioma, and 50 (34.2%) by necrosis. Of the 146
patients, 117 subjects (80.1%) were randomly assigned to the
training set, and the remaining 29 subjects (19.9%) were retained
as the test set. It is a common practice to split the cohort into a
training set and a test set in machine learning studies, and the
training set to test set ratio usually varies from 60:40 to 90:10
[20,23,26]. In this study, we chose the 80:20 split ratio to
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balance the number of cases that can be used to train the model
and the workload on the human experts to assess the test cases.
Table 1 shows the demographic data of the subjects in the cohort
as well as the distribution of the cases in the training and test

data sets. The histopathological analysis results of the recurrent
lesions, either recurrent tumor or necrosis, were used to
categorize patients’ imaging data.

Figure 2. The selection process for the patient cohorts in this study. MRI: magnetic resonance imaging; T1: T1-weighted MRI; T1c:
gadolinium-contrast-enhanced T1-weighted MRI; T2: T2-weighted MRI.
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Table 1. Demographic and clinical data of the patient cohorts enrolled in this study.

Total (N=146)Test set (n=29)Training set (n=117)Characteristic

146 (100)29 (19.9)117 (80.1)Sample size (N=146), n (%)

41.1 (11.9)42.0 (9.9)40.9 (12.4)Age in years, mean (SD)

Gender, n (%)

78 (53.4)15 (52)63 (53.8)Male

68 (46.6)14 (48)54 (46.2)Female

Diagnosis of primary lesion, n (%)

41 (28.1)8 (28)33 (28.2)Grade II

32 (21.9)6 (21)26 (22.2)Grade III

56 (38.4)11 (38)45 (38.5)Grade IV

17 (11.6)4 (14)13 (11.1)Unknown

Diagnosis of recurrent lesion, n (%)

50 (34.2)10 (34)40 (34.2)Necrosis

96 (65.8)19 (66)77 (65.8)Glioma

The follow-up MRI scans of the identified patients prior to the
second surgery for histopathologic diagnosis were selected to
perform the analysis. The MRI data were acquired from five
MRI systems at BTH-CMU. The specifications of the imaging
data are listed in Table 2. All the patients have the axial T1, T2,
and T1c sequences, acquired during routine clinical visits. A

total of 42 MRI scans were acquired using the MAGNETOM
Trio, A Tim system (Siemens), 28 scans using the MAGNETOM
Verio system (Siemens), 25 scans using the Discovery MR750
system (GE Healthcare), 29 scans using the GENESIS SIGNA
system (GE Healthcare) with 3 T magnetic field, and 22 using
the SIGNA system (GE Healthcare) with 1.5 T magnetic field.

Table 2. Specifications of the imaging data acquired from the different magnetic resonance imaging systems.

Matrix sizeSlice spacing, mmSlice thickness, mmField of view, mmImaging system

496 × 5126.55.0220Siemens MAGNETOM Trio Tim

496 × 5126.05.0220Siemens MAGNETOM Verio

512 × 5126.55.0240GE Healthcare Discovery MR750

512 × 5126.05.0240GE Healthcare GENESIS SIGNA 3 T

512 × 5126.55.5240GE Healthcare SIGNA 1.5 T

Data Preprocessing
To standardize the MRI data across multiple MRI systems, the
following preprocessing pipeline was used. First, the imaging
data were corrected for bias field using the improved
nonparametric, nonuniform-intensity normalization algorithm
[28] built into the Advanced Normalization Tools suite of tools
for brain and image analysis [29]. Second, for every patient’s
MRI data, the T1c and T2 images were coregistered to the T1
space using the Functional Magnetic Resonance Imaging of the
Brain (FMRIB) Software Library (FSL) FMRIB Linear Image
Registration Tool (FLIRT) pipeline with a 6-degree-of-freedom
transform [30,31]. Finally, the magnetic resonance images were
linearly mapped and resampled to the Montreal Neurological

Institute 152 template [32], also using FSL FLIRT, in order to
make the dimensions and orientation of all the images uniform.

The MRI slices presenting enhancing lesions were identified
by neuroradiologists or neurosurgeons; the multimodal magnetic
resonance slices—T1, T2, and T1c—were then fused into
multichannel images, as shown in Figure 3 (a). To minimize
the interrater variance, we requested that the radiologists and
neurosurgeons use 3D Slicer, version 4.6.2 [33], to place a
marker on the axial slices if they saw a suspected recurrent
lesion on the slice. Therefore, no manual outlining of the lesion
was performed, taking less than two minutes for a radiologist
to review an MRI image and identify the slices containing the
lesion. These annotations provided by experienced
neurosurgeons were used as the ground truth for evaluating the
performance of the classifier.
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Figure 3. Overview of the proposed approach. (a) The co-registered multimodal images were fused as a multichannel RGB image with T1, T2, and
T1c images representing the Red, Green and Blue channels, respectively. (b) The multichannel magnetic resonance (MR) images were used to train the
deep neural network (DNN) models that classified the test MR images as either a recurrent tumor or radiation necrosis. (c) Architecture of the proposed
efficient radionecrosis neural network (ERN-Net). ReLU: rectified linear unit; T1: T1-weighted magnetic resonance imaging (MRI); T1c:
gadolinium-contrast-enhanced T1-weighted MRI; T2: T2-weighted MRI.

The MRI slices containing the lesion were identified manually
by an experienced neurosurgeon (NJ) and further reviewed by
an imaging analyst (YG) based on the T1c scans. The axial T1c
and corresponding T2 and T1 slices were then saved as 2D
multichannel images for further analysis. A total of 5824
multichannel images, each consisting of a T1, a T2, and a T1c
slice, were extracted from the 117 patients in the training set,
and 1472 multichannel images were extracted from the 29
patients in the test set. The multichannel images were used to
train the DNN models, which were subsequently applied to
predict the patients’ lesion types in the test set based on their
imaging data, as shown in Figure 3 (b).

Efficient Radionecrosis Neural Network
DNN models can be considered as mathematical functions with
numerous parameters. For image classification, DNN models
usually use pixel values as the input features. The neurons in
the hidden layers of the DNN are responsible for transforming
lower-level features to higher-level features that can be used
for classification. While training a DNN model, the training
images and diagnostic labels (dichotomized; 0: radiation
necrosis; and 1: tumor recurrence) are used to update the
parameters of the model. At each training step, the model
predicts the diagnostic label for an input training image, then
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the prediction is compared to its ground truth label, such that
the parameters of the model are modified to reduce the error on
that image prediction. This process is then repeated for every
image in the training set over many iterations to let the model
“learn” how to differentiate the tumor recurrence signature from
the necrosis one in magnetic resonance images. After the model
is fully trained, it is used to infer the diagnostic probability
distribution of necrosis and tumor recurrence for the test images.

For feature learning and classification, we proposed a
light-weighted DNN model (ie, ERN-Net) to learn radiological
features of gliomas and necrosis from MRI scans. The proposed
ERN-Net model, as illustrated in Figure 3 (c), consists of only
nine convolutional modules, including seven with inverted linear
bottleneck layers [34]. We also benchmarked five state-of-the-art
DNN models: VGG16 and VGG19 [19], ResNet-50 [20],
Inception-v3 [21], and Inception-ResNet-v2 [35]. It is
noteworthy that ERN-Net is 3 times smaller and 8.1 times faster
than Inception-v3 [36]. All the DNN models were implemented
using the TensorFlow framework, version 1.14 [37], with the
ImageNet pretrained weights imported from the Keras library
[38]. To address the imbalanced sample distribution, we
assigned different weights to the classes during the training
phase based on the ratio between the number of samples in each
class and the total number of samples scaled by the number of
classes (necrosis: 1.5; recurrence: 0.75). A more detailed
description of these DNN models can be found in Multimedia
Appendix 1.

Performance Evaluation
To evaluate the performance of the DNN models on image-wise
classification, we designed an experiment in which we trained
and tested these DNN models on the same data set, including
5824 training images and 1472 test images. This experiment
was carried out on a per-image basis, with each image treated
as an individual input sample. We also compared the
performance of single-modal and multimodal MRI in the
image-wise classification task. Sensitivity, specificity, accuracy,
and area under the curve (AUC) of the receiver operating
characteristic (ROC) curve were used to evaluate the
classification performance.

To evaluate the performance of the DNN models on a subject
basis, we designed another experiment in which we aggregated
the image-wise classification results to infer each subject’s
diagnosis. For each subject in the test set, the models that had

been trained for image-wise classification in the previous
experiment were reused to classify the stack of the subject’s
images; the image-wise classification results were then averaged
as the output prediction of that subject. Performances of these
DNN models in subject-wise classification were also compared
with those of the human experts.

Results

Image-wise Classification
Table 3 shows the summary of the comparison of different MRI
sequences using DNN models. T1c was the best performing
sequence among the three routine MRI sequences, with
consistently higher accuracy and AUC than T1 and T2 sequences
across all the DNN models. T1c also achieved the highest
sensitivity with VGG16 and Inception-v3 models (0.874 and
0.769, respectively), and the highest specificity with VGG19
and ResNet-50 models (both equal to 0.653). Considering AUC
as a single metric that combines sensitivity and specificity, T2
performed slightly better than T1, although there was
disagreement in other evaluation metrics. ERN-Net
outperformed the VGG models in AUC on T1c (0.807, 95% CI
0.782-0.832), while Inception-ResNet-v2 achieved the highest
AUC (0.841, 95% CI 0.818-0.864). We found that the sensitivity
was higher than specificity in most models and sequences. This
can be partially explained by the imbalanced sample distribution
in the two classes, which might bias the models and, hence, the
classification results.

Table 4 shows the performance comparison of the DNN models
on multimodal MRI images. ERN-NET had the highest AUC
(0.915, 95% CI 0.895-0.932), which was slightly better than
Inception-ResNet-v2 (0.913, 95% CI 0.895-0.931) and
substantially better than the other DNN models.
Inception-ResNet-v2 achieved the highest score in sensitivity
(0.925, 95% CI 0.907-0.941) and accuracy (0.867, 95% CI
0.848-0.884), while VGG16 had the highest specificity (0.826,
95% CI 0.791-0.858). The DNN models based on multimodal
MRI outperformed the models based on individual MRI
sequences in all the evaluation metrics. We again noticed that
the sensitivity was higher than specificity for all the DNN
models, with differences ranging from 0.032 (VGG16
sensitivity: 0.858; specificity: 0.826) to 0.236 (ResNet-50
sensitivity: 0.899; specificity: 0.663).
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Table 3. Performance of the deep neural network (DNN) models on individual magnetic resonance imaging (MRI) sequences: T1-weighted MRI (T1),
T2-weighted MRI (T2), and gadolinium-contrast-enhanced T1-weighted MRI (T1c).

Area under the curve (95% CI)Accuracy (95% CI)Specificity (95% CI)Sensitivity (95% CI)DNN model and magnetic
resonance sequence

VGGa16

0.718 (0.689-0.747)0.684 (0.660-0.708)0.606 (0.562-0.648)0.725 (0.696-0.753)T1

0.767 (0.740-0.794)0.689 (0.665-0.713)0.686 (0.644-0.727)0.690 (0.660-0.719)T2

0.770 (0.743-0.797)0.759 (0.736-0.781)0.540 (0.496-0.585)0.874 (0.851-0.894)T1c

VGG19

0.692 (0.663-0.721)0.681 (0.657-0.705)0.448 (0.404-0.492)0.804 (0.778-0.829)T1

0.741 (0.713-0.769)0.678 (0.653-0.702)0.554 (0.510-0.598)0.743 (0.714-0.770)T2

0.795 (0.769-0.821)0.749 (0.726-0.771)0.653 (0.610-0.694)0.800 (0.773-0.825)T1c

ResNetb-50

0.732 (0.704-0.760)0.714 (0.690-0.737)0.584 (0.540-0.627)0.782 (0.755-0.808)T1

0.762 (0.735-0.789)0.727 (0.703-0.750)0.525 (0.480-0.569)0.833 (0.808-0.852)T2

0.824 (0.800-0.848)0.766 (0.743-0.787)0.653 (0.610-0.694)0.825 (0.799-0.848)T1c

Inception-v3

0.706 (0.677-0.735)0.680 (0.656-0.704)0.596 (0.552-0.639)0.724 (0.695-0.752)T1

0.734 (0.706-0.762)0.668 (0.644-0.693)0.734 (0.693-0.772)0.634 (0.603-0.665)T2

0.831 (0.807-0.855)0.756 (0.733-0.778)0.732 (0.691-0.770)0.769 (0.741-0.795)T1c

Inception-ResNet-v2

0.748 (0.720-0.776)0.711 (0.687-0.734)0.590 (0.546-0.633)0.774 (0.746-0.800)T1

0.804 (0.779-0.829)0.726 (0.702-0.748)0.529 (0.484-0.573)0.829 (0.804-0.852)T2

0.841 (0.818-0.864)0.781 (0.759-0.802)0.722 (0.681-0.761)0.812 (0.786-0.837)T1c

ERN-Netc

0.646 (0.615-0.676)0.640 (0.615-0.665)0.519 (0.474-0.563)0.704 (0.674-0.732)T1

0.675 (0.645-0.705)0.624 (0.599-0.649)0.606 (0.562-0.648)0.634 (0.603-0.665)T2

0.807 (0.782-0.832)0.748 (0.725-0.770)0.643 (0.600-0.685)0.803 (0.777-0.828)T1c

aVGG: Visual Geometry Group.
bResNet: residual neural network.
cERN-Net: efficient radionecrosis neural network.
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Table 4. Performance of different deep neural network (DNN) models on the T1a-T2b-T1cc-fused images for image-based classification.

Area under the curve (95% CI)Accuracy (95% CI)Specificity (95% CI)Sensitivity (95% CI)DNN models

0.864 (0.842-0.886)0.847 (0.828-0.865)0.826 (0.791-0.858)0.858 (0.834-0.880)VGGd16

0.828 (0.804-0.852)0.801 (0.780-0.821)0.704 (0.662-0.744)0.852 (0.828-0.874)VGG19

0.866 (0.844-0.888)0.818 (0.797-0.837)0.663 (0.620-0.704)0.899 (0.879-0.918)ResNete-50

0.845 (0.822-0.868)0.800 (0.778-0.820)0.716 (0.675-0.755)0.844 (0.819-0.866)Inception-v3

0.913 (0.895-0.931)0.867 (0.848-0.884)0.755 (0.716-0.792)0.925 (0.907-0.941)Inception-ResNet-v2

0.915 (0.895-0.932)0.809 (0.788-0.829)0.789 (0.751-0.824)0.820 (0.794-0.844)ERN-Netf

aT1: T1-weighted magnetic resonance imaging (MRI).
bT2: T2-weighted MRI.
cT1c: gadolinium-contrast-enhanced T1-weighted MRI.
dVGG: Visual Geometry Group.
eResNet: residual neural network.
fERN-Net: efficient radionecrosis neural network.

Subject-wise Classification
Table 5 shows the performance of different DNN models in the
subject-wise classification task. Each of the 29 test subjects was
considered as a single sample to be classified. In this experiment,
the classification results of the images extracted from the same
patient were averaged as the final output prediction of the
subject. When the DNN models were evaluated on a per-subject
basis by aggregating the subject’s image stack, the performance
was further improved to an average sensitivity of 0.947 (SD
0.033), specificity of 0.817 (SD 0.075), accuracy of 0.903 (SD
0.026), and AUC of 0.938 (SD 0.022). Both ERN-Net and
Inception-ResNet-v2 achieved the highest AUC of 0.958. While
Inception-ResNet-v2 also had higher sensitivity and accuracy,
ERN-Net had higher specificity. In particular,
Inception-ResNet-v2 achieved a sensitivity of 100%, indicating
that all recurrent tumors identified by Inception-ResNet-v2 were
correct. VGG16 tied for the highest specificity (0.900) with
ERN-Net and the highest accuracy (0.931) with
Inception-ResNet-v2. The DNN models had higher sensitivity

than specificity, except ERN-Net, implying that ERN-Net was
less affected by the imbalanced distribution of necrosis and
recurrent tumor samples on the subject level.

We also compared the performance of the DNN models to that
of five neurosurgeons, with 7-26 years of experience, who were
presented with the same multimodal MRI scans as used to test
the DNN models. The neurosurgeons were not shown the
pathological analysis reports and were requested to make
diagnoses based on the MRI data alone. The neurosurgeons
achieved an average sensitivity of 0.768 (SD 0.109), specificity
of 0.360 (SD 0.089), and accuracy of 0.628 (SD 0.075), which
were significantly worse than the DNN models when measured
using t tests (P=.02 in sensitivity and P<.001 in specificity and
accuracy).

Figure 4 further shows the ROC curves and the AUC scores of
the DNN models in the image-wise and subject-wise
classification tasks. The red dots in Figure 4 (b) represent the
neurosurgeons’ sensitivity and specificity scores.
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Table 5. Performance of different deep neural network (DNN) models for subject-based classification; the T1a-T2b-T1cc-fused images were used as
the input to the models.

Area under the curveAccuracySpecificitySensitivityDNN models

0.9110.9310.90.947VGGd16

0.9110.8970.80.947VGG19

0.9370.8620.70.947ResNete-50

0.9530.8970.80.947Inception-v3

0.9580.9310.81.000Inception-ResNet-v2

0.9580.8970.90.895ERN-Netf

0.938 (0.022)0.903 (0.026)0.817 (0.075)0.947 (0.033)All DNNs, mean (SD)

N/Ag0.628 (0.750)0.360 (0.089)0.768 (0.109)All neurosurgeons, mean (SD)

N/A<.001<.001.02P values for t tests between the DNNs and the neurosurgeons

aT1: T1-weighted magnetic resonance imaging (MRI).
bT2: T2-weighted MRI.
cT1c: gadolinium-contrast-enhanced T1-weighted MRI.
dVGG: Visual Geometry Group.
eResNet: residual neural network.
fERN-Net: efficient radionecrosis neural network.
gN/A: not applicable. The diagnoses made by neurosurgeons are definite (ie, yes or no), unlike those made by the DNN models (eg, 30% yes or 70%
no); therefore, the area under the curve cannot be computed without a probability distribution of predictions.

Figure 4. Plots showing (a) performance of the deep neural network (DNN) models on multimodal magnetic resonance imaging in the image-based
classification task and (b) performance of the DNN models and neurosurgeons in the subject-based classification task. Performance of the DNN models
was evaluated using the area under the curve (AUC) of the receiver operating characteristic curves, while the five neurosurgeons’ sensitivity and
specificity scores are represented by the red dots. ERN-Net: efficient radionecrosis neural network; ResNet: residual neural network; VGG: Visual
Geometry Group.

Discussion

Principal Findings
To the best of our knowledge, this is the first research on the
application of DNN models to routine MRI scans for the
purposes of automated differentiation between radiation necrosis
and recurrent tumors. We found that T1c is the most informative

routine MRI sequence for identifying radiation necrosis, which
aligns well with many previous studies [1,2,5,6,13,15].
However, other routine MRI sequences, including T1 and T2,
also provide useful and complementary information to T1c in
characterizing the tumors and necrosis, as evidenced by the
improved performance of the combined MRI sequences.
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The proposed ERN-Net model achieved the highest AUC in
both image-wise classification (0.915) and subject-wise
classification (0.958), while being substantially smaller and
faster compared to the other DNN models. Overall, the DNN
models achieved better performance than the human experts.
The most important advantage of the DNN models is that they
have a higher discriminative power in recognizing radiation
necrosis with a mean specificity of 0.817 (SD 0.075) compared
to the mean specificity of 0.360 (SD 0.089) achieved by
experienced neurosurgeons (P<.001).

Compared to previously reported machine learning methods,
which were generally based on handcrafted features and
user-defined classifiers [14-16], DNN models use an end-to-end
approach to integrate feature learning and classification and,
therefore, could eliminate the dependence on the selected feature

descriptors and classifiers. Furthermore, the proposed method
does not require manual drawing of the lesion, which is
time-consuming and may result in interreader variance [17,39],
as shown in Figure 5. We proposed a lesional slice identification
approach to select the relevant slices instead of creating the
lesion masks manually. This approach reduced the time required
for annotating tumor masks and can also capture contextual
spatial information of the perilesional tissues. Both the trained
DNN models and the lesion slice identification module support
cross-platform systems and can be seamlessly integrated into
existing image analysis and reporting workstations within a
hospital, aiming to generate differential diagnosis reports
automatically. More importantly, the performance of the
proposed method is substantially higher than that of the
previously reported methods [14-16].

Figure 5. A T1c tumor image and its corresponding tumor masks created by two neuroradiologists independently, which shows the disagreement
between annotators. MRI: magnetic resonance imaging; T1c: gadolinium-contrast-enhanced T1-weighted MRI.

Currently, there exist other imaging techniques for differential
diagnosis of recurrent tumor and radiation necrosis, such as
MRS [7,8], PWI [9], DWI [10], and PET [11,12], yet none of
them demonstrate sufficiently high efficacy for clinical use. A

meta-analysis on PET showed that L-[methyl-11C]methionine
(11C-MET) PET achieved promising results, with a pooled
sensitivity and specificity of 0.880 (95% CI 0.850-0.910) and
0.850 (95% CI 0.800-0.890), respectively, and a summary
receiver operating characteristic (SROC) score of 0.935 [12].
Another meta-analysis of 11C-MET PET showed an SROC
score of 0.8914 [40]. Both PET meta-analysis studies showed
a lower performance than the proposed method. In addition, the
relative accessibility, radiation exposure, and higher cost of
PET limit its clinical applicability. MRS demonstrated moderate
diagnostic performance in differentiating glioma recurrence
from radiation necrosis based on metabolite ratios, such as
choline to creatinine and choline to N-acetylaspartate, and it is
strongly recommended to combine MRS with other imaging
technologies to improve diagnostic accuracy [3]. Previous
studies on machine learning and imaging techniques have two
notable limitations: first, the diagnoses included in many earlier
studies were not pathologically confirmed; second, the sample

sizes were too small. These limitations led to inconclusive
findings, such that the differential diagnosis of tumor recurrence
and necrosis is still a largely unsolved clinical problem [2,12].
To the best of our knowledge, the imaging data set (N=146)
used in this study represents the largest cohort in the same kind
of studies and includes pathologically confirmed diagnoses as
ground truth labels; therefore, it is a more reliable data set to
address this problem.

Limitations and Future Work
There are also a few limitations of this study. Although we used
a larger data set for the same analysis, it is still a relatively small
data set compared to the generic image data sets used in the
field of computer vision. This may potentially lead to overfitting
or undertraining when training a DNN model. Furthermore, due
to the retrospective nature of this study, the DNN models were
only trained on an imbalanced data set with readily available
2D routine MRI sequences. The imbalanced distribution of
samples may induce bias in the DNN model, leading to higher
sensitivities but low specificities. Although we attempted to
address this issue by weighting the samples during the training
phase, the models still favor positive class over the negative
class. It will be beneficial to extend the sample size by including
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data from other centers and using data augmentation methods
to further improve and validate the proposed method. Other
MRI sequences, such as FLAIR, PWI, DWI, and
delayed-contrast MRI, and the 3D data set may potentially
improve the classification performance of the DNN models.
Last but not least, also due to the retrospective nature of this
study, no glioma subtypes, such as astrocytoma,
oligodendroglioma, and glioblastoma; molecular genetic
features, such as isocitrate dehydrogenase and alpha
thalassemia/mental retardation syndrome X-linked genes; nor
1p/19q chromosome co-deletion status [41,42] were included.
These aspects should be investigated in future studies.

The proposed method has high clinical potential. Distinguishing
glioma recurrence from radiation necrosis remains a critical
challenge in clinical neuro-oncology. Misdiagnosing radiation
necrosis as tumor recurrence may result in unnecessary surgery,
whereas misdiagnosing tumor recurrence as radiation necrosis
will delay the treatment of tumors. Currently, the differential
diagnosis of radiation necrosis and recurrent tumor relies on
histopathologic analysis, which requires biopsy or open surgery
to gain tissue for the analysis. This study’s method proposes a
sound alternative to the second surgery for the purpose of

gaining tissue for histopathologic analysis, therefore avoiding
invasive operations and lowering the risks to patients. In
addition, up to now, there have been no clinical guidelines for
preoperative diagnosis of glioma recurrence and radiation
necrosis based on routine MRI sequences. Our study underlines
important insights about the imaging of recurrent tumors and
radiation necrosis through examining the radiological features
learned by the DNN models; hence, it is likely to take an
important role in formulating the guidelines for the differential
diagnosis of recurrent lesions and for glioma follow-up.

Conclusions
In this work, we demonstrated that DNN models based on
multimodal MRI can differentiate radionecrosis from recurrent
gliomas more effectively than models based on single MRI
sequences; in addition, the DNN model’s performance is
significantly better than that of the tested experienced clinicians
on subject-wise diagnosis. Therefore, the proposed deep learning
method, which does not depend on lesion segmentation or any
handcrafted features, can be a useful tool for differentiating
between radiation necrosis and recurrent tumors, with a high
applicability potential in the clinical setting.

 

Acknowledgments
This study was supported by Beijing Natural Science Foundation (4191002) and the Capital Characteristic Clinical Application
Project (Z181100001718196). SL acknowledges the support of an Australian National Health and Medical Research Council
(NHMRC) grant: the NHMRC Early Career Fellowship (1160760). ADI received the 2019 John Mitchell Crouch Fellowship
from the Royal Australasian College of Surgeons, which, along with Macquarie University cofunding, supported the opening of
the Computational NeuroSurgery Lab at Macquarie University, Sydney, Australia. Moreover, he is supported by an Australian
Research Council Future Fellowship (2019-2023, FI190100623). Special thanks to Fujitsu Australia Ltd for supporting the
computing facilities for this research.

Authors' Contributions
The project was initially conceptualized and supervised by NJ and SL. The patient data and imaging data were acquired by YG
and XX. The histopathology results were reviewed by GL, NJ, and XX. The analysis methods were by implemented by SL. The
data were analyzed by YG. The research findings were interpreted by XX and NJ. All authors were involved in the design of the
work. The manuscript was drafted by YG and SL, and all authors have substantively revised it. All authors have reviewed and
approved the submitted version.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Description of the deep neural networks used in this study.
[DOC File , 41 KB - medinform_v8i11e19805_app1.doc ]

References
1. Verma N, Cowperthwaite MC, Burnett MG, Markey MK. Differentiating tumor recurrence from treatment necrosis: A

review of neuro-oncologic imaging strategies. Neuro Oncol 2013 May;15(5):515-534 [FREE Full text] [doi:
10.1093/neuonc/nos307] [Medline: 23325863]

2. Zikou A, Sioka C, Alexiou GA, Fotopoulos A, Voulgaris S, Argyropoulou MI. Radiation necrosis, pseudoprogression,
pseudoresponse, and tumor recurrence: Imaging challenges for the evaluation of treated gliomas. Contrast Media Mol
Imaging 2018;2018:6828396 [FREE Full text] [doi: 10.1155/2018/6828396] [Medline: 30627060]

3. Zhang H, Ma L, Wang Q, Zheng X, Wu C, Xu B. Role of magnetic resonance spectroscopy for the differentiation of
recurrent glioma from radiation necrosis: A systematic review and meta-analysis. Eur J Radiol 2014 Dec;83(12):2181-2189.
[doi: 10.1016/j.ejrad.2014.09.018] [Medline: 25452098]

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19805 | p.300http://medinform.jmir.org/2020/11/e19805/
(page number not for citation purposes)

Gao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v8i11e19805_app1.doc&filename=bed32354864cf7209511dcefc54dd56f.doc
https://jmir.org/api/download?alt_name=medinform_v8i11e19805_app1.doc&filename=bed32354864cf7209511dcefc54dd56f.doc
http://europepmc.org/abstract/MED/23325863
http://dx.doi.org/10.1093/neuonc/nos307
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23325863&dopt=Abstract
https://doi.org/10.1155/2018/6828396
http://dx.doi.org/10.1155/2018/6828396
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30627060&dopt=Abstract
http://dx.doi.org/10.1016/j.ejrad.2014.09.018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25452098&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


4. Gao L, Xu W, Li T, Zheng J, Chen G. Accuracy of 11C-choline positron emission tomography in differentiating glioma
recurrence from radiation necrosis. Medicine 2018;97(29):e11556. [doi: 10.1097/md.0000000000011556]

5. Alexiou GA, Tsiouris S, Kyritsis AP, Voulgaris S, Argyropoulou MI, Fotopoulos AD. Glioma recurrence versus radiation
necrosis: Accuracy of current imaging modalities. J Neurooncol 2009 Oct;95(1):1-11. [doi: 10.1007/s11060-009-9897-1]
[Medline: 19381441]

6. Giglio P, Gilbert MR. Cerebral radiation necrosis. Neurologist 2003 Jul;9(4):180-188. [doi:
10.1097/01.nrl.0000080951.78533.c4] [Medline: 12864928]

7. Kumar AJ, Leeds NE, Fuller GN, Van Tassel P, Maor MH, Sawaya RE, et al. Malignant gliomas: MR imaging spectrum
of radiation therapy- and chemotherapy-induced necrosis of the brain after treatment. Radiology 2000 Nov;217(2):377-384.
[doi: 10.1148/radiology.217.2.r00nv36377] [Medline: 11058631]

8. Sundgren P. MR spectroscopy in radiation injury. AJNR Am J Neuroradiol 2009 Apr 15;30(8):1469-1476. [doi:
10.3174/ajnr.a1580]

9. Barajas R, Chang J, Sneed P, Segal M, McDermott M, Cha S. Distinguishing recurrent intra-axial metastatic tumor from
radiation necrosis following gamma knife radiosurgery using dynamic susceptibility-weighted contrast-enhanced perfusion
MR imaging. AJNR Am J Neuroradiol 2008 Nov 20;30(2):367-372. [doi: 10.3174/ajnr.a1362]

10. Xu J, Li Y, Lian J, Dou S, Yan F, Wu H, et al. Distinction between postoperative recurrent glioma and radiation injury
using MR diffusion tensor imaging. Neuroradiology 2010 Dec 23;52(12):1193-1199. [doi: 10.1007/s00234-010-0731-4]
[Medline: 20571787]

11. Takenaka S, Asano Y, Shinoda J, Nomura Y, Yonezawa S, Miwa K, et al. Comparison of (11)C-methionine, (11)C-choline,
and (18)F-fluorodeoxyglucose-PET for distinguishing glioma recurrence from radiation necrosis. Neurol Med Chir (Tokyo)
2014;54(4):280-289 [FREE Full text] [doi: 10.2176/nmc.oa2013-0117] [Medline: 24305028]

12. Xu W, Gao L, Shao A, Zheng J, Zhang J. The performance of 11C-methionine PET in the differential diagnosis of glioma
recurrence. Oncotarget 2017 Oct 31;8(53):91030-91039 [FREE Full text] [doi: 10.18632/oncotarget.19024] [Medline:
29207622]

13. Mullins ME, Barest GD, Schaefer PW, Hochberg FH, Gonzalez RG, Lev MH. Radiation necrosis versus glioma recurrence:
Conventional MR imaging clues to diagnosis. AJNR Am J Neuroradiol 2005 Sep;26(8):1967-1972 [FREE Full text]
[Medline: 16155144]

14. Tiwari P, Prasanna P, Wolansky L, Pinho M, Cohen M, Nayate A, et al. Computer-extracted texture features to distinguish
cerebral radionecrosis from recurrent brain tumors on multiparametric MRI: A feasibility study. AJNR Am J Neuroradiol
2016 Sep 15;37(12):2231-2236. [doi: 10.3174/ajnr.a4931]

15. Zhang Z, Yang J, Ho A, Jiang W, Logan J, Wang X, et al. A predictive model for distinguishing radiation necrosis from
tumour progression after gamma knife radiosurgery based on radiomic features from MR images. Eur Radiol 2018 Jun
24;28(6):2255-2263 [FREE Full text] [doi: 10.1007/s00330-017-5154-8] [Medline: 29178031]

16. Ismail M, Hill V, Statsevych V, Huang R, Prasanna P, Correa R, et al. Shape features of the lesion habitat to differentiate
brain tumor progression from pseudoprogression on routine multiparametric MRI: A multisite study. AJNR Am J Neuroradiol
2018 Nov 01;39(12):2187-2193. [doi: 10.3174/ajnr.a5858]

17. Menze BH, Jakab A, Bauer S, Kalpathy-Cramer J, Farahani K, Kirby J, et al. The Multimodal Brain Tumor Image
Segmentation Benchmark (BRATS). IEEE Trans Med Imaging 2015 Oct;34(10):1993-2024 [FREE Full text] [doi:
10.1109/TMI.2014.2377694] [Medline: 25494501]

18. LeCun Y, Bengio Y, Hinton G. Deep learning. Nature 2015 May 28;521(7553):436-444. [doi: 10.1038/nature14539]
[Medline: 26017442]

19. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. In: Proceedings of the
International Conference on Learning Representations. 2015 May 7 Presented at: International Conference on Learning
Representations; May 7-9, 2015; San Diego, CA URL: http://arxiv.org/abs/1409.1556

20. He K, Zhang X, Ren S, Sun J. Deep residual learning for image recognition. In: Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition.: IEEE; 2016 Jun 27 Presented at: IEEE Conference on Computer Vision and
Pattern Recognition; June 27-30, 2016; Las Vegas, NV p. 770-778 URL: https://ieeexplore.ieee.org/document/7780459
[doi: 10.1109/CVPR.2016.90]

21. Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. Rethinking the inception architecture for computer vision. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition.: IEEE; 2016 Jun 27 Presented at: IEEE
Conference on Computer Vision and Pattern Recognition; June 27-30, 2016; Las Vegas, NV p. 2818-2826 URL: https:/
/ieeexplore.ieee.org/document/7780677 [doi: 10.1109/cvpr.2016.308]

22. Russakovsky O, Deng J, Su H, Krause J, Satheesh S, Ma S, et al. ImageNet Large Scale Visual Recognition Challenge. Int
J Comput Vis 2015 Apr 11;115(3):211-252. [doi: 10.1007/s11263-015-0816-y]

23. Esteva A, Kuprel B, Novoa RA, Ko J, Swetter SM, Blau HM, et al. Dermatologist-level classification of skin cancer with
deep neural networks. Nature 2017 Jan 25;542(7639):115-118. [doi: 10.1038/nature21056]

24. Gulshan V, Peng L, Coram M, Stumpe MC, Wu D, Narayanaswamy A, et al. Development and validation of a deep learning
algorithm for detection of diabetic retinopathy in retinal fundus photographs. JAMA 2016 Dec 13;316(22):2402-2410. [doi:
10.1001/jama.2016.17216] [Medline: 27898976]

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19805 | p.301http://medinform.jmir.org/2020/11/e19805/
(page number not for citation purposes)

Gao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1097/md.0000000000011556
http://dx.doi.org/10.1007/s11060-009-9897-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19381441&dopt=Abstract
http://dx.doi.org/10.1097/01.nrl.0000080951.78533.c4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12864928&dopt=Abstract
http://dx.doi.org/10.1148/radiology.217.2.r00nv36377
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11058631&dopt=Abstract
http://dx.doi.org/10.3174/ajnr.a1580
http://dx.doi.org/10.3174/ajnr.a1362
http://dx.doi.org/10.1007/s00234-010-0731-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20571787&dopt=Abstract
http://joi.jlc.jst.go.jp/DN/JST.JSTAGE/nmc/oa2013-0117?from=PubMed
http://dx.doi.org/10.2176/nmc.oa2013-0117
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24305028&dopt=Abstract
https://www.oncotarget.com/lookup/doi/10.18632/oncotarget.19024
http://dx.doi.org/10.18632/oncotarget.19024
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29207622&dopt=Abstract
http://www.ajnr.org/cgi/pmidlookup?view=long&pmid=16155144
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16155144&dopt=Abstract
http://dx.doi.org/10.3174/ajnr.a4931
http://europepmc.org/abstract/MED/29178031
http://dx.doi.org/10.1007/s00330-017-5154-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29178031&dopt=Abstract
http://dx.doi.org/10.3174/ajnr.a5858
http://europepmc.org/abstract/MED/25494501
http://dx.doi.org/10.1109/TMI.2014.2377694
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25494501&dopt=Abstract
http://dx.doi.org/10.1038/nature14539
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26017442&dopt=Abstract
http://arxiv.org/abs/1409.1556
https://ieeexplore.ieee.org/document/7780459
http://dx.doi.org/10.1109/CVPR.2016.90
https://ieeexplore.ieee.org/document/7780677
https://ieeexplore.ieee.org/document/7780677
http://dx.doi.org/10.1109/cvpr.2016.308
http://dx.doi.org/10.1007/s11263-015-0816-y
http://dx.doi.org/10.1038/nature21056
http://dx.doi.org/10.1001/jama.2016.17216
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27898976&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


25. Liu S, Graham SL, Schulz A, Kalloniatis M, Zangerl B, Cai W, et al. A deep learning-based algorithm identifies glaucomatous
discs using monoscopic fundus photographs. Ophthalmol Glaucoma 2018;1(1):15-22. [doi: 10.1016/j.ogla.2018.04.002]
[Medline: 32672627]

26. Liu S, Liu S, Cai W, Che H, Pujol S, Kikinis R, ADNI. Multimodal neuroimaging feature learning for multiclass diagnosis
of Alzheimer's disease. IEEE Trans Biomed Eng 2015 Apr;62(4):1132-1140 [FREE Full text] [doi:
10.1109/TBME.2014.2372011] [Medline: 25423647]

27. Feng Y, Liu S, Cheng Z, Quiroz J, Rezazadegan D, Chen P, et al. Severity assessment and progression prediction of
COVID-19 patients based on the LesionEncoder framework and chest CT. medRxiv. 2020 Aug 06. URL: https://www.
medrxiv.org/content/10.1101/2020.08.03.20167007v2.full.pdf [accessed 2020-11-09]

28. Tustison NJ, Avants BB, Cook PA, Zheng Y, Egan A, Yushkevich PA, et al. N4ITK: Improved N3 bias correction. IEEE
Trans Med Imaging 2010 Jun;29(6):1310-1320. [doi: 10.1109/tmi.2010.2046908]

29. Avants BB, Tustison NJ, Stauffer M, Song G, Wu B, Gee JC. The Insight ToolKit image registration framework. Front
Neuroinform 2014;8:44 [FREE Full text] [doi: 10.3389/fninf.2014.00044] [Medline: 24817849]

30. Jenkinson M, Smith S. A global optimisation method for robust affine registration of brain images. Med Image Anal 2001
Jun;5(2):143-156. [doi: 10.1016/s1361-8415(01)00036-6]

31. Jenkinson M, Bannister P, Brady M, Smith S. Improved optimization for the robust and accurate linear registration and
motion correction of brain images. Neuroimage 2002 Oct;17(2):825-841. [doi: 10.1006/nimg.2002.1132]

32. Fonov V, Evans AC, Botteron K, Almli CR, McKinstry RC, Collins DL, Brain Development Cooperative Group. Unbiased
average age-appropriate atlases for pediatric studies. Neuroimage 2011 Jan 01;54(1):313-327 [FREE Full text] [doi:
10.1016/j.neuroimage.2010.07.033] [Medline: 20656036]

33. Fedorov A, Beichel R, Kalpathy-Cramer J, Finet J, Fillion-Robin J, Pujol S, et al. 3D Slicer as an image computing platform
for the Quantitative Imaging Network. Magn Reson Imaging 2012 Nov;30(9):1323-1341 [FREE Full text] [doi:
10.1016/j.mri.2012.05.001] [Medline: 22770690]

34. Sandler M, Howard A, Zhu M, Zhmoginov A, Chen L. MobileNetV2: Inverted residuals and linear bottlenecks. In:
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.: IEEE; 2018 Jun 18 Presented at:
IEEE/CVF Conference on Computer Vision and Pattern Recognition; June 18-23, 2018; Salt Lake City, UT p. 4510-4520
URL: https://ieeexplore.ieee.org/document/8578572 [doi: 10.1109/cvpr.2018.00474]

35. Szegedy C, Ioffe S, Vanhoucke V, Alemi A. Inception-v4, inception-ResNet and the impact of residual connections on
learning. In: Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence. 2017 Feb 04 Presented at:
Thirty-First AAAI Conference on Artificial Intelligence; February 4-9, 2017; San Francisco, CA p. 4278-4284 URL: https:/
/dl.acm.org/doi/10.5555/3298023.3298188

36. Tan M, Le Q. EfficientNet: Rethinking model scaling for convolutional neural networks. In: Proceedings of the Thirty-Sixth
International Conference on Machine Learning. 2019 Jun 15 Presented at: Thirty-Sixth International Conference on Machine
Learning; June 9-15, 2019; Long Beach, CA p. 6105-6114 URL: http://proceedings.mlr.press/v97/tan19a.html

37. Abadi M, Barham P, Chen J, Chen Z, Davis A, Dean J, et al. TensorFlow: A system for large-scale machine learning. In:
Proceedings of the 12th USENIX Conference on Operating Systems Design and Implementation.: USENIX Association;
2016 Nov 2 Presented at: 12th USENIX Conference on Operating Systems Design and Implementation; November 2-4,
2016; Savannah, GA p. 265-283 URL: https://dl.acm.org/doi/10.5555/3026877.3026899

38. Keras. URL: https://keras.io/ [accessed 2020-11-09]
39. Russo C, Liu S, Di Ieva A. Spherical coordinates transformation pre-processing in deep convolution neural networks for

brain tumor segmentation in MRI. arXiv. 2020 Aug 17. URL: https://arxiv.org/pdf/2008.07090 [accessed 2020-11-09]
40. Wang X, Hu X, Xie P, Li W, Li X, Ma L. Comparison of magnetic resonance spectroscopy and positron emission tomography

in detection of tumor recurrence in posttreatment of glioma: A diagnostic meta-analysis. Asia Pac J Clin Oncol 2015
Jun;11(2):97-105. [doi: 10.1111/ajco.12202] [Medline: 24783970]

41. Louis DN, Perry A, Reifenberger G, von Deimling A, Figarella-Branger D, Cavenee WK, et al. The 2016 World Health
Organization Classification of Tumors of the Central Nervous System: A summary. Acta Neuropathol 2016
Jun;131(6):803-820. [doi: 10.1007/s00401-016-1545-1] [Medline: 27157931]

42. Liu S, Shah Z, Sav A, Russo C, Berkovsky S, Qian Y, et al. Isocitrate dehydrogenase (IDH) status prediction in histopathology
images of gliomas using deep learning. Sci Rep 2020 May 07;10(1):7733. [doi: 10.1038/s41598-020-64588-y] [Medline:
32382048]

Abbreviations

11C-MET: L-[methyl-11C]methionine
AUC: area under the curve
BTH-CMU: Beijing Tiantan Hospital, Capital Medical University
DNN: deep neural network
DWI: diffusion-weighted imaging
ERN-Net: efficient radionecrosis neural network

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19805 | p.302http://medinform.jmir.org/2020/11/e19805/
(page number not for citation purposes)

Gao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.ogla.2018.04.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32672627&dopt=Abstract
http://europepmc.org/abstract/MED/25423647
http://dx.doi.org/10.1109/TBME.2014.2372011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25423647&dopt=Abstract
https://www.medrxiv.org/content/10.1101/2020.08.03.20167007v2.full.pdf
https://www.medrxiv.org/content/10.1101/2020.08.03.20167007v2.full.pdf
http://dx.doi.org/10.1109/tmi.2010.2046908
https://doi.org/10.3389/fninf.2014.00044
http://dx.doi.org/10.3389/fninf.2014.00044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24817849&dopt=Abstract
http://dx.doi.org/10.1016/s1361-8415(01)00036-6
http://dx.doi.org/10.1006/nimg.2002.1132
http://europepmc.org/abstract/MED/20656036
http://dx.doi.org/10.1016/j.neuroimage.2010.07.033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20656036&dopt=Abstract
http://europepmc.org/abstract/MED/22770690
http://dx.doi.org/10.1016/j.mri.2012.05.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22770690&dopt=Abstract
https://ieeexplore.ieee.org/document/8578572
http://dx.doi.org/10.1109/cvpr.2018.00474
https://dl.acm.org/doi/10.5555/3298023.3298188
https://dl.acm.org/doi/10.5555/3298023.3298188
http://proceedings.mlr.press/v97/tan19a.html
https://dl.acm.org/doi/10.5555/3026877.3026899
https://keras.io/
https://arxiv.org/pdf/2008.07090
http://dx.doi.org/10.1111/ajco.12202
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24783970&dopt=Abstract
http://dx.doi.org/10.1007/s00401-016-1545-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27157931&dopt=Abstract
http://dx.doi.org/10.1038/s41598-020-64588-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32382048&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


FLAIR: fluid-attenuated inversion recovery
FLIRT: Functional Magnetic Resonance Imaging of the Brain Linear Image Registration Tool
FMRIB: Functional Magnetic Resonance Imaging of the Brain
FSL: Functional Magnetic Resonance Imaging of the Brain Software Library
MRI: magnetic resonance imaging
MRS: magnetic resonance spectroscopy
NHMRC: National Health and Medical Research Council
PET: positron emission tomography
ResNet: residual neural network
ROC: receiver operating characteristic
ROI: region of interest
SROC: summary receiver operating characteristic
T1: T1-weighted magnetic resonance imaging
T1c: gadolinium-contrast-enhanced T1-weighted magnetic resonance imaging
T2: T2-weighted magnetic resonance imaging
VGG: Visual Geometry Group

Edited by C Lovis; submitted 02.05.20; peer-reviewed by M Feng, R Dewey; comments to author 07.06.20; revised version received
31.08.20; accepted 27.09.20; published 17.11.20.

Please cite as:
Gao Y, Xiao X, Han B, Li G, Ning X, Wang D, Cai W, Kikinis R, Berkovsky S, Di Ieva A, Zhang L, Ji N, Liu S
Deep Learning Methodology for Differentiating Glioma Recurrence From Radiation Necrosis Using Multimodal Magnetic Resonance
Imaging: Algorithm Development and Validation
JMIR Med Inform 2020;8(11):e19805
URL: http://medinform.jmir.org/2020/11/e19805/ 
doi:10.2196/19805
PMID:33200991

©Yang Gao, Xiong Xiao, Bangcheng Han, Guilin Li, Xiaolin Ning, Defeng Wang, Weidong Cai, Ron Kikinis, Shlomo Berkovsky,
Antonio Di Ieva, Liwei Zhang, Nan Ji, Sidong Liu. Originally published in JMIR Medical Informatics (http://medinform.jmir.org),
17.11.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19805 | p.303http://medinform.jmir.org/2020/11/e19805/
(page number not for citation purposes)

Gao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://medinform.jmir.org/2020/11/e19805/
http://dx.doi.org/10.2196/19805
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33200991&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Development of an Artificial Intelligence–Based Automated
Recommendation System for Clinical Laboratory Tests:
Retrospective Analysis of the National Health Insurance Database

Md Mohaimenul Islam1,2,3, MSc; Hsuan-Chia Yang1,2,3, MSc, PhD; Tahmina Nasrin Poly1,2,3, MSc; Yu-Chuan Jack

Li1,2,3,4,5, MD, PhD
1Graduate Institute of Biomedical Informatics, College of Medical Science and Technology, Taipei Medical University, Taipei, Taiwan
2International Center for Health Information Technology, Taipei Medical University, Taipei, Taiwan
3Research Center of Big Data and Meta-analysis, Wan Fang Hospital, Taipei Medical University, Taipei, Taiwan
4Department of Dermatology, Wan Fang Hospital, Taipei, Taiwan
5TMU Research Center of Cancer Translational Medicine, Taipei Medical University, Taipei, Taiwan

Corresponding Author:
Yu-Chuan Jack Li, MD, PhD
Graduate Institute of Biomedical Informatics, College of Medical Science and Technology
Taipei Medical University
250 Wu-Hsing St., Taipei 110
Taipei
Taiwan
Phone: 886 2 27361661 ext 7600
Email: jaak88@gmail.com

Abstract

Background: Laboratory tests are considered an essential part of patient safety as patients’ screening, diagnosis, and follow-up
are solely based on laboratory tests. Diagnosis of patients could be wrong, missed, or delayed if laboratory tests are performed
erroneously. However, recognizing the value of correct laboratory test ordering remains underestimated by policymakers and
clinicians. Nowadays, artificial intelligence methods such as machine learning and deep learning (DL) have been extensively
used as powerful tools for pattern recognition in large data sets. Therefore, developing an automated laboratory test recommendation
tool using available data from electronic health records (EHRs) could support current clinical practice.

Objective: The objective of this study was to develop an artificial intelligence–based automated model that can provide laboratory
tests recommendation based on simple variables available in EHRs.

Methods: A retrospective analysis of the National Health Insurance database between January 1, 2013, and December 31, 2013,
was performed. We reviewed the record of all patients who visited the cardiology department at least once and were prescribed
laboratory tests. The data set was split into training and testing sets (80:20) to develop the DL model. In the internal validation,
25% of data were randomly selected from the training set to evaluate the performance of this model.

Results: We used the area under the receiver operating characteristic curve, precision, recall, and hamming loss as comparative
measures. A total of 129,938 prescriptions were used in our model. The DL-based automated recommendation system for laboratory
tests achieved a significantly higher area under the receiver operating characteristic curve (AUROCmacro and AUROCmicro of
0.76 and 0.87, respectively). Using a low cutoff, the model identified appropriate laboratory tests with 99% sensitivity.

Conclusions: The developed artificial intelligence model based on DL exhibited good discriminative capability for predicting
laboratory tests using routinely collected EHR data. Utilization of DL approaches can facilitate optimal laboratory test selection
for patients, which may in turn improve patient safety. However, future study is recommended to assess the cost-effectiveness
for implementing this model in real-world clinical settings.

(JMIR Med Inform 2020;8(11):e24163)   doi:10.2196/24163
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Introduction

Laboratory tests are key components of the health care system
and patient safety [1]. These tests assist physicians, helping
them make many important decisions related to prevention,
diagnosis, treatment, and management of chronic diseases [2].
However, in recent years, laboratory error rates have increased
significantly, which has raised serious concerns about patient’s
safety. Compared with other types of medical errors, laboratory
errors have received little attention, despite these errors often
causing significant harm to the patients [3]. Previous studies
have reported that indiscriminate and inappropriate use of
laboratory tests puts a significant and unnecessary burden on
the health care system [4,5]. The value and associated cost of
such inappropriate tests in the diagnostic and management
process thus need to be determined.

Inappropriate testing can be in several forms. The first one is
overutilization or overordering, which refers to recommended
tests to the patients that are ordered without any indication. The
second one is underutilization, which refers to recommended
laboratory tests that are indicated but not ordered.
Overutilization can result in unnecessary blood draws and other
sample-collection procedures [6,7]. It increases the likelihood
of false-positive results, which can lead to incorrect diagnoses,
increased costs, and potential harm due to unwarranted
additional intervention [8]. By contrast, underutilization can
result in morbidity due to delayed or missed diagnoses and in
downstream overutilization. Both overutilization and
underutilization can lead to longer hospital stays and contribute
to legal liability.

Deep learning (DL), a subset of machine learning, is being used
in many areas including health care and has already shown its
promise in various domains. This success can be attributed to
an increase in computational power and the availability of
massive amounts of data sets [9,10]. The field of DL has
achieved immense success in training the machines to
understand and manipulate data, including images [11], language
[12], and speech [13]. In particular, health care and medicine
are reaping significant benefits from the field because of the
sheer volume of data generated every day in different forms. A
quick and accurate laboratory test is crucial for patient’s safety
through successful diagnosis and proper treatment of diseases.
Because DL algorithms can easily handle hundreds of thousands
of attributes and are capable of detecting and utilizing their
interaction, developing an automated recommendation tool is
always appreciable to improve proper clinical decisions.
Accordingly, our study developed and evaluated a DL
algorithm–based automated recommendation system using
variables available in electronic health records (EHRs). We
hypothesized that the DL algorithm can capture
high-dimensional, nonlinear relationships among clinical
features and a laboratory test recommendation system can be
developed that can help physicians prescribe laboratory tests to
individual patients more accurately as well as ensure safety of
these patients.

Methods

Data Sources
We collected data from the Taiwanese National Health Insurance
Research and Development (NHIRD) database, which contains
all claims for the medications and diagnoses data of 23 million
(covers approximately 99.9% of the total population in Taiwan)
Taiwanese. The database includes patients’ demographic
information, number of prescriptions, the brand and generic
name of the drugs, the date of prescriptions, dosage of
medication, and diagnosis. The quality and completeness of this
database are excellent and have been used to conduct
high-quality research [14-16]. This study was approved by the
Taipei Medical University Research Ethical Board. Participants’
consent was not required because all the individual information
was deidentified.

Study Population
In this study, we retrieved prescription information for those
patients who visited the cardiology department at least once
from 2 million randomly selected patient’s data from the NHIRD
database between January 1, 2013, and December 31, 2013.

Variables Collection and Data Cleaning
We collected EHR data available at the time of ordering
laboratory tests to develop the predictive model; these data
included patients’ demographics, visit date, department ID,
diagnosis, medications, and laboratory tests. We considered the
first 3 digits in ICD-9-CM to retrieve information about
comorbidities. The ICD-9-CM is usually distributed from 001
to 999 and V01 to V82. Furthermore, we considered the first 5
characters of the ATC code that cover almost every medication
in a single category. For example, the 5 digits ATC of the code
C09AA (ACE inhibitors, plain) include all plain ACE inhibitors
such as C09AA01 (captopril), C09AA02 (enalapril). However,
7 characters (e.g., R06AX12) were considered for other drugs
with “X” as the fifth character because usually “X” means other
agents in the ATC code. The overall data set retrieved included
328 types of laboratory tests. This is a large amount of data and
most laboratory tests were not ordered frequently, which can
make prediction performance worse. We therefore calculated
the percentage of all laboratory tests and selected a threshold
of 0.5% to be included in this study. Finally, we narrowed the
laboratory tests down to 35, which contributed to at least 0.5%
of all tests in the study period. However, these 35 tests
contributed to more than 90% of total tests (see Table S2 in
Multimedia Appendix 1). All extracted data were used to make
the matrices for data normalization (see Table S1 in Multimedia
Appendix 1), and then used to train the deep neural network
(DNN)–based multilabel prediction model to correctly identify
laboratory items.

Model Development and Validation
In this study, 80% of data were assigned to the training set, and
20% to the testing set. In the internal validation, we randomly
selected 25% of the data from the training set and evaluated
model performance (Figure 1). We developed the DNN model
on the training set using all variables and assessed the model
using the validation set to predict laboratory tests (see Figures
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S1 and S2 in Multimedia Appendix 1). DNN is an algorithm in
which an artificial neural network consists of multiple layers
between the input layer and the output layer. The input of DNN
moves through the layers calculating the probability of each

output (Figure 2). We used 3 hidden layers. Activation functions
used in this model were ReLU and Softmax. We used 20 epochs
in our model.

Figure 1. Overall study design.

Figure 2. An architecture of proposed deep learning model.

Activation Function
The activation function is an integral part of a neural network
and does the nonlinear transformation (ie, it describes the input
and output relations in a nonlinear way). However, it is this
nonlinearity element that allows for higher flexibility and
performing complex tasks during the whole model learning
process. It helps to speed up the whole learning process. Several
activation functions such as sigmoid or ReLU are commonly
used in practice.

Sigmoid Function

This function takes a real-value input and converts it into a
range between 0 and 1. The sigmoid function is defined as
follows:

σ(x) = 1/(1+e–x) (1)

Here it is clear that it will convent the output between 0 and 1
when the input varies in (–∞, ∞). A neuron can use the sigmoid
for computing the nonlinear function σ(y = wx + b). If y=wx +

b is very large and positive, then e–y → 0, so σ(y) → 1, whereas
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if y = wx + b is very large and negative, then e–y→∞, so σ(y)
→ 0.

ReLU

It is called the rectified linear unit and takes a real input variable
and thresholds it at zero (ie, replace native values with zero).
The ReLU function is defined as follows:

f(x) = max (0, x) (2)

Optimization Algorithms
These algorithms are generally used to minimize errors and
generate slightly better and faster results by updating input
parameters such as weight and bias values. Gradient descent is
the most widely used optimization algorithm that helps us
understand whether the function is decreasing or increasing at
a particular point (Figure 3).

Figure 3. The process of gradient descent.

The cost function C is the initial value and the desired point is
Cmin. The starting weight is w0, with each step presented as r
while the gradient represents the direction of maximum increase.
The direction of the value can be expressed mathematically as
the partial derivative ac/∂w to evaluate the time needed for w
to reach step r, whereas the opposite direction can be expressed
as –(ac/∂w)(wr). The most commonly used optimizers are
Momentum, Adagrad, AdaDelta, Adam.

Performance Evaluation
We assessed the performance of the DNN model on the
validations set for laboratory test recommendations using the
following metrics.

Micro-AUC
This averages the prediction matrix. Smicro corresponds to a set
of correct quadruples. The formula for calculating micro–area
under the curve (micro-AUC) is

Micro-AUC = (|Smicro|)/[(Σ
m

i=1|Y
+

i.|)·(Σ
m

i=1|Y
–
i.|)] (3)

Smicro = {(a,b,i,j)|(a,b)∈Y+
.i × Y–

.j, fi(xa) ≥ fj(xb)} (4)

Macro-AUC
This averages each label. Smicro corresponds to a set of correctly
ordered instance pairs on each label. The formula for calculating
macro-AUC is

Macro-AUC = (1/l)Σl
j=1(|S

j
macro|)/(|Y

+
.j||Y

–
.J|) (5)

Sj
macro = {(a,b)}∈Y+

.j × Y–
.j|fi(xa) ≥ fi(xb)| (6)

Micro-F1
This averages the prediction matrix, and is calculated as follows:

Micro-F1 = (2Σl
j=1Σ

m
i=1yijhij)/(Σ

l
j=1Σ

l
i=1yij + Σl

j=1Σ
m

i=1hij) (7)

Macro-F1
It averages each label, and is calculated as follows:

Macro-F1 = (1/l)Σl
j=1(2Σm

i=1yijhij)/(Σ
m

i=1yij + Σm
i=1hij) (8)

Average Precision
This reflects the average fraction of relevant labels ranked higher
than one other relevant label, and is calculated as follows:

A v e r a g e  p r e c i s i o n  =

(1/m)Σm
i=1[1/(|yi.

+|)Σj∈Y
+

i.[|S
ij

precision|/rankF(xi,j)] (9)

Sij
precision = {k ∈ Y+

i.|rankF(xi,k) ≤ rankF(xi,j)|} (10)

Hamming Loss
It is the most commonly used metric to evaluate the performance
of a multilabel classifier. It is the average symmetric difference
between a set of true labels and a set of predicted labels of the
data set. Its formula is as follows:

hloss (H) = (1/ml)Σm
i=1Σ

l
j–1[[hij≠yij]] (11)

The hamming loss (HL) value ranges from 0 to 1. A lesser value
of HL indicates a better classifier.
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Results

Prescriptions
In this study, we considered all patients who visited the
cardiology department. A total of 37,890 patients visited the

department at least once between January 1, 2013, and
December 31, 2013. The number of male patients was higher
than the number of female patients (51.11% [19,366/37,890]
vs 48.89% [18,524/37,890]) and the age of patients ranged from
4 to 102 years. A total of 129,938 prescriptions with laboratory
tests were ordered in the cardiology department (Table 1).

Table 1. Characteristics of patients and clinical variables.

ValuesVariables

129,938Total number of prescription

37,890Total number of patients

4-102Age (years), range

Gender

19,366 (51.11)Male, n (%)

18,524 (48.89)Female, n (%)

416Number of drugs input

714Number of diseases input

35Number of laboratory tests

Prediction of Laboratory Tests
A total of 1132 input variables were used to predict the 35 types
of laboratory tests. The DL model was applied to data from the
cardiology department to predict laboratory tests accurately;

the model achieved good discrimination (AUROCmacro=0.76
and AUROCmicro=0.87). Figure 4 shows the area under the
receiver operating characteristic curve (AUROC) by the DL
model. The range of the AUROC was 0.63-0.90 (see Figure S3
and Table S3 in Multimedia Appendix 1).
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Figure 4. Receiver operating characteristic (ROC) curves of the deep learning model for predicting laboratory tests.

The DL model’s precision, recall, F1 score, and HL based on
varying cutoffs for clinical laboratory test prediction are
presented in Table 2. Precision, recall, F1 score, and HL ranged

from 24% to 56%, 67% to 99%, 36% to 55%, and 0.16 to 0.46,
respectively.

Table 2. Recall, precision, F1 score, and hamming loss of the model based on varying cutoffs for clinical laboratory test prediction.

Hamming lossF1 scoreaPrecisionaRecallaCutoffs

0.460.360.240.990.01

0.390.450.330.940.05

0.290.500.400.890.10

0.240.520.440.850.15

0.210.540.470.800.20

0.190.550.510.760.25

0.170.550.540.710.30

0.160.550.560.670.35

aOverall (micro and macro) result presented.
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Discussion

Principal Findings
In this study, we developed and validated a DL-based automated
model to recommend laboratory tests based on individual patient
clinical history. To our knowledge this is the first study which
evaluated the performance of a DL algorithm to recommend
laboratory tests, and achieved good performance; therefore, this
model can be used in a real-world clinical setting. The main
advantage of this model is that it requires minimal input data
such as gender, age, disease, and drug information, and thus
can be easily integrated into EHR systems. Most importantly,
the model can be adjusted for different cutoff values according
to physician needs. Moreover, physicians can select the required
laboratory tests for an individual patient from a provided list of
laboratory tests. This would ensure performing a quick and
accurate test. The model showed high discrimination capacity;
hence, implementation of this model would ensure accurate
laboratory tests, improve patients’ safety, and reduce
unnecessary costs associated with wrong orders.

Comparison With Other Study
Previously, Wright et al [17] developed an association and data
mining technique to suggest laboratory tests. Using a support
threshold of 5 and a confidence threshold of 10%, there were
5361 associations between disease and laboratory tests. They
reported a higher accuracy (55.6%) across the top 500
associations. The main problems of the system were that the
relationships identified were indirect, one to one (drugs and
laboratory or disease and laboratory), and had pseudo
associations (metformin and hypertension). Furthermore, if the
patients had multiple drugs, diseases, and laboratory tests, then
their model was unable to find solutions and creates many
associations. However, in a real clinical setting, one patient can
be suggested to undergo multiple laboratory tests in 1
prescription. For example, a patient with diabetes could have
been given multiple tests at the same time. Our model showed
a higher accuracy (0.85) to predict laboratory tests. Moreover,
our multilabel prediction model could provide a list of laboratory
tests based on patients’ clinical history; therefore, physicians
could choose laboratory tests from provided lists.

Clinical Implications
Health care budgets worldwide are facing increasing pressure
to minimize costs while maintaining quality care and ensuring
patients’ safety [18]. The laboratory tests are often considered
a central part of controlling health expenditures and ensuring
patients’ safety. A previous study in the UK reported that
pathology investigations are involved in 70%-80% of all health
care decisions and cost the UK National Health Service (NHS)
£2.5 billion (US $4 billion) annually [19]. Proper utilization of
limited resources and curbing numerous unnecessary laboratory
tests will help reduce health care costs because approximately
2.9%-56% of all laboratory tests are reported to be likely
overutilized [20]. About 30% of the outpatient laboratory tests
were found to be inappropriate and ordered just for patient
check-ups [21]. However, inappropriate testing can contribute
to increasing patient anxiety, iatrogenic anemia, and patient
dissatisfaction.

Several groups of researchers have proposed many ways to
control inappropriate laboratory test ordering, but it remains
unclear which is the most effective or how to integrate these
ways with other systems designed to control laboratory costs.
Some have suggested reducing the reimbursement rate to control
expenditures on laboratory services. Although this approach
can be effective in the short run, it has several fundamental
flaws. The second approach is linked to medical necessity;
laboratory test cost can be reduced by decreasing the utilization
of tests that are not medically necessary; however, it is very
difficult to define the appropriate use of laboratory tests. Albeit
significant progress has already been made, much work remains
to be done in this area. A third approach has been active
management of test utilization by laboratory staff. This approach
has been used mostly in academic medical centers, often
integrated as part of training for residents and fellows [22]. It
can also vary from simply having laboratory staff act as
gatekeepers for specific tests to more robust, systematic methods
for improving test utilization [4]. However, our automated
laboratory tests recommendation system is based on real-world
clinical data and showed high discrimination capabilities. This
model can thus help reduce unnecessary health care costs by
recommending exact and appropriate laboratory tests based on
individual patient problems.

Strengths and Limitations
Our study has several strengths that need to be addressed. (1)
This is the first study to evaluate and utilize the DL model to
recommend laboratory tests using variables available in EHR.
This study can therefore be used as a benchmark for future
studies. (2) Our novel model is significantly more accurate and
can adjust the cutoff value according to physician demand.
Third, our evaluation of DL algorithms was rigorous, including
fewer variables, and the model was developed based on daily
clinical practice data.

Our study has also several limitations: (1) Our model was
developed based on data from only the cardiology department;
however, this model can be extended for use in other
departments using their own data. (2) This model used only 35
laboratory tests in the prediction model; however, it covered
more than 90% of total tests ordered. (3) Our model has not yet
been tested using an external data set; however, we used internal
validation to evaluate model performance. Sometimes
performance of the model may deviate when it is validated using
other data sets but this is not to a large extent.

Future Perspective
Our next step is to extend this work to other departments and
includes using nonstructured data such as progress notes and
operative notes. We believe that the inclusion of these data
could increase our model performance. Moreover, we will use
10-year data to improve our model performance, although it
would be computationally expensive. We also have a plan to
include procedures in our system because it would further add
value in the real-world clinical setting. Because our model
showed higher sensitivity and a less false-positive rate, we will
integrate our model with EHR to improve clinical decisions and
reduce laboratory error rates. Although this would be quite
powerful, it remains challenging for several reasons, including
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gold-standard evaluation and the acceptability of our model in
clinical settings. However, one potential benefit of implementing
this model in real-world clinical settings would be individual

physician selection choice from a list of provided laboratory
tests based on probability (Figure 5). It would not trigger many
alerts and not hamper workflow.

Figure 5. Proposed infographic of deep learning (DL)-based laboratory testing recommendation tool.

Conclusion
Using commonly available clinical variables, we developed and
validated a DL algorithm that predicts laboratory tests with high
accuracy, and recommends clinically relevant laboratory tests
at the time of ordering. To our knowledge, this is the first study
to evaluate the performance of algorithms and this predictive
algorithm can serve as a clinical decision-support tool. Most

importantly, our model could help reduce unnecessary laboratory
test ordering and health care costs. The integration of this model
into daily clinical practice may facilitate optimal laboratory test
selection based on the appropriate thresholds. However, further
research is necessary to assess the workflow of the system, and
weigh the benefits of patients and physicians while
implementing the model as an effective recommendation tool
in clinical practice.
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Abstract

Background: Computerized physician order entry (CPOE) systems are incorporated into clinical decision support systems
(CDSSs) to reduce medication errors and improve patient safety. Automatic alerts generated from CDSSs can directly assist
physicians in making useful clinical decisions and can help shape prescribing behavior. Multiple studies reported that approximately
90%-96% of alerts are overridden by physicians, which raises questions about the effectiveness of CDSSs. There is intense interest
in developing sophisticated methods to combat alert fatigue, but there is no consensus on the optimal approaches so far.

Objective: Our objective was to develop machine learning prediction models to predict physicians’ responses in order to reduce
alert fatigue from disease medication–related CDSSs.

Methods: We collected data from a disease medication–related CDSS from a university teaching hospital in Taiwan. We
considered prescriptions that triggered alerts in the CDSS between August 2018 and May 2019. Machine learning models, such
as artificial neural network (ANN), random forest (RF), naïve Bayes (NB), gradient boosting (GB), and support vector machine
(SVM), were used to develop prediction models. The data were randomly split into training (80%) and testing (20%) datasets.

Results: A total of 6453 prescriptions were used in our model. The ANN machine learning prediction model demonstrated
excellent discrimination (area under the receiver operating characteristic curve [AUROC] 0.94; accuracy 0.85), whereas the RF,
NB, GB, and SVM models had AUROCs of 0.93, 0.91, 0.91, and 0.80, respectively. The sensitivity and specificity of the ANN
model were 0.87 and 0.83, respectively.

Conclusions: In this study, ANN showed substantially better performance in predicting individual physician responses to an
alert from a disease medication–related CDSS, as compared to the other models. To our knowledge, this is the first study to use
machine learning models to predict physician responses to alerts; furthermore, it can help to develop sophisticated CDSSs in
real-world clinical settings.

(JMIR Med Inform 2020;8(11):e19489)   doi:10.2196/19489
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Introduction

Initiation of computerized provider order entry (CPOE) systems
has allowed physicians to order medications, laboratory tests,
and other ancillary services electronically [1]. CPOE systems
create an opportunity to improve patient care by decreasing
medication errors, reducing redundant test orders, and promoting
standardized clinical practice [2,3]. However, CPOE is often
integrated with a clinical decision support system (CDSS) in
order to make better clinical decisions through guidance, alerts,
and reminders. A CDSS is always combined with software
algorithms that generate alerts during orders entered into a
CPOE by physicians [4,5]. Each of these alerts addresses a
meaningful clinical issue relevant to the administration process
and has a positive impact on identifying and preventing
erroneous or less optimal prescription [6-8].

The productivity of CDSSs is often impaired by generating
distracting alerts in the system (ie, a high volume of clinically
irrelevant alerts) [9,10]. van der Sijs et al [11] suggested that
an ideal CDSS should have high specificity and sensitivity,
provide clear information, and facilitate safe and efficient
handling of alerts. A recent study reported that approximately
90%-95% of medication alerts are overridden by providers
[12,13], and more than half of overrides are due to alerts being
deemed clinically irrelevant [14]. The main concern is that these
large numbers of clinically irrelevant alerts might cause alert
fatigue and consume too much time and mental energy.
Moreover, it sometimes leads staff to override both critical
warnings and unimportant alerts. Getting frequent false alerts
can desensitize physicians so that providers always ignore and
mistrust alerts with acceleration [15]. Ignoring clinically relevant
alerts too much triggers patient harm and is associated with an
increased rate of mortality.

Until now, significant efforts and strategies have been
implemented in minimizing alert fatigue, such as the
administration of highly specific algorithms [16], customization
of third-party providers’ sets of alerts [17], and execution of

tiered severity grading to stratify and lessen the number of false
alerts [18]. Several studies suggested turning off frequently
overridden alerts [19], updating clinical content to deliver the
most current evidence at the point of care, and holding consensus
meetings between physicians and pharmacists [20]. Since
physicians increasingly adopt electronic prescribing, the
progression and proclamation of CDSS alerts might depend, in
part, on whether providers find medication safety alerts valuable.

Machine learning is comprised of a collection of techniques
that has the potential to learn complex rules and to identify
patterns from multidimensional datasets. It has been effectively
employed in many areas, such as disease risk prediction [21],
classification [22], and health care utilization [23]. To our
knowledge, no studies have examined machine learning
techniques regarding medication alert reduction in a large
number of alert analyses among physicians of different
specialties. We hypothesized that machine learning models
could predict physician responses, which would ultimately
directly assist in developing a sophisticated CDSS for reducing
alert fatigue. Therefore, the primary objective of this study was
to develop and validate machine learning models to reduce alert
fatigue by predicting physician responses. This study may
provide perspective on the perceived usefulness of CDSS alerts
in patient care and insights into how to design better alert
systems in real-world clinical settings. It can contribute to
minimizing the number of alerts in the user interface, ensuring
the appropriate prescription, and reducing the severity of
unintended consequences.

Methods

Ethical Approval and Study Process
This type of study does not require Institutional Review Board
review, following the policy of the National Health Research
Institutes in Taiwan, as it provides a large amount of
computerized, deidentified data. The entire study process is
shown in Figure 1.

Figure 1. Study design process. ATC: Anatomical Therapeutic Chemical classification system; AUROC: area under the receiver operating characteristic
curve; CDSS: clinical decision support system; EHR: electronic health record; ICD: International Classification of Diseases.

Data Source
We collected data from an electronic health record
(EHR)–integrated disease medication–related CDSS from a
university teaching hospital in Taiwan. We considered only
prescriptions that generated alerts due to a prescription error in

the CDSS. The data collection period was between August 2018
and May 2019. During the 10-month study period, 9213
prescriptions generated alerts that accounted for approximately
3% of total prescriptions provided by physicians.
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Data Preprocessing
The first step of this study was to clean the data. In the dataset,
lots of duplications of prescriptions appeared, which means
there were several prescriptions with the same patient’s
registration number, diagnosis code (ie, International
Classification of Diseases, 10th Revision, Clinical Modification
[ICD-10-CM]), and drug code (ie, Anatomical Therapeutic
Chemical [ATC] classification system code). Therefore, we
removed those prescriptions and kept the most recent
prescription. A total of 6453 prescriptions were considered to
develop machine learning–based prediction models. A
prescription with the Taiwan National Health Insurance code
as the diagnosis code was mapped to the ICD-10-CM code.
Data normalization was carried out by converting all the values
between 0 and 1. Finally, the data were converted into a matrix
that included the diagnosis code, drug code, department ID, and
physician ID.

Feature Selection
There could be more than 20 different clinical variables available
in a single prescription. Therefore, feature selection is essential
in order to keep the variables within a manageable size to be
able to optimize the prediction model. The feature selection
process was completed in three stages: (1) consultation with an
expert (YL) who is a physician and specialist in CDSSs, (2)
automated feature selection via machine learning algorithms,
and (3) reduction of the number of input variables by using only
the first three digits of the diagnosis code (ie, ICD-10-CM) and
the first five digits of the drug code (ie, ATC). The patient’s
age, the patient’s gender, the diagnosis code (ie, ICD-10-CM),
the drug code (ie, ATC), the physician ID, and the department
ID were considered as input variables. We then created a matrix
for the diagnosis code (ie, ICD-10-CM), the drug code (ie, ATC
code), the physician ID, and the department ID. A total of 6453
input variables were used to develop a machine learning model
with binary outcomes.

Table 1. List of input variables.

Input column numberInput column contentsVariable

1Male or femalePatient’s gender

822First 3 digits of the ICD-10-CMa codeDiagnosis code

262First 5 digits of the ATCb classification system codeDrug code

227Physician IDPhysician ID

29Department IDDepartment ID

aICD-10-CM International Classification of Diseases, 10th Revision, Clinical Modification.
bATC: Anatomical Therapeutic Chemical.

Model Development

Overview
The objective of the model was to reliably predict what would
be physicians’ responses to an alert. We divided the entire
dataset into two parts: (1) the training dataset (80% of the
dataset) and (2) the testing dataset (20% of the dataset).

However, the model was trained using 60% of the dataset as
the training set and 20% of the dataset as an internal validation
set. The remaining 20% of the dataset was used for testing our
model’s performance (see Figure 2). Model development was
carried out using Python 3.6 software (Python Software
Foundation). Python is a free and open-source programming
language and environment for statistical computing and
graphics.
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Figure 2. Distribution of training and testing datasets for model development.

Artificial Neural Network
Artificial neural networks (ANNs) were first introduced in the
1940s; recently, they have become extremely powerful and one
of the most popular machine learning models that interconnects
with adaptive simple processing elements. They usually work
by mimicking the biological nervous systems responsible for
knowledge processing and knowledge representation [24].
ANN-based algorithms have already shown high performance
in terms of accuracy, sensitivity, and specificity for classification
problems. Therefore, the application of ANNs has increased
globally in recent years in health care research, including in
drug development, pattern recognition, disease prediction,
disease diagnosis, and disease prognosis. ANNs consist of three
layers of neurons: the input layer, the hidden layers, and the
output layer. The hidden layer can be a single or multiple layer.
Every hidden layer is comprised of an activation function. In
our study, we used three hidden layers, with the rectified linear
unit (ReLU) activation function in the first and second hidden
layers, and the sigmoid activation function in the third hidden
layer.

The ReLU is a widely used activation function in the prediction
model. It converts input values from 0 to α. In the third layer,
we used a sigmoid activation function due to a nonlinear nature.
The sigmoid function is also one of the most commonly used
activation functions for binary classification. The sigmoid

function converts output classes between 0 and 1. The ANN
was designed to be a classification model that can predict the
responses from multiple physicians while minimizing prediction
errors by using binary cross-entropy as loss function and the
stochastic gradient descent method for optimization. Moreover,
100 epochs were used in the ANN model where maximum
accuracy and minimum loss for training and validation can be
achieved.

Random Forest
Random forest (RF) is also known as ensemble learning because
it is an ensemble of a large number of individual decision trees
[25]. Each tree in the RF model spits out a class prediction, and
the class with the most votes becomes our model’s prediction.
However, RF applies to both the classification and regression
models.

Naïve Bayes
Naïve Bayes (NB) is a classification model that uses the
Bayesian probability theory during prediction [26]. It is also
known as a probabilistic classifier. In 1960, the NB model was
first introduced for text classification by the text retriever
community [27]. However, there are several types of NB
algorithms for parameter estimation and event models, such as
Gaussian naïve Bayes, multinomial naïve Bayes, and Bernoulli
naïve Bayes. Bayes theorem is expressed as equation 1 in Figure
3.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19489 | p.317https://medinform.jmir.org/2020/11/e19489
(page number not for citation purposes)

Poly et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Equations. FN: false negative; FP: false positive; NPV: negative predictive value; PPV: positive predictive value; TN: true negative; TP:
true positive.

The variable y is the class variable that represents whether the
alert will be accepted or rejected given the condition. Variable
X represents the features like drugs, disease, and demographic.
X is given as equation 2 in Figure 3.

Here, x1, x2 ... xn represent the features (ie, they can be mapped
to outcome: accept or reject alert). By substituting for X and
expanding using the chain, the rule is given in equation 3 in
Figure 3. In our model, the class variable y has two outcomes:
accept or reject. There could be cases where the classification
is multivariable. Therefore, the equation 4 in Figure 3 is used
to find the class variable y with maximum probability.

Gradient Boosting
Gradient boosting (GB) is one of the promising machine learning
algorithms that has already shown better prediction for
classification [28]. It can be used both in classification and
regression models. Like RF, GB is a set of decision trees, but
the main differences are how the trees are built and how the
results are combined. In the RF model, each tree is built
independently, while in the GB model they are built one tree at
a time. The GB model works in a forward stage-wise manner
and converts weak learners to strong learners [29]. The most
interesting part of the GB algorithm is that it can easily fit into
the new model. Moreover, the RF model combines results at
the end of the process, by averaging or majority rules, while
the GB model combines results along the way [30].

In the training set, input variables such as drugs and diseases,
make a set {(x1y1), ... ,(xnyn)} of known values of x and
corresponding values of y. The goal is always to find an
approximation Â (x) to find a function A (x) that minimizes the
expected value of the specified loss function L(y, A(x)), as shown
in equation 5 in Figure 3.

The GB model assumes a real-valued y and calculates an
approximation Â (x) in the form of a weighted sum of functions
hi(x) from H classes, which are called base or weak learners, as
shown in equation 6 in Figure 3.

Support Vector Machine
Support vector machine (SVM) is a supervised machine learning
algorithm. SVM is used both in classification and regression
problems [31]. It is also used to solve linear and nonlinear
problems and works well for many complex problems. The idea
of SVM is simple: it creates a line or a hyperplane that separates
the data into classes. The hypothesis function h is defined as
shown in equation 7 in Figure 3.

The point above or on the hyperplane is classified as a class +1,
and the point below the hyperplane is classified as a class –1.
The SVM classifier works in the form shown in equation 8 in
Figure 3.
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Model Performances

Overview
To evaluate the performance of five machine learning
algorithms, we calculated accuracy, sensitivity, specificity,
positive predictive value (PPV), negative predictive value
(NPV), and the area under the receiver operating characteristic
curve (AUROC). For calculating those measures, we measured
true positive, true negative, false positive, and false negative.
The definitions of the six parameters are given below.

Accuracy
Accuracy is the test by which we can see how accurate our
model is. The equation to calculate accuracy is shown in
equation 9 in Figure 3.

Sensitivity
Sensitivity is the test by which we can determine a positively
identified case. The equation to calculate sensitivity is shown
in equation 10 in Figure 3.

Specificity
Specificity is the measure by which we can measure correctly
identified cases from negative cases. The mathematical equation
is given in equation 10 in Figure 3.

PPV and NPV
PPV and NPV are two basic measures in biomedical studies.
PPV is the probability that the positively identified case is
positive. The mathematical equation for PPV is given in
equation 12 in Figure 3. Similarly, the NPV is the probability
that the negatively identified case is negative. The mathematical
equation is given in equation 13 in Figure 3.

AUROC
AUROC is a performance measure by which we can evaluate
the performance of the model. AUROC is a performance matrix

for discrimination; it shows the predictive model’s ability to
discriminate between positive and negative cases.

Results

Dataset Characteristics
A total of 9214 prescriptions with an alert were collected during
the 10-month study period. After preprocessing and removing
duplicate prescriptions with the same registration numbers, 6453
prescriptions were used to develop our models. The neurology
department got the highest number of alerts (1039/6453,
16.10%). Of those alerts, 546 (52.55%) were accepted and 493
(47.45%) were rejected by physicians (see Multimedia Appendix
1, Figure S1). The urology, dermatology, chest medicine, family
medicine, metabolism, and otolaryngology departments observed
higher alert rates of 10.61% (685/6453), 9.80% (633/6453),
6.91% (446/6453), 6.61% (427/6453), 6.52% (421/6453), and
6.50% (420/6453), respectively. Moreover, eight departments,
including rehabilitation medicine, infectious disease, and
ophthalmology, had alert rates of more than 1%. Gender,
diagnosis codes, disease codes, physician IDs, and department
IDs were used to develop and validate our prediction model
(see Table 1).

Prediction Performance of Machine Learning
Algorithms
We developed five types of machine learning models to predict
physician response. To determine the overall performance of
predictive models, six evaluation metrics were applied. Among
all the machine learning models, ANN showed the best
performance (AUROC 0.94) (see Figure 4 and Multimedia
Appendix 1, Figure S2).

The accuracy of the ANN, RF, NB, GB, and SVM models were
0.88, 0.85, 0.83, 0.82, and 0.57. The sensitivity and specificity
of the ANN, RF, NB, GB, and SVM models were 0.87, 0.88,
0.87, 0.79, and 0.57 and 0.83, 0.82, 0.78, 0.90, and 1.0,
respectively (see Table 2).
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Figure 4. Performance of machine learning prediction models. ANN: artificial neural network; GB: gradient boosting; RF: random forest; NB: naïve
Bayes; ROC: receiver operating characteristic; SVM: support vector machine.

Table 2. Performance of the prediction models.

F1NPVb, %PPVa, %Specificity, %Sensitivity, %AccuracyAlgorithm

87.4282.4087.8483.4687.010.885Artificial neural network

87.4484.5786.6282.4888.290.857Random forest

85.2984.0383.2278.7487.480.835Naïve Bayes

86.3667.1594.5990.2479.460.828Gradient boosting

72.970.54100.0100.057.450.575Support vector machine

aPPV: positive predictive value.
bNPV: negative predictive value.

Discussion

Principal Findings
CDSSs directly assist physicians in making correct clinical
decisions that ultimately reduce prescription errors by generating
real-time alerts and lessen probable unwanted consequences.
Clinical workflow is often impaired by excessive numbers of
alerts; therefore, physicians pay less attention to alerts and even
ignore alerts indiscriminately. This study focused on physicians’
recent practice patterns and represented the findings of machine
learning models to predict physicians’ responses to alerts from
a disease medication–related CDSS. The key findings are as
follows: (1) an ANN model can correctly predict physicians’
responses with higher accuracy than other models and (2) we
identified potential features that could provide insight into the
system design. These findings may contribute to building a
sophisticated provider-friendly interface in which a CDSS may
offer real-time alerts if the prediction is positive for that
individual physician. If the prediction is negative, that means
physicians might not accept the alert; therefore, the CDSS will

not generate alerts during the prescribing of prescriptions or
will provide soft or passive alerts without interruption. However,
all the alerts would be recorded and the report sent to the
individual physician by email on a weekly basis to inform them
of how important the alerts were in order to reduce unwanted
consequences.

Clinical Implications
CDSSs have already shown their capability to improve patient
safety and quality of care by lowering the number preventable
medication errors [32-34]; however, an unreasonable override
rate raises questions regarding the quality of CDSSs. Patient
safety and effective care could be improved by initiating
sophisticated criteria for generating alerts in the CDSS that
prevent alert fatigue and minimize the override rate [35-37].
Identification of physicians and departments who override alerts
more often would help to reduce the override rate and help us
understand how physicians would respond to drug-disease alerts,
which would result in immense benefits. There are no previous
studies that used a machine learning prediction model to identify
physicians and departments who override alerts more often. In
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this study, machine learning algorithms were used to reduce
alert fatigue by identifying physicians and departments who
override alerts more often. Our findings are consistent with
existing research that showed physicians played a great role in
alert override [38]. Bell et al showed that alert override can be
minimized by physicians’ preferences for alert selection [39].
There are several reasons that can make physicians override
alerts. First, current medication-related CDSSs are not designed
to take the patient’s previous medication history into account.
Sometimes patients are already tolerant of the drug and
physicians need to override the alert and prescribe the drug [40].
Second, some CDSSs required an entry for the reason for alert
override and that lead to an unacceptable time burden for
physicians [41]. Third, physicians believe that they already
know the alert is inappropriate based on their experience, so
they are more likely to override the alert [13,42]. Our study also
provides a very important point: no matter how accurate the
CDSS is according to the most relevant knowledge base, the
alert acceptance was highly affected by the individual
physician’s perspective. Our model will reduce the gap between
real-world clinical practice and knowledge-based theory.

Yeh et al [43] demonstrated that dermatology,
gynecology-obstetrics, family medicine, and ophthalmology
departments had higher acceptance rates; however, pediatrics,
psychiatry, and internal medicine departments, such as
cardiology, endocrinology and metabolism, gastroenterology,
hematology, rheumatology, and general medicine, had lower

acceptance rates. In our study, we also found that physicians’
decisions vary from department to department.

Strengths and Limitations
This study has several strengths. First, this is the first study to
use machine learning algorithms to predict physicians’ intentions
to accept or reject alerts. This model may help to reduce alert
fatigue in the current CDSS. Second, this study is personalized
for each physician. Third, the performance of the model is
satisfactory, such that it would help to reduce alert fatigue.
Despite several strengths, our study also has several limitations
that need to be addressed. First, we did not include free-text
override reasons in our analysis, and free-text reasons could
add additional value to our model. However, our model provided
the AUROC with decent specificity and sensitivity. Second, we
did not include physicians' experiences, working periods, ages,
and genders in this prediction model. These data are difficult
to collect retrospectively because EHR systems do not record
this type of information. Third, we have only used one hospital
dataset; multiple hospital datasets would make our model more
reliable.

Future Works
This was the first part of our work. In the future, we will
integrate our prediction model into the CDSS in order to check
the feasibility of our model. It will help to reduce alert fatigue
and result in a sophisticated CDSS by providing soft or passive
alerts. Moreover, we will also try to get feedback from
physicians about our prediction model (see Figure 5).

Figure 5. Future direction of this study.

Conclusions
The findings of the study showed the potential for machine
learning prediction models to predict physicians’ responses with
high sensitivity and specificity. Among the five machine

learning algorithms, the ANN model showed greater
performance than the other models. This model can be a
promising tool to reduce alert fatigue from CDSSs in clinical
settings and can help to correctly identify an individual’s alert
acceptance rate.
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Abstract

Background: Retinal imaging has been applied for detecting eye diseases and cardiovascular risks using deep learning–based
methods. Furthermore, retinal microvascular and structural changes were found in renal function impairments. However, a deep
learning–based method using retinal images for detecting early renal function impairment has not yet been well studied.

Objective: This study aimed to develop and evaluate a deep learning model for detecting early renal function impairment using
retinal fundus images.

Methods: This retrospective study enrolled patients who underwent renal function tests with color fundus images captured at
any time between January 1, 2001, and August 31, 2019. A deep learning model was constructed to detect impaired renal function

from the images. Early renal function impairment was defined as estimated glomerular filtration rate <90 mL/min/1.73 m2. Model
performance was evaluated with respect to the receiver operating characteristic curve and area under the curve (AUC).

Results: In total, 25,706 retinal fundus images were obtained from 6212 patients for the study period. The images were divided
at an 8:1:1 ratio. The training, validation, and testing data sets respectively contained 20,787, 2189, and 2730 images from 4970,
621, and 621 patients. There were 10,686 and 15,020 images determined to indicate normal and impaired renal function, respectively.
The AUC of the model was 0.81 in the overall population. In subgroups stratified by serum hemoglobin A1c (HbA1c) level, the
AUCs were 0.81, 0.84, 0.85, and 0.87 for the HbA1c levels of ≤6.5%, >6.5%, >7.5%, and >10%, respectively.

Conclusions: The deep learning model in this study enables the detection of early renal function impairment using retinal fundus
images. The model was more accurate for patients with elevated serum HbA1c levels.

(JMIR Med Inform 2020;8(11):e23472)   doi:10.2196/23472
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deep learning; renal function; retinal fundus image; diabetes; renal; kidney; retinal; eye; imaging; impairment; detection;
development; validation; model
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Introduction

Background
Chronic kidney disease (CKD) is defined as a gradual loss of
renal function, and it can progress to an advanced stage, termed
end-stage renal disease (ESRD). According to the 2016 annual
report of the US Renal Data System [1], the incidence of treated
ESRD increased gradually at the rate of 2%-4% from 2003 to
2016 in almost one-third of all countries [1]. Taiwan, in
particular, had the highest incidence of treated ESRD (493
patients per million in the general population) and the highest
prevalence of treated ESRD (3392 patients per million in the
general population) among all countries worldwide [1].
According to Taiwan’s National Health Insurance 2018 report
[2], CKD incurred the highest medical costs in the country,
approximately US $1.7 billion. Therefore, progress is required
in the prevention and screening of kidney disease in Taiwan.
In all the etiologies of CKD, diabetes is a leading cause; it has
been estimated that 1 in 4 adults with diabetes have impaired
renal function [3]. Therefore, the monitoring of renal function
is especially important for patients with diabetes; it is also
crucial in countries where ESRD is prevalent.

With the increasing sophistication of artificial intelligence, deep
learning has been increasingly applied to various types of
medical imaging analysis, especially ophthalmology imaging
[4]. Among ophthalmology imaging techniques, retinal imaging
has been used to establish deep learning models for detecting
not only eye diseases (eg, diabetic retinopathy and glaucoma)
[5,6] but also systemic cardiovascular risks [7]. The
microvascular network in the retina can be easily observed; it
is structurally and physiologically similar to the vascular
structures of many other systems or organs and can be used in
the evaluation of various disorders, including systemic
hypertension, coronary artery disease, and central nervous
disorders [8-10]. Studies have also demonstrated that changes
in the retinal vasculature are associated with renal dysfunction
and reduced estimated glomerular filtration rate (eGFR) [11,12].

Objective
Scholars have recommended applying artificial intelligence to
the management and prevention of kidney disease [13].
However, few studies have developed deep learning–based
methods for detecting early renal function impairment from
retinal images. Therefore, we established a deep learning model
to detect early renal function impairment from retinal fundus
images. We also evaluated the performance of our model when
applied to patients with diabetes.

Methods

Study Population
In this retrospective study, we included patients who underwent
retinal fundus imaging examinations and laboratory tests at any
time between January 1, 2001, and August 31, 2019, at Chang
Gung Memorial Hospital (CGMH), Linkou Medical Center,
Taoyuan, Taiwan. The retinal fundus images were taken with
fundus cameras (Topcon Medical Systems, KOWA, and Digital
Non-Mydriatic Retinal Camera, Canon). The laboratory tests

conducted for serum creatinine and serum hemoglobin A1c

(HbA1c) were respectively performed with a colorimetric method
and high-performance liquid chromatography at the CGMH
Department of Laboratory Medicine. Demographic data,
including those on age and sex, were also retrieved from
CGMH’s electronic medical record system. This study was
approved by the CGMH Institutional Review Board (CGMH
IRB No. 201901544B0), and the requirement for informed
consent was waived because patient data were deidentified. The
study was conducted in accordance with the Declaration of
Helsinki.

Data Management
After the data were retrieved, retinal fundus images were linked
to the corresponding renal functions, which were measured by
eGFR. In our study, the eGFR was calculated using the
Modification of Diet in Renal Disease (MDRD) equation, which
includes the patient’s age, sex, and serum creatinine, as revised
by Levey et al [14]. We defined early renal function impairment

as eGFR <90 mL/min/1.73 m2, which was equal to or more
severe than the mildly decreased glomerular filtration rate
according to the definition published in the 2012 guidelines of
“Kidney Disease: Improving Global Outcomes” [15]. We only
included laboratory tests that had been conducted within 3
months before or after the corresponding retinal fundus images
were captured. Patients without available serum creatinine
results were excluded. We deidentified the data after the images
and laboratory data were linked. Subsequently, we excluded
retinal fundus images that had color filters, were merged, or
were neither macula- nor disk-centered. For an image to be
included, both the macula and disk were required to be visible.
We also excluded poor-quality images, such as those that had
a low resolution, were out of focus, had a large halo, or had a
large shadow. Multimedia Appendix 1 presents some examples
of the excluded images.

Model Architecture
The model architecture is illustrated in Figure 1. To reduce the
variation of illumination and camera resolution between the
different retinal images, all images were processed using the
method proposed by Graham [16]. All images were resized to
a resolution of 224 × 224 × 3 and were processed to reduce
variance in illumination between images before running the
algorithm. For the convolutional neural network (CNN), we
selected VGG-19 formulated by the Visual Geometry Group
[17]. We selected VGG-19 because it exhibited the best
performance in our preliminary model training relative to
ResNet, Inception V3, and Inception V4. Furthermore, in
previous research, VGG-19 exhibited comparable performance
to other deeper CNNs in medical imaging analysis in general
and in ophthalmological imaging in particular [18]. After the
CNN retrieved the image feature, a batch normalization layer
was added to accelerate training, and the features were flattened
to 1-dimensional vectors. Subsequently, we added 3 fully
connected layers that had a nonlinear rectified linear unit (ReLU)
activation function and 1 final output layer with the softmax
activation function. The results were classified results into 2
classes—class 0 and 1, which represented normal and impaired
renal function, respectively. The probability for each class was
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presented. As presented in Figure 1, the probability of disease
was 0.76, and a saliency map was generated based on the

features marked as determinative for the detection of renal
function impairment.

Figure 1. Architecture of the model for detecting early renal function impairment from retinal fundus images. ReLU: rectified linear unit.

Model Training and Performance
The data sets of all patients were partitioned into nonoverlapping
training, validation, and testing sets at an 8:1:1 ratio, and the
images from each patient were linked to the corresponding renal
function results. The model was trained, validated, and tested
on the basis of the images. The model was trained on a
workstation with an Intel Xeon Silver 4110 CPU at 2.10 GHz,
a NVIDIA GeForce GTX 1080 Ti (with 11 GB of video
memory) graphics card, and 125 GB of RAM. For this model,
the learning rate and batch size were set as 0.000005 and 32,
respectively. An Adam optimizer was used, and the model was
trained up to 120 epochs. The model was established based on
the achievement of maximum accuracy and minimum loss in
the validation set. The learning curve of the model is presented

in Multimedia Appendix 2. To analyze the model prediction,
we generated saliency maps (Figure 1), which identified the
region of the retinal fundus photo that contributed to the model’s
determination of renal function impairment. We also classified
the testing set according to the patient’s HbA1c levels.
Furthermore, the model performance was evaluated at HbA1c

levels of ≤6.5%, >6.5%, >7.5%, and >10.0% in the testing data
set.

Statistical Analysis
For the demographic data, continuous variables were expressed
in terms of the mean (SD). Chi-square tests and t tests were
conducted for descriptive analyses of categorical (sex) and
continuous (age and HbA1c) variables, respectively. To analyze
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the performance of our model, receiver operating characteristic
(ROC) curves were plotted, and the area under the curve (AUC)
for each ROC curve was calculated. AUC values of 0.7-0.8 and
>0.8 indicated acceptable discrimination and excellent
discrimination, respectively. An AUC value of 1 represented
perfect discrimination, and AUC value of 0.5 represented no or
random discrimination [19]. We also measured the sensitivity,
specificity, positive predictive value (PPV), and accuracy of
the model. Model performance was evaluated using the images
in the testing set. Statistical significance was indicated if P<.05.
Statistical analyses were conducted using SPSS (Version 23,
IBM Corp).

Results

Demographic Characteristics
In this study, we initially included 7167 patients with 51,666
retinal fundus images. We then excluded 13.32% (955/7167)
patients and 50.24% (25,960/51,666) images after applying the
exclusion criteria. The remaining 25,706 retinal fundus images
from 6212 patients were included in the final analysis, and each
patient may have a different number of images. The variance
was 1 to 33 images per patient. The training, validation, and
testing sets comprised 20,787, 2189, and 2730 images from
4970, 621, and 621 patients, respectively (Table 1).

Table 1. Distribution of patients with clinical information in the training, validation, and testing groups.

Testing

(n=621)

Validation

(n=621)

Training

(n=4970)

Total

(N=6212)

Characteristic

Sex, n (%)

335 (53.9)339 (54.6)2689 (54.10)3363 (54.14)Male

286 (46.1)282 (45.4)2281 (45.90)2849 (45.86)Female

51.6 (17.4)51.0 (19.1)58.7 (15.9)57.6 (16.6)Age (years), mean (SD)

80.4 (35.6)86.5 (34.1)77.8 (32.2)78.6 (32.6)eGFRa (ml/min/1.73 m2), mean (SD)

7.9 (2.1)7.6 (1.8)7.6 (1.9)7.6 (2.0)HbA1c
b (%), mean (SD)

aeGFR: estimated glomerular filtration rate.
bHbA1c: hemoglobin A1c.

Each patient was randomly assigned to a group, and all images
from a patient belonged only to the group the patient was
assigned to. With regard to demographic characteristics, 54.14%
(3363/6212) of the patients were male, and the mean age of all
patients was 57.6 (SD 16.6) years. As for clinical characteristics,

the mean eGFR and serum HbA1c levels were 78.6 mL/min/1.73

m2 (SD 32.6) and 7.6% (SD 2.0%), respectively. Table 2
presents the clinical information for normal and impaired renal

function (eGFR <90 mL/min/1.73 m2) in our study population.

Table 2. Clinical information of patients with normal or impaired renal function (N=6212); all P values are <.001.

Impaired renal function

(n=3104)

Normal renal function

(n=3108)

Characteristic

Sex, n (%)

1824 (58.76)1539 (49.52)Male

1280 (41.24)1569 (50.48)Female

64.1 (13.1)47.2 (16.1)Age (years), mean (SD)

7.5 (1.9)7.7 (2.1)HbA1c
a (%), mean (SD)

aHbA1c: hemoglobin A1c.

Compared with patients with healthy renal function, patients
with impaired renal function were more likely to be male
(impaired vs healthy: 58.3% vs 49.1%; P<.001), older adults
(64.1 years vs 47.2 years; P<.001), and with a lower serum
HbA1c level (7.5% vs 7.7%; P<.001). Multimedia Appendix 3
shows the clinical information in patients with stratified HbA1c

levels in the testing set.

Model Performance
The ROC curves obtained from tests of our model are presented
in Figure 2. Model performance for subgroups stratified by
serum HbA1c level was also tested. Model performance
increased gradually with serum HbA1c level.
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Figure 2. ROC curves for the model in detecting early renal function impairment in different groups of patients. ROC curves for (A) all patients (AUC
= 0.81, sensitivity = 0.83, specificity = 0.62, PPV = 0.73, accuracy = 0.73); (B) patients with HbA1c ≤ 6.5% (AUC = 0.81, sensitivity = 0.84, specificity
= 0.62, PPV = 0.77, accuracy = 0.75), (C) patients with HbA1c > 6.5% (AUC = 0.84, sensitivity = 0.89, specificity = 0.61, PPV = 0.77, accuracy =
0.77), (D) patients with HbA1c > 7.5% (AUC = 0.85, sensitivity = 0.89, specificity = 0.60, PPV = 0.82, accuracy = 0.79), and (E) patients with HbA1c

> 10.0% (AUC = 0.87, sensitivity = 0.89, specificity = 0.61, PPV = 0.77, accuracy = 0.77). AUC: area under the curve; HbA1c: hemoglobin A1c; PPV:
positive predictive value; ROC: receiver operating characteristic.

Saliency Maps
Representative saliency maps are presented in Figure 3, where
the regions responsible for the prediction of impaired renal
function are highlighted in the lighter color. In Figure 3, the

retinal-vessel features are marked for a true-positive case with
a relatively normal retinal fundus image. Common signs of
retina abnormality, such as exudation, hemorrhage, and drusen,
also played a role in the detection of renal function impairment.
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Figure 3. Selected retinal fundus images and their corresponding saliency maps in true-negative and true-positive cases. (A) No renal function impairment

detected. Patient’s eGFR = 102.6 mL/min/1.73 m2 and HbA1c = 13.4%. (B) Renal function impairment detected. Patient’s eGFR = 40.0 mL/min/1.73

m2 and HbA1c = 5.1%. (C) Renal function impairment detected. Patient’s eGFR = 50 mL/min/1.73 m2 and HbA1c = 6.5%. (D) Renal function impairment

detected. Patient’s eGFR = 80.5 mL/min/1.73 m2 and HbA1c = 7.3%. (E) Renal function impairment detected. Patient’s eGFR = 67.7 ml/min/1.73 m2

and HbA1c = 8.9%. eGFR: estimated glomerular filtration rate; HbA1c: hemoglobin A1c.
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Discussion

Main Findings
In this study, we developed a deep learning model for detecting
early renal function impairment from retinal fundus images.
The AUC of the model was 0.81 for the detection of early renal
function impairment in the general population, and the model
performed better when applied to patients with diabetes or
patients with elevated serum HbA1c levels.

Importance of Renal Function Screening
The 2016 annual report of the US Renal Data System [1] notes
that ESRD is becoming increasingly prevalent in many
countries, underscoring the increased burdens of CKD and
ESRD on society. Taiwan has a high incidence and prevalence
of CKD and ESRD, and the country bears significant health
care burden associated with CKD and ESRD [1,2]. Thus, several
studies in Taiwan have evaluated the etiology and screening of
kidney diseases [20,21]. In Taiwan, CKD prevention has been
hampered by low public awareness, infrequent eGFR
measurements, and delayed referrals [22,23]. Although a study
suggested the importance of comprehensive renal function
screening in high-risk populations, such as patients with diabetes
[15], evidence for the cost-effectiveness and benefits of routine
screening for CKD remain inconclusive because commonly
used tests with urine or blood are inconvenient and invasive
[24].

Deep Learning in Renal Function Using
Ultrasonography
Deep learning methods provide a potential solution to this
problem. With the increasing sophistication of artificial
intelligence, deep learning has been increasingly applied in
various fields, including medicine [25]. The use of artificial
intelligence for management of kidney disease has been recently
proposed, and its potential has been well recognized by
physicians [13]. Kuo et al [26] developed a deep learning model
for predicting renal function by using kidney ultrasound images.
Their model was more accurate (0.86) in detecting cases with

eGFR <60 mL/min/1.73 m2 than the judgments of experienced
nephrologists (0.60-0.80). Although our model had lower overall
accuracy (0.73 for all patients and 0.79 for patients with HbA1c

> 7.5%) relative to theirs, our model’s accuracy is still
comparable with that of the judgments of experienced
nephrologists employing ultrasound images. Moreover, our
model could detect early renal function impairment with eGFR

<90 mL/min/1.73 m2, a functionality that was not evaluated by
Kuo et al [26].

Deep Learning Using Retinal Fundus Images
Retinal fundus imaging can be executed even by untrained
medical staff and has high accessibility. Furthermore, a patient’s
retinal fundus images can be captured in less than 10 minutes,
and the patient can be promptly referred to a specialist if a
problem is detected [27]. A previous review on deep learning
in ophthalmology noted that retinal fundus images can be used
to identify several eye diseases, including glaucoma, macular
degeneration, refractive errors, and, most importantly, diabetic

retinopathy [18]. Furthermore, systemic cardiovascular risks
can also be determined from retinal images [7]. Those results
suggest the potential of using retinal photography for large-scale
disease screening.

Using Retinal Fundus Images for Renal Function
Prediction
In our study, we developed a deep learning model to detect early
renal function impairment. The model had excellent
discrimination (AUC=0.81; excellent discrimination was defined
as AUC >0.8) [19]. The saliency maps revealed that features in
retinal vasculature and of hemorrhages and exudations were
influential in the determination of impaired renal function. This
finding is compatible with the findings of previous reports on
specific retinal microvascular and structural changes in renal
function impairment [11,28]. When applied to patients with
diabetes, our model had a sensitivity as high as 0.89 but a
specificity of only 0.60. We noted that our model produced
several false positives for patients who shared some similar
ophthalmic pathologies presenting on the fundus images. These
pathologies included subretinal fluid, optic disc swelling caused
by optic neuritis, and retinal scarring (Multimedia Appendix
4). However, no robust association between these pathologies
and renal function is indicated in the literature. As noted in the
saliency maps, the model identified retinal vessel characteristics
and the presence of hemorrhage and exudation. Subretinal fluid
and optic disc swelling may alter retinal vascular features and
thus affect the model prediction. Ocular infection or
inflammation was also presented with retinal vascular change,
hemorrhage, exudation, and pigmented scars [29], which may
be similar to the retinal presentation of impaired renal function.
Therefore, these coexisting ocular pathologies may have reduced
model specificity. For future studies on deep learning, we
suggest the use of multimodal retinal images to predict renal
function impairment; the analysis of multimodal retinal images
has been reported to yield greater accuracy in diagnosing
age-related macular degeneration [30].

Comparison of Model Performance in Diabetes and
Between the Previous Study
Our model had a greater AUC and sensitivity for higher HbA1c

levels (up to AUC=0.87 for HbA1c >10%). Some possible
explanations for this performance include more profound
microvascular damage in patients with worse glucose control
and the coexistence of signs of diabetic retinopathy and diabetic
nephropathy, which were noted to be significantly associated
[31,32]. A deep learning algorithm was recently formulated by
a research group at the Singapore National Eye Center (SNEC)
[33]. Their algorithm was used to detect CKD with eGFR <60

mL/min/1.73 m2 by using both retinal images and risk factors,
individually and in combination, in 3 population-based screening
databases from Singapore and China [33]. Their image-based
model had an AUC of 0.91 in their internal validation (Singapore
Epidemiology of Eye Diseases database), AUCs of 0.73 and
0.84 in their external testing (Singapore Prospective Study
Program and Beijing Eye Study, respectively), and an AUC of
0.89 when applied in patients with diabetes. The overall
performance of our model (AUC=0.81) is in between the
performance levels of their model in their internal validation
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and external testing. This difference in performance is
attributable to differences in patient characteristics or model
architecture. Our hospital is a referral medical center with
comprehensive ophthalmology equipment for the management
of advanced eye diseases [34]. Compared with population-based
screening databases, our database featured more patients with
pathologies on the retina or other parts of the eye, which may
have increased the likelihood of model misdiagnosis [35]. In
addition, the model was trained using images from 1 of 3 types
of fundus cameras and 1 of 2 different image formats (JPEG or
PNG). This variety likely affected the predictive performance
of the model. Specifically, when our model was applied to the
subgroup of patients with diabetes, its performance (AUC =
0.84 in HbA1c >6.5%, 0.85 in HbA1c >7.5%, and 0.87 in HbA1c

>10.0%) was comparable to that of the SNEC model.

Study Limitations
Our study has some limitations. First, the results of the MDRD
formula for calculating eGFR did not reflect definite renal
function; variations related to ethnicity have been reported, and
this measure was noted to be less accurate when applied to the
Taiwanese population [21,36]. Second, as we aimed to detect
early renal function impairment (ie, eGFR <90 mL/min/1.73

m2), we did not test the efficacy of our model in predicting
advanced kidney diseases. Third, we discarded poor-quality
fundus images before training the model. However, poor-quality
images are encountered in clinical settings, and model
performance may thus be affected by factors such as patient
cooperation and medial opacities of the eye and small pupils
[27]. Although retinal fundus imaging is a relatively accessible
test, the feasibility of our model in real-world applications

requires further investigation. Fourth, the model’s detection of
renal function may be affected by signs from some ocular
diseases that are related to neither systemic vascular function
nor renal function. For example, certain retinal infections may
alter the model’s prediction of renal function impairment; such
infections are not associated with systemic vascular function
but share a common feature, namely the presence of
hemorrhages or exudates on the retina. By contrast, renal
function impairment with nonvascular causes, such as urinary
tract obstruction, may not present vasculature or retinal
abnormality in fundus images during the early disease phase.
In our study, selection bias may have occurred in the
subpopulation with a referral medical center. This subpopulation
has a higher proportion of patients with ocular diseases
coexisting with other organic diseases. Fifth, we did not perform
patient-matching between the training, validation, and testing
groups. Thus, differences in clinical characteristics may have
affected the learning and performance of the model. Finally,
the function of this model lies in screening rather than diagnosis.
A thorough kidney examination that includes ultrasonography
and insulin clearance remains crucial.

Conclusion
In conclusion, our study formulated and evaluated a deep
learning model for predicting early renal function impairment.
Our model also performed better, as indicated by the increased
AUC, when applied to patients with diabetes or patients with
elevated serum HbA1c levels. Color fundus images are easy to
obtain and can thus be feasibly applied to the detection of early
renal function impairment, especially in patients with diabetes,
in conjunction with our model.
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Multimedia Appendix 1
Excluded retinal fundus images due to (a) the use of a color filter, (b) the image not being centered on the macula or disc, (c)
blurriness, (d) the presence of glares, (e) poor light exposure, and (f) an invisible macula.
[PNG File , 718 KB - medinform_v8i11e23472_app1.png ]

Multimedia Appendix 2
Learning curves of the model, demonstrating the learning rate in the epochs versus (a) train loss and (b) accuracy. The epoch of
56 with the lowest validation loss was selected for testing.
[PNG File , 156 KB - medinform_v8i11e23472_app2.png ]

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e23472 | p.332http://medinform.jmir.org/2020/11/e23472/
(page number not for citation purposes)

Kang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v8i11e23472_app1.png&filename=cc5bccf23fcb4131ccae035e4506b20a.png
https://jmir.org/api/download?alt_name=medinform_v8i11e23472_app1.png&filename=cc5bccf23fcb4131ccae035e4506b20a.png
https://jmir.org/api/download?alt_name=medinform_v8i11e23472_app2.png&filename=4b72b3c5ed51b5e0c8bdd2e8acb71813.png
https://jmir.org/api/download?alt_name=medinform_v8i11e23472_app2.png&filename=4b72b3c5ed51b5e0c8bdd2e8acb71813.png
http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 3
Clinical information of patients with normal or impaired renal function stratified by different HbA1c levels in the testing set.
[DOCX File , 16 KB - medinform_v8i11e23472_app3.docx ]

Multimedia Appendix 4
Retinal fundus images from false-positive cases showing (a) a swollen optic disc due to idiopathic optic neuritis, (b) a chorioretinal
scar caused by previous inflammation, and (c) subretinal fluid caused by retinal detachment.
[PNG File , 408 KB - medinform_v8i11e23472_app4.png ]
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eGFR: estimated glomerular filtration rate
ESRD: end-stage renal disease
HbA1c: hemoglobin A1c

MDRD: Modification of Diet in Renal Disease
CNN: convolutional neural network
ReLU: rectified linear unit
ROC: receiver operating characteristic
AUC: area under the curve
PPV: positive predictive values
SNEC: Singapore National Eye Center
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Abstract

Background: Hip fracture is the most common type of fracture in elderly individuals. Numerous deep learning (DL) algorithms
for plain pelvic radiographs (PXRs) have been applied to improve the accuracy of hip fracture diagnosis. However, their efficacy
is still undetermined.

Objective: The objective of this study is to develop and validate a human-algorithm integration (HAI) system to improve the
accuracy of hip fracture diagnosis in a real clinical environment.

Methods: The HAI system with hip fracture detection ability was developed using a deep learning algorithm trained on trauma
registry data and 3605 PXRs from August 2008 to December 2016. To compare their diagnostic performance before and after
HAI system assistance using an independent testing dataset, 34 physicians were recruited. We analyzed the physicians’ accuracy,
sensitivity, specificity, and agreement with the algorithm; we also performed subgroup analyses according to physician specialty
and experience. Furthermore, we applied the HAI system in the emergency departments of different hospitals to validate its value
in the real world.

Results: With the support of the algorithm, which achieved 91% accuracy, the diagnostic performance of physicians was
significantly improved in the independent testing dataset, as was revealed by the sensitivity (physician alone, median 95%; HAI,
median 99%; P<.001), specificity (physician alone, median 90%; HAI, median 95%; P<.001), accuracy (physician alone, median
90%; HAI, median 96%; P<.001), and human-algorithm agreement [physician alone κ, median 0.69 (IQR 0.63-0.74); HAI κ,
median 0.80 (IQR 0.76-0.82); P<.001. With the help of the HAI system, the primary physicians showed significant improvement
in their diagnostic performance to levels comparable to those of consulting physicians, and both the experienced and less-experienced
physicians benefited from the HAI system. After the HAI system had been applied in 3 departments for 5 months, 587 images
were examined. The sensitivity, specificity, and accuracy of the HAI system for detecting hip fractures were 97%, 95.7%, and
96.08%, respectively.
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Conclusions: HAI currently impacts health care, and integrating this technology into emergency departments is feasible. The
developed HAI system can enhance physicians’ hip fracture diagnostic performance.

(JMIR Med Inform 2020;8(11):e19416)   doi:10.2196/19416

KEYWORDS

hip fracture; neural network; computer; artificial intelligence; algorithms; human augmentation; deep learning; diagnosis

Introduction

Deep learning (DL) is a subset of machine learning that uses
an advanced form of artificial neural networks; the use of DL
has impacted health care [1,2]. Numerous applications of DL
in medicine, such as computer-aided diagnosis, have been
studied [3-9].

Several studies have shown the possibility of using algorithms
trained with a large amount of data to aid in appropriate triage,
accurately predicting outcomes, improving diagnoses and
referrals in clinical situations, and even shortening the waiting
time for reports [10-15]. An increasing amount of supporting
evidence shows that the use of computer vision with deep neural
networks—a rapidly advancing technology ideally suited to
solving image-based problems—achieves excellent performance,
comparable to that of experts [12-18].

An increasing number of studies have reported the influence of
DL in health care, from its use in pathological evaluation to
radiographic image assessment [8,9,17,18]. These reports help
us understand DL algorithm behavior and how to apply
algorithms to reduce medical costs, facilitate further preventive
practices, and increase the quality of health care [3].

Hip fractures are among the leading fracture types in elderly
individuals worldwide and are the cause of yearly increases in
medical costs [19-22]. At the first hospital evaluation, 4-14%
of patients’ diagnoses are missed [23-25]. Pelvic radiographs
(PXRs) are the first-line imaging modality; however, there is a
risk of low sensitivity and missed diagnoses when only the
image is read. The efficacy and efficiency of several algorithms
for skeletal radiology, including hip fracture recognition, have
been proven [18,26-28]. However, current state-of-the-art
applications of DL to plain film reading by first-line physicians
have not been integrated into practice.

Most medical image studies have compared a trained DL
algorithm with the performance of human specialists with the
goal of developing an algorithm that can outperform specialists
[14,26,27,29]. However, there is a lack of studies assessing the
combined performance of physician judgment and algorithm
prediction, which is a possible situation in clinical scenarios.
In this study, we developed a human-algorithm integration
(HAI) system to detect hip fractures. Furthermore, we
incorporated the HAI system into clinical workflows to improve
diagnostic efficiency and accuracy.

Methods

Materials
We utilized data from the Chang Gung Trauma Registry
Programme (CGTRP) from Chang Gung Memorial Hospital
(CGMH), Linkou, Taiwan. Demographic data, medical records,
medical imaging, and associated medical information were
recorded prospectively in a computerized database. We extracted
the data and images of all trauma patients treated between
August 2008 and December 2017 at CGMH, which is a level
1 trauma center. The Internal Review Board of CGMH approved
this study. Details of the dataset and image collection process
are described in Multimedia Appendix 1.

Development of the Hip Fracture Detection Algorithm
and Algorithm Validation
The development of the hip fracture detection algorithm is based
on a previous work [18] and described in detail in Multimedia
Appendix 1. In summary, we obtained 3605 PXRs, which
included 1975 films with hip fractures and 1630 films without
hip fractures, from CGMH in Linkou, Taiwan, between August
2008 and December 2016. The diagnostic standard was based
on all the available clinical information, including clinical
diagnosis, imaging reports, advanced imaging reports, and
operative findings. We randomly separated the development
dataset into training (2163/3605, 60%), validation (721/ 3605,
20%), and testing (721/3605, 20%) sets for the initial evaluation
of the performance of each neural network in hip fracture
classification. We assessed VGG16, ResNet-152, Inception-v3,
Inception-ResNet-v2, and DenseNet-121 with binary
classification with randomly initialized weights. The
DenseNet-121 [30] model showed balanced performance
regarding the training, validation, and testing sets. Therefore,
DenseNet-121 was selected for the classification structure of
the deep convolutional neural network (DCNN). We also created
heatmaps with gradient-weighted class activation mapping
(Grad-CAM) [31] for fracture site detection. We applied the

Adam optimizer with an initial learning rate of 10-3. The batch
size was 8, and the DCNN was trained for 60 epochs without
early stopping. This algorithm was able to evaluate the PXRs
and generate a probability of hip fracture and a heatmap overlay
for the original image to highlight the possible fracture area,
generating an algorithm-assisted reference image for clinician
use (Figure 1).
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Figure 1. (A) Pelvic x-ray (PXR) with hip fracture. (B) PXR with left hip fracture with a human-algorithm integration–enhanced reference image.

An independent dataset of 100 PXRs (50 hip fracture films and
50 films without hip fractures) from 2017 was collected to
evaluate the performance of the algorithm. We set the
probability threshold to 0.5, and a cut-off value was also applied
in this study. This dataset was used to test the performance of
the HAI system.

Study Population, Physician, and the HAI System
Performance Test
We enrolled certified medical doctors with different
subspecialties and levels of experience and then assessed their
performance in an image reading task to validate the HAI

system’s performance. Subgroup analyses were also performed
according to the physicians’ experience levels and specialties.
Physicians who care for patients in the trauma bay were
considered primary physicians, and those who treat patients
after consultation (orthopedic surgeons and radiologists) were
considered consulting physicians. Based on experience,
physicians who had practiced for more than 3 years composed
the experienced group; the other physicians composed the novice
group.

Before the examination, we introduced the physicians to the
study design and provided the image collection details. Figure
2 shows the validation flow of the HAI performance test.

Figure 2. The validation flow of the human-algorithm integration (HAI) system performance test. PXR: plain pelvic radiograph.

The physicians examined the dataset of 100 PXRs at their
original resolution (50 images with fractures and 50 images
without fractures) from the validation set from 2017. The
physicians were able to zoom in on the images. Upon reviewing
the dataset, the physicians were asked to diagnose the presence
of a hip fracture. The sensitivity, specificity, and accuracy values
obtained composed the physician-alone performance values.
Then, the physicians assessed another randomly ordered set of
100 PXRs from the same dataset but with the

algorithm-produced reference images, and they were asked to
diagnose the presence of a hip fracture. We examined the
sensitivity, specificity, and accuracy values of the physicians’
HAI performance. We compared the differences in the
sensitivity, specificity, and accuracy values based on the
algorithm only, the physician’s readings only, and the HAI
combination. The agreement between the physicians and the
algorithm was also calculated on the physician alone and the
HAI data.
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Real-World Data Study
After validating the feasibility and efficacy of the HAI system,
we incorporated the HAI system for physician use in trauma
bays and emergency departments at 3 trauma centers in Taiwan:
Taipei CGMH, Linkou CGMH, and Kaohsiung CGMH. The
physicians could initiate the inference platform of the HAI

system while reviewing an image in the picture archiving and
communication system (PACS) viewer. The HAI system
captured and cropped the PXR from the PACS viewer and
transferred it to the central server; the probability of hip fracture
was calculated and presented to the clinical physicians along
with the original PXR and the reference image (Figure 3).

Figure 3. The flow of clinical integration of the human-algorithm integration (HAI) system into the emergency department and real-world data validation.
DCNN: deep convolutional neural network; Grad-CAM: gradient-weighted class activation mapping; PACS: picture archiving and communication
system.

All of the images received feedback from the clinical physician
to validate whether the diagnosis from the HAI system was
correct, and the data were recorded on the server. From the
physician's feedback and the clinical diagnosis, we obtained the
final report of the accuracy, sensitivity, and specificity of the
HAI system. The gold-standard hip fracture diagnosis was the
final diagnosis based on all the available clinical information.

Statistical Analysis and Software
The DCNN was built and applied on a machine equipped with
the Ubuntu 14.04 operation system (Canonical) with TensorFlow
1.5.1 (Google Brain), Keras 2.1.4, and Keras-vis 0.4.1. Statistical
analysis and plots were performed in R 3.4.4 (Microsoft) with
the ggplot2 (version 2.0.0; Hadley Wickham) and irr (version
0.84.1; Matthias Gamer et al) packages. Continuous variables
were compared using Mann-Whitney U tests and Kruskal-Wallis
tests, and categorical variables were evaluated with chi-squared
tests. We evaluated the physician-alone and the HAI
performance using the sensitivity, specificity, false-negative
rate, false-positive rate, and F1 scores; 95% confidence intervals
(CIs) were also calculated. Nonnormally distributed data are
expressed as medians and interquartile ranges (IQRs).
Agreement between the physician and the algorithm was

calculated with Cohen kappa. The physician-alone performance
and the HAI performance were compared using Wilcoxon
signed-rank tests. Receiver operating characteristic (ROC)
curves and the areas under the ROC curves (AUCs) were used
to evaluate the performance of the model.

Results

DL Algorithm Performance
After applying the hip model to the testing dataset (n=100,
normal=50, fractures=50), the sensitivity, specificity, accuracy,
and false-negative rate of the model were 98% (95% CI
89%-100%), 84% (95% CI 71%-93%), 91% (n=100; 95% CI
84%-96%), and 2% (95% CI 0.3%-17%), respectively.

Physician and HAI Performance
In total, 34 physicians with a median practice time of 4 (IQR
3.0-5.0) years, including 4 consulting physicians (2 radiologists
and 2 orthopedic surgeons) and 30 primary physicians [21
surgeons, 6 emergency physicians, and 3 postgraduate-year
(PGY) doctors], completed the examination, as shown in Table
1.
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Table 1. Demographic data of the physician participants (n=34).

ValuesPhysician characteristics

29.00 (27.00-32.00)Age in years, median (IQR)

3.00 (2.00-5.75)Years of practice, median (IQR)

Gender, n (%)

27 (79)Male

7 (21)Female

Physician subspecialties, n (%)

21 (62)General surgeon

6 (18)Emergency physician

3 (9)Postgraduate-year doctor

2 (6)Radiologist

2 (6)Orthopedic surgeon

Table 2 shows that the median sensitivity of the primary
physicians in the physician-alone testing was 95% (IQR
90%-100%), the median specificity was 90% (IQR 82%-94%),

and the median accuracy was 90% (IQR 88%-94%). The median
kappa between the physicians and the algorithm was 0.69 (95%
CI 0.63-0.74).

Table 2. The physician-alone performance and human-algorithm integration (HIA) performance of the physician participants (n=34); the Wilcoxon
signed-rank test was used to compare the physician-alone and the HAI performance.

P valueaHAI performancePhysician-alone performanceMeasures

<.0010.99 (0.96-1.00)0.95 (0.90-1.00)Sensitivity, median (IQR)

<.0010.95 (0.90-0.98)0.90 (0.82-0.94)Specificity, median (IQR)

<.0010.96 (0.93-0.98)0.90 (0.88-0.94)Accuracy, median (IQR)

<.0010.80 (0.76-0.82)0.69 (0.63-0.74)Human-algorithm agreement, κ, median (IQR)

aAll P values are statistically significant.

After the HAI system was applied, the median sensitivity of the
HAI system was 99% (IQR 96%-100%), the median specificity
was 95% (IQR 90%-98%), and the median accuracy was 96%
(IQR 93%-98%). The median kappa between the physicians
and the algorithm was 0.80 (IQR 0.76-0.82). All of the above

factors were significantly improved after HAI system
implementation (Table 2). Most of the physicians’performances
improved after the algorithm-assisted test, as shown in Figure
4.
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Figure 4. The receiver operating characteristic curve of the algorithm performance on test images. Green spots: participants’ performance; red spots:
participants’ performance with human-algorithm integration (HAI) assistance; cross mark: the cut-off performance of the algorithm presented to the
physician.

The agreement between the physicians and the algorithm also
increased but was still not entirely consistent. Among all the
HAI system results, the algorithm had a false-positive rate of
8% per questionnaire, compared with a false-positive rate of
only 0.91% per questionnaire for the physicians plus the

algorithm. On the other hand, 3.76% of the fractures per
questionnaire that were not identified on the physician-alone
test were correctly identified after the algorithm information
was provided, as shown in Figure 5.
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Figure 5. Examples of inconsistencies between the participants and the algorithm. (A) A pelvic x-ray (PXR) without hip fracture that was overdiagnosed
by the algorithm. No participant overdiagnosed in the physician-alone test, and only 1 (2.9%) participant overdiagnosed in the human-algorithm
integration (HAI) test. (B) A PXR with left hip fracture. In the physician-alone test, 12 (35.3%) participants missed this fracture. In the HAI test, only
1 (2.9%) participant missed this fracture. (C) A PXR with left hip fracture that was missed by the algorithm. In the physician-alone test, 4 (11.8%)
participants missed this fracture. In the HAI test, 3 (8.8%) participants missed this fracture. (D) A PXR without hip fracture. In the physician-alone test,
18 (52.9%) participants overdiagnosed this image. In the HAI test, only 5 (14.7%) participants overdiagnosed this image.

Furthermore, the results were divided according to the
physicians’ specialties, as shown in Table 3. The consulting
physicians achieved a better performance than the primary
physicians. Regarding the HAI performance, although there

were still significant differences in the overall accuracy between
specialties, there were no significant differences in the sensitivity
and specificity.
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Table 3. The physician-alone performance and human-algorithm integration (HAI) performance of the physicians by specialty (n=34).

P valueConsulting physiciansPrimary physiciansPhysician characteristics and
performance

Orthopedic sur-
geons (n=2)

Radiologists (n=2)Postgraduate-year
physicians (n=3)

Emergency-depart-
ment physicians
(n=6)

General sur-
geons (n=21)

.006a33.50 (32.75-
34.25)

39.00 (36.00-42.00)26.00 (25.50- 26.50)33.50 (29.75-37.25)28.00 (27.00-
30.00)

Age in years, median (IQR)

.003a12.50 (10.75-
14.25)

6.50 (6.25- 6.75)1.00 (1.00- 1.00)5.50 (2.75-9.00)3.00 (2.00-
4.00)

Years of experience, median
(IQR)

Physician-alone performance

.027a0.72 (0.71- 0.74)0.79 (0.78- 0.79)0.44 (0.32- 0.53)0.75 (0.67- 0.80)0.69 (0.63-
0.72)

Human-algorithm agree-
ment, κ, median (IQR)

.013a0.94 (0.93- 0.94)0.96 (0.96- 0.97)0.70 (0.66- 0.76)0.95 (0.91- 0.97)0.90 (0.88-
0.92)

Accuracy, median (IQR)

.003a1.00 (1.00- 1.00)0.99 (0.98- 0.99)0.58 (0.42- 0.74)1.00 (0.98- 1.00)0.94 (0.90-
0.98)

Sensitivity, median (IQR)

.8550.87 (0.85- 0.88)0.94 (0.94- 0.94)0.82 (0.77- 0.91)0.91 (0.83- 0.94)0.90 (0.82-
0.96)

Specificity, median (IQR)

HAI performance

.4960.82 (0.82- 0.82)0.78 (0.76- 0.80)0.76 (0.74- 0.78)0.81 (0.78- 0.83)0.80 (0.76-
0.82)

Human-algorithm agree-
ment, κ, median (IQR)

.011a1.00 (1.00- 1.00)0.97 (0.96- 0.97)0.91 (0.89- 0.91)0.98 (0.97- 0.99)0.95 (0.94-
0.97)

Accuracy, median (IQR)

.1211.00 (1.00- 1.00)0.97 (0.95- 0.98)0.90 (0.89- 0.95)1.00 (1.00- 1.00)0.98 [0.96,
1.00]

Sensitivity, median (IQR)

.0711.00 (1.00- 1.00)0.97 (0.96- 0.97)0.84 (0.83- 0.89)0.97 (0.94- 0.98)0.94 (0.90-
0.98)

Specificity, median (IQR)

aP value is statistically significant.

To evaluate the influence of the physicians’ clinical experience
on the use of the HAI system, we divided the primary physicians
into novice and experienced groups, and the results are shown
in Table 4. The experienced physicians showed a significantly

higher sensitivity and slightly lower specificity than the novice
physicians. After the integration of the algorithm information,
the overall performance increased regardless of clinical
experience.
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Table 4. A comparison of the primary physician performance with the human-algorithm integration (HAI) performance, divided by physician experience
(n=30); the Wilcoxon signed-rank test was used to compare the physician-alone performance and the HAI performance.

P valueExperienced group (n=12)Novice group (n=18)Primary physician characteristics and performance

<.001a32.00 (30.75-34.25)27.00 (27.00-28.00)Age in years, median (IQR)

< .001a5.00 (4.00-6.25)2.00 (2.00-3.00)Years of experience, median (IQR)

Performance evaluation

Human-algorithm agreement, κ, median (IQR)

.3300.69 (0.64-0.77)0.66 (0.62-0.72)Physician alone

.008a0.82 (0.79-0.82)0.77 (0.71-0.80)HAI

.001a.0001aPaired test, P value

Accuracy, median (IQR)

.2790.90 (0.89-0.96)0.90 (0.82-0.92)Physician alone

.020 a0.97 (0.95-0.98)0.94 (0.91-0.97)HAI

.0032a.0023aPaired test, P value

Sensitivity, median (IQR)

.017a0.98 (0.94-1.00)0.91 (0.83-0.95)Physician alone

.043a1.00 (0.97-1.00)0.97 (0.94-1.00)HAI

.0313a.0028aPaired test P value

Specificity, median (IQR)

.7330.86 (0.81-0.94)0.89 (0.84-0.94)Physician alone

.2150.96 (0.92-0.98)0.94 (0.88-0.96)HAI

.0049a.1067Paired test, P value

aP value is statistically significant.

Real-World Validation of the HAI System
In total, 632 tests were completed between March 24, 2019,
and August 3, 2019. Images were excluded for the following
reasons: (1) poor quality, (2) incorrect image input, such as
chest plain film or computed tomography (CT), and (3) PXRs
of pediatric patients. After excluding images for the above
reasons, 587 PXRs qualified for inclusion. Among the 587
PXRs, there were 320 normal PXRs and 267 PXRs that showed
hip fractures. The algorithm’s diagnostic accuracy was 92.67%
(95% CI 90.26%-94.65%), the sensitivity was 91.01% (95% CI
86.92%-94.16%), the specificity was 94.06% (95% CI

90.88%-96.39%), and the false-negative rate was 7.33%. Of the
587 PXRs, the physicians’ diagnoses were consistent with the
algorithm for 561 images (95.57%) and were inconsistent for
26 images (4.43%). After reference image assistance, the
diagnostic accuracy of the HAI system was 97.10% (95% CI
95.40%-98.30%), the sensitivity was 99.25% (95% CI
97.32%-99.91%), and the specificity was 95.31% (95% CI
92.39%-97.35%). Of the 587 images, 2 images could not be
diagnosed by the HAI system; these 2 patients required a CT
for hip fracture diagnosis. The false-negative rate of the HAI
system was 0.65%, as presented in Table 5.

Table 5. Clinical validation of the human-algorithm integration (HAI) system in emergency departments.

Accuracy, % (95% CI)Specificity, % (95% CI)Sensitivity, % (95% CI)FractureAlgorithm-only vs. HIA diagnosis

(–)(+)

92.67 (90.26%-94.65%)94.06 (90.88%-96.39%)91.01 (86.92%-94.16%)Algorithm-only diagnosis

19243(+)

30124(–)

97.10 (95.40%-98.30%)95.31 (92.39%-97.35%)99.25 (97.32%-99.91%)HAI diagnosis

15265(+)

3052(–)
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Discussion

In this study, we demonstrated 2 findings. First, the HAI system,
which integrates an algorithm and human intelligence,
performed better than the physicians alone and the algorithm
alone. Second, we integrated the HAI system into the clinical
flow and verified its use in real-world trauma bays. For
orthopedic radiology, fracture detection with computed-aid
diagnosis is one of the first applications of AI in radiologic
imaging [32,33]. In this study, with the assistance of the HAI
system, the physicians detected hip fractures with an increased
diagnostic accuracy ranging from 2% to 22%. Several studies
demonstrate the strong performance of DL algorithms for
fracture detection from different anatomic sites, such as the
wrist, humeral, foot, and femur. In this study, our algorithm
performance was not inferior to these previous results [26-28].
Furthermore, previous studies usually compared the results of
an algorithm with those of professional personnel or other
algorithms [17,26,28,34,35].

In the current environment, the algorithm does not replace
human intelligence, especially in health care; however, a DL
algorithm can complement and augment the ability and
knowledge of physicians [1,36,37]. Until now, no real-world
data from clinical studies have shown that the integration of AI
into the clinical environment can aid physicians. Our study
provides the first evidence that HAI can assist patients and
doctors in the trauma bay, and we have demonstrated the
feasibility of an HAI system to increase diagnostic accuracy.

Some issues occur with the use of computer-assisted diagnostic
tools [38,39]. First, the algorithm makes decisions based on
features that need to be explored, and there are inevitable
caveats, even though the predictions may be correct. Another
issue is that physicians may overly rely on the algorithm and
disregard their own judgment. To resolve these issues, the HAI
system offers physicians a heatmap that highlights the probable
location of the fracture on the reference PXR, thus helping
physicians understand how the algorithm works. The physician
needs to review the image and make the final diagnosis, which
prevents him or her from over-relying on the HAI system. We
designed a method integrating human expertise and computers
that fits the clinical context [38-40], and the HAI system can
increase the diagnostic accuracy and specificity. After
implementing the validation test performed by 34 physicians,
we found that the HAI system performed better than the
physicians alone and the algorithm alone (accuracy: 90% vs.
86% vs. 90%; false-negative rate: 6% vs. 12% vs. 9%,
respectively). Moreover, we found that with the HAI system,
novice physicians can increase their diagnostic accuracy to more
closely approach that of experienced physicians, and even
consulting physicians.

Machine learning methods have a tendency to “overfit” to
idiosyncrasies in the training sample, which may yield overly

optimistic performance estimates [36,37]. When addressing the
challenges of clinical usage, another question arises: Can the
DL algorithm handle real-world data in addition to edited
information [1]? Limited studies have proven that algorithms
can be applied to real-world data [14], but the clinical effects
are still being evaluated. In this study, we have proved that HAI
helps physicians detect hip fractures. We operated the HAI
system in the trauma bays of 3 trauma centers and obtained
adequate hip fracture recognition results. In a real-world
validation study, the HAI system improved the accuracy of hip
fracture diagnosis to 97%, with a false-negative rate of 0.65%.
Several reports have shown that the algorithm might help
physicians in acute care and could save lives [10-15].

We did not develop an excellent complete AI solution that can
address all situations in health care. However, with the support
of HAI, we can reduce some preventable costs and functional
losses in fragile fracture cases, improve the allocation of
resources, reduce the need for unnecessary consultations, and
facilitate faster patient disposition [1,3]. HAI has the potential
to improve the delivery of efficient and high-quality care in
high-volume clinical practice while allowing physicians to focus
on more conceptually demanding tasks by offloading their more
mundane duties [3,41].

The clinical usage of the proposed HAI system can improve
diagnostic accuracy and reduce the unnecessary use of CT.
However, there are still some limitations. First, because we
defined our system as an HAI system, selection bias might exist,
and clinical physicians could always use this tool when they
were unsure about the presence of a fracture. Therefore, some
of the images may have been excluded. Second, PXRs provide
information on not only skeletal fractures but also soft tissue
changes. Although our HAI system can detect fracture sites on
PXRs, it still lacks information needed to detect other lesions
and cannot replace the expertise of radiologists and clinical
physicians. Third, the HAI system does not currently integrate
clinical information, which differs from the considerations of
clinical practice. The integration of clinical data into the HAI
system is another challenge [42]. Fourth, the limited number of
physicians participating in this evaluation might have resulted
in an underpowered study. Fifth, the images of the validation
dataset are only from one institute, which might induce selection
bias as well. Finally, a preliminary study of 600 testing images
was performed. However, this study tested a limited number of
cases at 3 different trauma centers, which are further limitations.
The future development of a prospective multicenter study
should be used to investigate the system’s function in the real
world.

In conclusion, the HAI system improves diagnostic accuracy,
and the integration of this technology into the clinical flow is
feasible. The HAI system can enhance the performance of
physicians, especially novice clinicians.
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Abstract

Background: Total joint replacements are high-volume and high-cost procedures that should be monitored for cost and quality
control. Models that can identify patients at high risk of readmission might help reduce costs by suggesting who should be enrolled
in preventive care programs. Previous models for risk prediction have relied on structured data of patients rather than clinical
notes in electronic health records (EHRs). The former approach requires manual feature extraction by domain experts, which
may limit the applicability of these models.

Objective: This study aims to develop and evaluate a machine learning model for predicting the risk of 30-day readmission
following knee and hip arthroplasty procedures. The input data for these models come from raw EHRs. We empirically demonstrate
that unstructured free-text notes contain a reasonably predictive signal for this task.

Methods: We performed a retrospective analysis of data from 7174 patients at Partners Healthcare collected between 2006 and
2016. These data were split into train, validation, and test sets. These data sets were used to build, validate, and test models to
predict unplanned readmission within 30 days of hospital discharge. The proposed models made predictions on the basis of clinical
notes, obviating the need for performing manual feature extraction by domain and machine learning experts. The notes that served
as model inputs were written by physicians, nurses, pathologists, and others who diagnose and treat patients and may have their
own predictions, even if these are not recorded.

Results: The proposed models output readmission risk scores (propensities) for each patient. The best models (as selected on
a development set) yielded an area under the receiver operating characteristic curve of 0.846 (95% CI 82.75-87.11) for hip and
0.822 (95% CI 80.94-86.22) for knee surgery, indicating reasonable discriminative ability.

Conclusions: Machine learning models can predict which patients are at a high risk of readmission within 30 days following
hip and knee arthroplasty procedures on the basis of notes in EHRs with reasonable discriminative power. Following further
validation and empirical demonstration that the models realize predictive performance above that which clinical judgment may
provide, such models may be used to build an automated decision support tool to help caretakers identify at-risk patients.

(JMIR Med Inform 2020;8(11):e19761)   doi:10.2196/19761
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deep learning; natural language processing; electronic health records; auto ML; 30-days readmission; hip arthroplasty; knee
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Introduction

Approximately 60% of total hip arthroplasties (THAs) and total
knee arthroplasties (TKAs) are covered by Medicare nationwide.
The Centers for Medicare and Medicaid Services have focused
on total joint replacements as a high-volume and high-cost
procedure that should be monitored for cost and quality control
[1]. Therefore, bundled payment programs have been proposed
to decrease the cost of procedures, shorten length of stay, and
reduce the number of readmissions and revision surgeries for
THAs and TKAs without sacrificing quality of care [2,3].
Accordingly, bundled payment programs penalize service
providers for unscheduled or preventable readmissions [4]. In
Massachusetts, for example, Medicare penalized 78% of
hospitals for unscheduled readmissions between 2015 and 2016
[5]. In this case, the average penalty for hospitals was 0.7% of
the Medicare reimbursement [5]. Models that can identify
patients at high risk of readmission might help reduce the total
costs and may also improve patient outcomes.

The increase in the use and availability of electronic health
records (EHRs) has encouraged researchers to develop and
evaluate predictive machine learning (ML) models exploiting
EHRs. ML models built over EHRs have now been explored
for many clinical predictive tasks, including diagnosis,
classification, risk stratification, and medical event prediction
[6-9]. A survey of this work is available in a study by Shickel
et al [10].

Concerning predicting readmission, Shadmi et al [11] developed
a model for 30-day readmission using manually crafted features
derived from preadmission data. Similarly, Cai et al [12] used
logistic regression (LR) to predict readmission and other
outcomes for hospitalized patients. Nguyen et al [13]
demonstrated that incorporating EHR data from the full hospital
stay can improve 30-day readmission prediction, as compared
with incorporating EHR data from the day of admission alone.
The difference between our work and these previous efforts is
that we are specifically concerned with predicting readmissions
following surgery, rather than in general, which suggests a more
focused approach and evaluation.

The idea of using ML to predict the risk of complications in
patients following surgery goes back at least a few decades [14].
Recent efforts have demonstrated the general feasibility of
predicting target postoperative complications [15,16]. We do
not attempt to exhaustively review these efforts. To the best of
our knowledge, none of these efforts have taken an exclusively

data-driven approach, without the need for manual feature
extraction, to predict the risk of any complications leading to
readmission following hip or knee arthroplasty. We aim to
address this gap in the literature. These predictions can be made
passively and automatically with data from EHRs. If shown
superior to direct clinical judgments, these predictions might
eventually assist prioritization of proactive care and potentially
mitigate complications that lead to readmissions.

This is important, partly because of the high volume of surgeries.
In 2017, 700,000 knee replacement procedures were performed
in the United States, and this number is likely to increase to
3.48 million surgeries by 2030 [17]. Given the rapid increase
in the number of arthroplasty procedures, the need for quality
and cost control in general and reducing readmissions and
revision surgeries is increasingly clear. Readmissions occur for
many reasons, but the 3 most common causes for readmission
are surgical site infection, ileus or obstruction, and bleeding
[4,17,18].

As noted above, there have been previous efforts to predict
readmission risk following hip or knee surgery; however, these
have relied on structured predictors manually entered by domain
experts. This feature extraction process is onerous and precludes
automatic and passive monitoring to identify at-risk patients.
Our main contribution in this work is the development and
evaluation of models for predicting postsurgery readmission
directly from EHRs using unstructured clinical notes. In
addition, we explored whether neural models induced over
clinician notes perform as well or better than simple LR models
induced over structured tabular data in the EHRs.

Methods

Data Set
This is a retrospective analysis for which we used EHR data
corresponding to 10,534 patients. We received approval from
the institutional review board (protocol number 2016P002062
at Partners Healthcare) to conduct this analysis. Subjects were
adults aged 18 years or older who were admitted for hip or knee
surgery between 2006 and 2016 for either inpatient or outpatient
care. These subjects were covered by Medicare, Medicaid, or
a private insurance. Our analysis included patients who
underwent hip arthroplasty (current procedural terminology
[CPT] codes: 27130, 27132, 27134, 27236, 27137, 27138,
27120, and 27125) or knee arthroplasty (CPT codes: 27445,
27446, 27447, 27486, and 27487) during this period. This
yielded a data set comprising 7174 patients (Figure 1).

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19761 | p.350https://medinform.jmir.org/2020/11/e19761
(page number not for citation purposes)

Mohammadi et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Cohort selection flow chart.

We excluded patients who were aged above 90 years at the time
of surgery because of the inherent high risk of complications
[19-21], implying that no model is needed for these cases. We
also excluded patients for whom no notes were present, which
may have induced a sample bias, although we do not have reason
to believe this is the case. Figure 1 provides a cohort selection
flowchart.

Data Types
Our models exploited (textual) clinical notes to inform
predictions. We also considered the use of structured data
elements within EHRs for comparison, but we encoded this
automatically without domain and ML experts in the loop.

Data Extraction and Encoding
Our primary data set consisted of clinical notes written by
clinicians (doctors, nurses, and other health care professionals).
These notes described patient demographics, procedures,
surgeries, medications, and other medical services rendered to
patients. In addition to the free text, notes sometimes contained
automatically generated tables (eg, list of laboratory tests).
Textbox 1 shows the EHR fields that were considered. In
addition to the notes corresponding to these, we often had
corresponding structured information. We describe how we
preprocess this in the following section.

Textbox 1. Categories of features from electronic health record data used.

Patient level:

• Demographic information

• Health history

• Health information

• Vital information

• Laboratory test results

• Comorbidities

• Medication information

• Radiology

• Procedures

• Surgical

• Pathology

• Diagnosis

Hospital level:

• Admission information

Encounter (visit)
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Structured Data Preprocessing
We extracted information pertaining to demographic, diagnostic,
encounter, health history, procedures, and medications from
patients’ records (Textbox 1). Patient encounters are associated
with multiple diagnosis codes, including principal, secondary,
and other diagnoses. We considered all diagnosis codes when
determining whether a readmission was due to surgical
complications. We encoded medications and diagnoses as sparse
indicator vectors. To process diagnosis International
Classification of Diseases (ICD) codes, we mapped ICD-9 codes
to ICD-10. We retained only the first 3 ICD-10 characters to
reduce sparsity.

To encode variables extracted from the health history table, we
concatenated one-hot indicator vectors for all categorical
features with numerical values. We encoded laboratory tests
using indicator vectors that represent whether a patient received
a specific test. For information pertaining to patient health
history, we excluded variables that were missing from nearly
all (≥99.9%) records (listed in the Multimedia Appendix 1). We
also encoded patient medications using indicator vectors. We
extracted admission-related information from encounter records
(eg, visiting information from admission and discharge sources).
For continuous variables, we replaced missing values with
averages taken over all patients or encounters as appropriate.
This extraction and preprocessing yields, for each patient z, T

encounter records that encode structured elements ordered

by the encounter data, where .

Clinical Text Processing
Patients are associated with a list of free-text notes ordered by
the encounter date. We tokenize them, then lowercase and stem
words, which are then represented via indicator vectors (V). All
notes are concatenated with a special delineating marker

<NOTESEP>, yielding a single note of size where , Lt

represents the number of words in note for encounter t.

Task Definition
We partitioned the data set at the patient level into train,
validation, and test sets with a ratio of 70:15:15 (Table 1). These
sets are mutually exclusive with respect to patients (ie, the same
patient never appears in more than one set). Demographic
statistics for training, validation, and testing sets are reported
in the Multimedia Appendices 2-4, respectively. We defined
the set of patients who experienced complications following
surgery that led to readmission within 30 days using ICD codes.
Specifically, we define this as the set of patients who underwent
hip or knee surgery and who were subsequently admitted as
inpatients within 30 days of their discharge under any of the
ICD-9 and ICD-10 complication codes: ICD-9 codes: 996, 996
{03,1-4,57,6,66,67,7,71-73,75-79}, 997, 998 and ICD-10 codes:
T84.{0X-7X, 81-86,89,9X}XA.

Table 1. The number of patients in training, validation, and testing data sets.

KneeHipData sets

Female (n=2173), nMale (n=1702), nFemale (n=1658), nMale (n=1641), n

1481116411901131Train

335267238262Validation

357271230248Test

We labeled patients who met this criterion as having been
readmitted due to complications following surgery (y=1). We
assumed that all other patients were not readmitted due to
complications (y=0). There is an inherent class imbalance [22]

here; most patients do not experience complications that lead
to readmission, that is, there are far fewer positive than zero
instances. We report readmission prevalence for hip and knee
surgeries in Table 2.

Table 2. Proportion of positive class (30-day readmission because of surgery complications) for hip and knee surgeries.

KneeHipSubset

0.0970.092Train

0.10.122Validation

0.1160.115Test

Models
We evaluated 2 standard neural models trained on the data set,
detailed below. In addition, we implemented a simple LR model
to serve as a reference.

Text is encoded into fixed-size representations for downstream
modules using an encoder. We experimented with a few such
encoders: Simple and unstructured count-based bag-of-word
(BoW) representations (analogous to the indicator vectors
encoding tests and medications) and neural encoders that operate

over embeddings of text and learn to represent notes via repeated
projection or recurrent modules.

Linear Models (Over Bag of Words)
For our linear model, we used l1- and l2-regularized LR over
BoW representations of patient notes or the structured data
associated with a given patient encounter. We considered 4
different representations of patient notes and structured data
associated with a given patient encounter.

BoW variants:

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19761 | p.352https://medinform.jmir.org/2020/11/e19761
(page number not for citation purposes)

Mohammadi et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


• Binary BoW encodes the existence of a given word in a
note as a one-hot vector.

• Count BoW encodes the total number of occurrences of a

given word in a note, that is, .
• Term frequency–inverse document frequency scales word

counts inversely to the frequency with which they appear
in documents, emphasizing comparatively rare words.

• Finally, we experimented with encoding text via inferred
topic
distributions using Latent Dirichlet Allocation (LDA) [23].
In this variant, we encoded texts as vectors that encode the
proportions of (latent) topics present within them, as
estimated via LDA. We report results for LR models that
fit text and structured data.

Neural Encoders
Standard neural models first project words to lower-dimensional
embeddings (eg, 300 dimensions initialized to pretrained
embeddings). These embeddings are then passed through an
encoder module before making predictions. We considered the
following modules for inducing fixed-length representations of
embedded variable-sized textual inputs:

1. Average: Project and then average inputs. Specifically, we
first passed embeddings through a linear layer that projects
them onto a 256-dimensional space and then applied an
element-wise nonlinearity (ReLU).

2. Bidirectional long short-term memory (BiLSTM) network:
We ran a single-layer BiLSTM [24] model over the
embedded sequence using a hidden layer size of 256 (128
dimensions for each direction).

Recurrent networks (such as BiLSTM) yield variable-sized
outputs that must be collapsed into a fixed-length vector. To
this end, we adopted a standard max-pooling layer over the
outputs of the 256 filters or hidden units. We also explored
aggregation via attention mechanisms [25], which allowed
models to upweight contextualized representations of specific
inputs; accordingly, these have greater influence over the
induced fixed-length vector. In the standard attention layer, the
model learns to score each encoder hidden state ht for the input
token t according to its relevance for the downstream prediction.
Scores are normalized into a distribution α, and a fixed-length
vector is induced by taking a weighted sum over the hidden

states emitted from the RNN: . We also explored applying
attention to the feedforward (projection) encoder.

In addition, we evaluated hierarchical representation learning
over clinician notes [26]. Our data contain reports from different
visits. Therefore, we can consider two-level representations:
visit level and patient level. An encoder can provide a
representation of individual visits, and then these encoded
segments can be combined (eg, via a second recurrent neural
network) to form a second-level representation of the patient.
The latter summarizes all visits. This is referred to as a
hierarchical representation. For this, we pass a single BiLSTM
to embed each patient’s notes separately (using attention), and
then we run another BiLSTM over the aggregated patient-level
representation of individual notes (associated with its own
attention distribution) to yield a fixed-length vector.

Finally, we presented preliminary results using bidirectional
encoder representations from transformers (BERT) [27] as
another text encoding strategy. Specifically, we used the clinical
BERT [28] instantiation of the model that was trained on clinical
notes from the MIMIC III data set. BERT is a deep bidirectional
model that conditions on both left and right context to provide
contextualized representations of words. BERT and similar
large pretrained transformer models [29] have achieved good
results across many natural language processing data sets and
tasks in general; specifically, they have yielded improvements
for 30-day readmission tasks on the MIMIC data set [30].

Class Imbalance
Most patients do not experience complications that result in
rehospitalization within 30 days. Therefore, the resulting data
sets are imbalanced, which can be problematic for standard ML
models. We experimented with multiple strategies to counteract
the class imbalance, including imposing class weights,
undersampling the majority class, and oversampling the minority
class. Undersampling provided consistent results across data
sets and the period of history considered, whereas other
strategies proved unstable.

Multitask Learning
The most straightforward approach to predicting 30-day
readmission due to complications following hip and knee
arthroplasties would be to treat them as an entirely separate
class of surgeries and build independent models for each type
of surgery. However, intuitively one might expect the
information in EHRs to be similar for complications resulting
from the respective types of surgery. We can exploit this to
improve predictive performance by using multitask learning
[31], in which some parameters are shared between models for
related tasks.

Performance Metrics
To quantify the performance of the models in predicting 30-day
readmission associated with surgical complications, we used
the area under the receiver operating characteristic (AUROC)
curve and accuracy, sensitivity, specificity, and precision, also
known as positive predicted value (PPV), at particular
thresholds. These are calculated using true positive (TP), false
positive (FP), true negative (TN), and false negative (FN) as
follows:

Recall (also known as sensitivity)=TP/(TP+FN)

Specificity=TN/(TN+FP)

Precision (also known as PPV)=TP/(TP+FP)

Accuracy=(TP+TN)/(TP+TN+FP+FN)

In practice, one would need to select an operational threshold
with corresponding sensitivity and specificity appropriate for
the intended use of the model.

To quantify model performance independent of a particular
choice of threshold, we report precision versus recall, and recall
versus (1-specificity) and areas underneath the corresponding
curves for these constructed by sweeping thresholds (for
predicting 1 vs 0) over the predicted probabilities and record
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corresponding metrics. The area under these can be taken as a
scalar quantifying model performance.

Experimental Setup
Before any experimentation, we separated the data into training,
validation, and testing sets. The validation data were used for
tuning the models and for selecting the final candidate model.
The testing set was used for the final evaluation but was not
used in any way during the model development and tuning.

Data Availability
Data supporting this study are not publicly available because
of the inherently sensitive nature of the data.

Results

We tuned all hyperparameters on the validation data set. Results
achieved under the best models are presented for both hip and
knee surgeries as measured on the validation set for (1) text
only and (2) structured data only, shown in Figure 2. The results
are reported for both the validation and test data sets, where we
expect better performance on the former given that we selected
hyperparameters based on this. We reported the results for
independent models and multitask models over text and
structured data separately.

Figure 2. A schematic feature encoding scheme. Structured data, when used, comprises both categorical and numerical elements. We encoded the
former using either indicators or an encoder module, whereas we packed the latter into a dense vector of values. Unstructured data (ie, textual notes)
are encoded using a sparse (indicator) representation and then optionally run through an encoder module. Colors are stylistics only. The “+” denotes
concatenation.

The best independent model for predicting 30-day readmission
due to any complications following a hip surgery over the
validation data set using text is the feedforward average model
with attention mechanism (AUROC=0.894; 95% CI
0.859-0.930); for knee surgeries, the simple feedforward average
model performs better (AUROC=0.946; 95% CI 0.929-0.964).
Similarly, the best independent model for predicting 30-day
readmission due to any complications following hip and knee
surgeries using structured data is an LR model with L1
regularization with an AUROC of 0.665 (95% CI 0.589-0.732)
and 0.689 (95% CI 0.630-0.749), respectively.

However, the best multitask model for predicting 30-day
readmission because of any complications following a hip or

knee surgery over text was a feedforward average model with
an AUROC of 0.858 (95% CI 0.802-0.915) and 0.937 (95% CI
0.916-0.960), respectively. Similarly, the best multitask model
trained over structured data was an LR model with L2
regularization (λ=0.001) with an AUROC of 0.676 (95% CI
0.617-0.738) following hip surgery and an AUROC of 0.664
(95% CI 0.591-0.738) following a knee surgery.

Similarly, the BERT model for predicting 30-day readmission
due to any complications following a hip or knee surgery
achieved an AUROC of 0.735 (95% CI 0.701-0.785) and 0.820
(95% CI 0.782-0.843), respectively. Therefore, an independent
feedforward model over text was selected as the final model to
be evaluated for prediction of 30-day unplanned readmission
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following knee surgery. Similarly, an independent feedforward
model with an attention mechanism developed over text was
selected as the model to be evaluated for prediction of 30-day

unplanned readmission following hip surgery (Figures 3 and
4).

Figure 3. Precision-recall curve (left) and area under the receiver operating characteristic (AUROC; right) curve for hip validation set. Individual model
text (blue), structured (orange), multitask models’ text (dashed blue), and structured (dashed orange).

Figure 4. Precision-recall curve (left) and area under the receiver operating characteristic (AUROC; right) curve for knee validation set. Individual
model text (blue), structured (orange), multitask models’ text (dashed blue), and structured (dashed orange).

We also experimented with a combination of text and structured
data (Figure 2). We have not included the results of this
experiment in this study because the predictive performance is
worse than what we achieved using the text alone. This may
seem counterintuitive, but the notes here are relatively rich in
information having been manually composed to convey salient
information; although these are also noisy at times. It is also
entirely possible that alternative feature encodings or model
architectures would result in improved model performance with
structured data.

We applied the best models (as selected on the validation set)
to the test set, realizing an AUROC of 0.846 (95% CI

0.823-0.871) for hip and 0.822 (95% CI 0.809-0.862) for knee
surgery.

These AUROCs indicate that the model discriminates between
high- and low-risk patients reasonably well. Operationally, such
models might conceivably be used to rank patients with respect
to their risk of requiring readmission owing to surgical
complications and then to provide proactive care (presumably
prioritizing limited resources) accordingly. This use would
suggest capitalizing on the risk scores and corresponding
rankings induced by these directly.

Alternatively, one might seek to establish a binary threshold
over model outputs, indicating whether or not action needs to
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be taken. The appropriate threshold will depend on the intended
use of such a predictive signal, which in turn would depend on
the clinical actions at one’s disposal and the resources available
to take these actions.

Hypothetically, we might entertain 2 settings: first, we prioritize
recall (ie, sensitivity) to identify patients who will need to be
readmitted without further intervention at the expense of
false-positives and, second, we instead prioritize precision (ie,
PPV) mindful of minimizing false-positives. These 2 settings
might correspond, respectively, to a provider who has plentiful
resources to provide proactive care (and so false-positives are
less of a concern) and a provider who has quite limited
resources, which need to be allocated carefully to mitigate
false-positive cases.

With this in mind, we selected somewhat arbitrary but
illustrative target metrics of 0.95 sensitivity for the former
setting and 0.50 precision for the latter. We then selected
corresponding thresholds on the validation data and report the
results achieved using these on the test data set. Using the first
(high-recall) threshold (recall=0.95; precision=0.36 on validation
data), the model for readmissions due to complications following
knee surgery achieved 0.79 recall and 0.27 precision on test
data (classifying everyone as positive achieves perfect recall
and 0.12 precision). The higher precision threshold
(precision=0.50; recall=0.86 on validation data) yields a
sensitivity of 0.70 and a precision of 0.40 on test data. For hip
surgery, the results are 0.86 recall and 0.22 precision for the
high-sensitivity threshold (compared with perfect recall and
0.21 precision) and 0.53 recall and 0.54 precision for the
high-precision threshold. We provide results for additional
thresholds in Multimedia Appendices 5 and 6.

The clinical utility of such models would, again, depend on how
predictions were used in practice.

Related Studies
Previous work has introduced models intended to predict the
risk of readmissions because of complications following
colorectal, cardiac, and abdominal surgeries. For example,
Martin et al [32] evaluated predictive factors of hospital
readmission rates for 266 patients undergoing abdominal
surgical procedures. Wick et al [33] studied the factors
associated with readmission using 7 years of data from 10,882
patients who had undergone colorectal surgery. A recent review
revealed that the previous predictive models included variables
such as patient comorbidities and records of previous
hospitalizations [34]. A few other efforts have examined
variables associated with severity of illness, laboratory tests,
clinical notes from the EMR, and overall health status [33].

The American College of Surgeons National Surgical Quality
Improvement Program (ACS-NSQIP) has developed a
web-based surgery risk prediction tool that uses structured
patient data and LR models to predict risks of complications
due to surgery [35]. Edelstein et al [36] evaluated how well
ACS-NSQIP can predict 30-day complications following knee
and hip replacement surgeries. Mesko et al [37] identified
variables predictive of readmission following hip or knee
arthroplasty. These approaches rely on a small set of predefined

predictors crafted by domain experts that must be manually
entered for individuals.

Discussion

Unplanned hospital readmissions impose burdens on the health
care system. It is imperative for providers to improve routine
follow-up protocols and provide better continuity of care with
primary care physicians and other clinicians [38]. Readmission
risk prediction models, such as those considered here, might
provide insights that could aid decision makers in reducing
rehospitalizations and readmissions by identifying patients who
might be prioritized to receive proactive care.

Hospital readmissions are a key performance indicator used to
measure the quality of care and cost effectiveness of the services
provided. In the state of Massachusetts, TKAs and THAs
corresponded to a relatively high rate of readmissions from
2010 to 2012 with 3.92% [39]. According to the Nationwide
Readmission Database [40] for 224,465 patients participating
in the database, the 30-day readmission rate for TKAs is between
3% and 4% depending on Medicare and non-Medicare
beneficiaries. A model developed by Urish et al [41] reported
that the overall median cost for each 30-day readmission was
US $6753 (SD 175), constituting 36% of the overall inpatient
cost for 30 days from the index procedures, which is quite
significant. Clair et al [42] reported the average cost of
readmission due to surgical complications after THA and TKA
as US $22,775 and US $24,183, for a 90-day readmission with
an average readmission time of 31 and 29 days, respectively.
The reported costs can be decreased significantly if an
appropriate prevention plan is implemented for high-risk patients
that are recognized by the adoption of our modeling approach.

We have evaluated several ML algorithms that predict the risk
of 30-day readmission following hip and knee arthroplasties by
using real-world (unstructured and structured) EHR data
obtained from the Partners Healthcare organization. On the basis
of the procedure report, the proposed model is able to detect
at-risk patients in cases even when there is no sign of
complications immediately following the surgery. As evidence
for this observation, we reproduce 2 deidentified procedure
examples in the Multimedia Appendices 7 and 8.

This study has several limitations, both technical and conceptual.
First, we have not evaluated the models’predictive performance
by comparing predictions with risk of complications of patients
as assessed by surgeons or other health care personnel. This
may prove to be a strong baseline, but to the best our knowledge,
none of the readmission studies used this baseline. However,
the fact that risk prediction tools (which rely on manual feature
extraction for individual patients) have been studied extensively
in this domain suggests a desire for predictive decision aids.

Second, this was a retrospective study using a convenience
sample of patient EHR data, which has inherent limitations.
Third, although we have demonstrated that ML models can
realize reasonably strong overall discriminative performance
(in terms of AUROC), translating this into a useful tool in
practice would require specifying a threshold that might trigger
action. We evaluated a few such hypothetical thresholds but
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did not have a clinical basis for these values at the time.
However, it is likely that this would depend on the setting in
which such models were used.

Fourth, we performed a naïve imputation for missing values,
but advanced techniques, including Bayesian [43] and neural
system attribution approaches [44], may improve execution.
We also excluded variables with a high portion of missing values
(≥99%) in patient records; according to domain experts involved
in this project, a few of these excluded variables are likely to
be clinically relevant. Fifth, we converted the medications and
laboratory results into indicator vectors, which may result in
information loss, though this was a choice made in consultation
with domain experts. Sixth, we used a manually handpicked set
of ICD codes to create labels, that is, to categorize patients as
experiencing complications or not; these ICD codes may be
incomplete and may introduce unknown biases in our positive
samples. Seventh, we excluded patients aged >90 years from
our analysis, as we consider such patients to be inherently at
high risk.

Finally, the smaller BERT models we used are limited by the
size of the document (512 words), whereas most reports here
are longer than the limit. In addition, we do not have resources
to pretrain BERT on our data set. That said, we tried to follow
the clinical BERT methodology to make predictions at the
sentence level first and then aggregate the predictions, but this
approach did not perform better than the existing neural encoders
on our tasks. Although we believe that a more careful application
of BERT may result in improvements, it is not a straightforward
task, one that needs more research and is not the main goal of
the paper.

Conclusions
We presented an ML approach to predict the risk of 30-day
readmission following hip or knee arthroplasty using data

directly gleaned from EHRs. Previous work on this important
problem relied on manually crafted and engineered features,
which neither scale nor allow automated surveillance of patients.

We found that our architecture and implementation using the
text only (ie, the clinician notes) yielded predictive performance
across tasks comparable with approaches using a combination
of structured data and text. This suggests that the text contains
rich information useful for predicting readmissions. In this case,
we also found that adopting a multitask approach (sharing
parameters between the models for complications following hip
and knee surgeries) did not improve model performance.

We did not aim to identify the specific complication that a
patient is comparatively likely to experience. Instead, we offer
a patient risk stratification model intended to be used to identify
high-risk patients (ie, those most likely to be readmitted) once
a clinically meaningful threshold is established. Patients deemed
at high risk of readmission because of complications may be
scheduled for additional near-term revisits, and in general, be
provided with additional proactive care and monitoring. For
example, for those identified as high-risk patients, the clinic
that is implementing this tool might have a nurse follow-up
scheduled for the patient to ensure a continuum of care. This
type of risk stratification followed by a nurse intervention in
high-risk patients has been shown to produce favorable
outcomes, including decreased hospitalizations and cost of care
for patients regardless of the complication type [45].

We hope that this initial effort inspires additional work on
automatically predicting the risk of readmission because of
complications ensuing from hip and knee surgeries because
such models have the potential to reduce costs and, more
importantly, improve patient outcomes.
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Abstract

Background: Financial codes are often used to extract diagnoses from electronic health records. This approach is prone to false
positives. Alternatively, queries are constructed, but these are highly center and language specific. A tantalizing alternative is the
automatic identification of patients by employing machine learning on format-free text entries.

Objective: The aim of this study was to develop an easily implementable workflow that builds a machine learning algorithm
capable of accurately identifying patients with rheumatoid arthritis from format-free text fields in electronic health records.

Methods: Two electronic health record data sets were employed: Leiden (n=3000) and Erlangen (n=4771). Using a portion of
the Leiden data (n=2000), we compared 6 different machine learning methods and a naïve word-matching algorithm using 10-fold
cross-validation. Performances were compared using the area under the receiver operating characteristic curve (AUROC) and
the area under the precision recall curve (AUPRC), and F1 score was used as the primary criterion for selecting the best method
to build a classifying algorithm. We selected the optimal threshold of positive predictive value for case identification based on
the output of the best method in the training data. This validation workflow was subsequently applied to a portion of the Erlangen
data (n=4293). For testing, the best performing methods were applied to remaining data (Leiden n=1000; Erlangen n=478) for
an unbiased evaluation.

Results: For the Leiden data set, the word-matching algorithm demonstrated mixed performance (AUROC 0.90; AUPRC 0.33;
F1 score 0.55), and 4 methods significantly outperformed word-matching, with support vector machines performing best (AUROC
0.98; AUPRC 0.88; F1 score 0.83). Applying this support vector machine classifier to the test data resulted in a similarly high
performance (F1 score 0.81; positive predictive value [PPV] 0.94), and with this method, we could identify 2873 patients with
rheumatoid arthritis in less than 7 seconds out of the complete collection of 23,300 patients in the Leiden electronic health record
system. For the Erlangen data set, gradient boosting performed best (AUROC 0.94; AUPRC 0.85; F1 score 0.82) in the training
set, and applied to the test data, resulted once again in good results (F1 score 0.67; PPV 0.97).

Conclusions: We demonstrate that machine learning methods can extract the records of patients with rheumatoid arthritis from
electronic health record data with high precision, allowing research on very large populations for limited costs. Our approach is
language and center independent and could be applied to any type of diagnosis. We have developed our pipeline into a universally
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applicable and easy-to-implement workflow to equip centers with their own high-performing algorithm. This allows the creation
of observational studies of unprecedented size covering different countries for low cost from already available data in electronic
health record systems.

(JMIR Med Inform 2020;8(11):e23930)   doi:10.2196/23930

KEYWORDS

Supervised machine learning; Electronic Health Records; Natural Language Processing; Support Vector Machine; Gradient
Boosting; Rheumatoid Arthritis

Introduction

Electronic health records (EHR) offer an interesting collection
of clinical information for observational research, yet a crucial
step is an accurate identification of disease cases. This is
commonly done by manual chart review or by using
standardized billing codes. However, these methods are either
labor-intensive or prone to including false positives. Previous
studies [1] found that using only standardized billing codes, for
example, ≥3 International Classification of Diseases, Ninth
Revision (ICD-9) rheumatoid arthritis codes, results in a positive
predictive value (PPV) of 56% (95% CI 47%-64%). Using a
combination of billing code with a disease-modifying
antirheumatic drug code (≥1 ICD-9 rheumatoid arthritis code
plus ≥1 disease-modifying antirheumatic drug) results in a PPV
of 45% (95% CI 37%-53%). Clinical diagnoses can also be
inferred by performing naïve word-matching on format-free
text fields. This approach does not take into account the provided
context and is thus prone to false positives as well.

Alternatively, query-like algorithms can be used. However,
these algorithms require knowledge on the diagnosis of interest,
biasing the inclusion of potential study cases. For example,
when we want to identify patients with rheumatoid arthritis, we
can select people with cyclic citrullinated peptide antibodies
that were treated with methotrexate. Those identified likely
concern true cases of rheumatoid arthritis but are biased as
patients with rheumatoid arthritis do not always receive
methotrexate and do not all have cyclic citrullinated
peptide–positive tests. On the other hand, selecting only
methotrexate would create many false positives as methotrexate
is prescribed for many other rheumatic diseases. An additional
disadvantage is that rule-based algorithms tend to be
center-specific and perform less well in other clinics [2].

Advancements in natural language processing and machine
learning have created great potential for processing format-free
text data such as those in EHRs [2,3]. A major advantage of
machine learning is that it can learn extraction patterns from a
set of training examples, relieving the need for extensive domain

knowledge. We set out to explore the utility of machine learning
methods to identify patients with rheumatoid arthritis from
format-free text fields in EHRs. As machine learning methods
learn from presented training examples, they can suffer from
intercenter variability due to different notation characteristics
in EHRs [2].

Therefore, the aim of this study was to develop a broadly
applicable workflow that employs machine learning methods
to identify patients with rheumatoid arthritis from format-free
text fields of EHRs. Additionally, the workflow should be easy
to implement and require only the annotation of a subset of the
total data set.

Methods

Patients’ Data Collection

Overview
For this study, we employed 2 data sets: Leiden (the
Netherlands) and Erlangen (Germany). See Multimedia
Appendix 1 (Table S1) for a convenient overview of the study
outline for both centers.

Leiden Data Set
We retrieved EHR data from patients (n=23,300) who visited
the rheumatology outpatient clinic of the Leiden University
Medical Centre since 2011 (Figure 1). We used the Conclusion
section of the patient records, which consisted of format-free
text fields describing the symptoms and (differential) diagnoses
of the patient. From these dossiers, 11,786 patients had a first
visit after the initiation of the digital system in 2011 [4]. We
randomly selected 3000 patients from these newly referred
patients and extracted all of their entries for up to 1 year of
follow-up. A clinician manually reviewed all entries and
annotated the final diagnosis based on all entries. The data were
divided into 2 independent sets with a 66/33 split: Leiden-A
(n=2000) for model selection, training, and validation and
Leiden-B (n=1000) for independent testing. The study was
approved by the local ethics board.
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Figure 1. Study outline of the Leiden cohort. EHR: electronic health record; NLP: natural language processing.

Erlangen Data Set
After model selection, training, and validation analyses were
performed on the Leiden data, we evaluated the universal
applicability of our pipeline by applying it to the EHR data from
a second center. We retrieved admission notes from the EHR
database of University Hospital Erlangen (Department of
Internal Medicine 3 Rheumatology and Immunology,
Universitätsklinikum). The course & assessment component
was used because it featured the patient status descriptions.
These data consisted of 4771 patients in total featuring all their
entries up to 1 year of follow-up. A health care professional
manually reviewed all entries and annotated the final diagnosis
based on all entries. The Erlangen data set was divided into 2
independent sets with a 90/10 split: Erlangen-A (n=4293) for
model and Erlangen-B (n=478) for testing. The study was
approved by the local ethics board.

Training, Model Selection, and Validation (Leiden-A
and Erlangen-A)

Preprocessing Format-Free Text
We employed spell check and several natural language
processing techniques to preprocess the extracted text with
scikit-learn tools provided by Pedregosa et al [5]. The pipeline
can be divided into 5 steps: word segmentation, lowercase
conversion, stop word removal, word normalization, and
vectorization. First, we segmented the text into words, splitting
by spaces and special characters. Next, we converted the text
to lowercase and removed the irrelevant but highly prevalent
stop words. Morphological variation was further reduced by
applying lemmatization to normalize words to their base form.
The tools provide lemmatization tools for many languages; we
used the Dutch and German language tools. Segmented words
were then aggregated by grouping neighboring words into sets

of 3 (ie, n-grams such as patient, verdenking artritis). Finally,
a term frequency by inverse document frequency transformation,
which builds a clinical vocabulary and weighs words according
to their occurrence, was applied to vectorize the text data.

Training and Machine Learning Model Selection
We tested the following machine learning methods: naïve Bayes
[6], neural networks [7], random forest [8], support vector
machine [9], gradient boosting [10], decision tree [8], and a
random classifier, which assigns class labels at random with
frequencies equal to those observed in the training set
(parameters are shown in Table S2, Multimedia Appendix 1).
Default scikit-learn implementations were used to create the
machine learning models [11].

Furthermore, we employed a naïve word-matching algorithm
that assigns rheumatoid arthritis status to a sample when the
text contained rheumatoid arthritis (in German or Dutch) or its
abbreviation appeared in the chart. Each classifier gives a score
between 0 and 1 that we interpreted as a probability for each
sample to be a case.

We randomly split the Leiden-A and Erlangen-A in train and
validation sets using a 10-fold cross-validation procedure for
model selection [12]. In short, for each sample set, different
models were trained and evaluated in equally sized training and
validation sets. Classification performances in the validation
sets were then averaged over the samples to give robust
estimates of each individually evaluated method to annotate
unseen EHR records with a rheumatoid arthritis status.

Performance Validation
As each classifier generates a probability score of a rheumatoid
arthritis, the performance of a classifier can be tested by
applying different cut-offs for case identification. With these
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probabilities, we first generated receiver operating characteristic
curves, plotting the true positive rate against the false positive
rate for all probability scores. Second, we created
precision-recall curves, plotting the precision (PPV) against the
recall (sensitivity or true positive rate) for all score thresholds.
Classification performance was then measured using the area
under the receiver operating characteristic curve (AUROC) and
the area under the precision curve (AUPRC) [11]. For data sets
with low case prevalence (imbalanced data), AUROC can be
inaccurate and using AUPRC is preferred [13].

To determine whether the performance of the method
significantly differed from that of the word-matching method,
we implemented the 5×2 cross-validation procedure described
by Dietterich [14]. The 5×2 cross-validation procedure splits
the data into 2 equal sized sets each repetition. The differences
between the classifiers are then estimated with a two-tailed
paired t test with a significance level of 0.05. This approach
takes into account the problem of dependence between the
measurements.

The F1 score served as the primary criterion for picking the
final method. The F1 score reflects the trade-off between
precision and recall as it is the harmonic mean of the two [15].
The best performing model was compared to the other classifiers
with two-tailed paired t tests (α=.05) in the 5×2 cross-validation,
to evaluate whether the best performing model significantly
outperformed the other candidates.

Sensitivity Analyses
We ran 2 sensitivity analyses on the Leiden data. To evaluate
the influence of sample size on the performance of a classifier,
we employed the classifier on the Leiden-A data set with
decreasing sample sizes within the same 10-fold cross-validation
setup. To test the effect of disease prevalence on the classifier’s
performance, we created subsets of the Leiden-A set with
different fractions of patients with rheumatoid arthritis, applied
the classifier to this data and compared the AUPRC between
the subsets.

Final Method Testing of Case Identification (Leiden-B
and Erlangen-B)
In the final test phase (using the B data sets), we obtained
reliable estimates of the selected model’s performance. We
applied the trained model for the best performing method from
the A data sets directly to the B data sets (Leiden-B, n=1000;
Erlangen-B, n=478). To make a final call on rheumatoid arthritis
status, one must define a threshold for the probability. The final
test characteristics of the model are affected by the chosen
probability cut-off. We report the PPV, sensitivity, and F1 score

for each B data set at 2 operator points learned from the A data
sets: (1) optimized PPV, thus favoring high-certainty cases and
(2) optimized sensitivity, thus favoring the inclusive selection
of cases.

Implementation and Availability
Machine learning methods, model training, and evaluations
were performed with the scikit-learn package (version 0.21.2)
in Python (version 3.5) [11]. At all times, default
implementations and default settings were used. All scripts
including instructions on how to apply the methods are posted
online [16].

Results

Data
Leiden-A (n=2000) and Leiden-B (n=1000) annotated data sets
had nearly equal percentages of patients with rheumatoid
arthritis (Leiden-A: 154/2000, 7.7%; Leiden-B: 84/1000, 8.4%).
Erlangen-A (n=4293) and Erlangen-B (n=478) annotated data
sets also had nearly equal percentages of patients with
rheumatoid arthritis (Erlangen-A: 1071/4293, 24.9%;
Erlangen-B: 112/478, 23.4%).

Leiden

Preprocessing
We found a total of 114,529 words and 8355 unique words in
the Leiden-A data after segmentation. With lemmatization and
lowercase conversion, the number of unique words was 8141.
After removing the most common words with a stop word filter,
only 88,524 words and 8078 unique words remained. There
were 133,161 unique word combinations (n-grams) in the text.
The term frequency by inverse document frequency
transformation resulted in a sparse matrix of 2000×133,161.

Performance Evaluation of Machine Learning Methods
Naïve word-matching had overall a good performance (AUROC:
mean 0.90, SD 0.02), which was significantly better (P<.001)
than that of a random classifier (AUROC: mean 0.50, SD 0.01).
Although naïve word-matching showed good overall test
performance, it had a low AUPRC value (mean 0.36 SD 0.07),
indicating that the naïve word-matching would generate many
false positives. Four machine learning methods outperformed
naïve word-matching (AUROC: naïve Bayes mean 0.71, SD
0.03, P=.003; neural network: mean 0.98, SD 0, P=.005; random
forest: mean 0.95, SD 0.01, P=.007; support vector machine:
0.98, SD 0.01, P=.004; gradient boosting: mean 0.98, SD 0.01,
P=.003; decision tree: mean 0.86, SD 0.05, P=.06) (Figure 2).
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Figure 2. (A) Receiver operating characteristics and (B) precision-recall curves for all machine learning methods (solid lines) and the naïve word-matching
method (dotted line) in the training set (Leiden-A).

The support vector machine had the highest performance in
comparison to that of word-matching (AUPRC: mean 0.90, SD
0.02; F1 score: mean 0.83 SD 0.02, P<.001). However, the 5×2
cross-validation paired t tests revealed that the differences for
gradient boosting (P=.61), neural network (P=.18), and random
forest (P=.10) were not significant (Multimedia Appendix 2).

Sensitivity Analyses
We did not observe any significant loss of precision when
lowering the number of training samples from 1000 (original)
to 600 patients (Multimedia Appendix 3). Neither the AUROC
nor the AUPRC showed a significant difference (P=.17 and
P=.11, respectively). Only when reducing the training set to
450 entries did we observe a significant discrepancy (P=.005
and P=.005, respectively).

The classifier’s performance maintained an AUPRC >0.80 in
settings with highly different disease prevalence (Multimedia
Appendix 4). Only when disease prevalence was below 4% or

above 50% did we detect a difference in performance compared
to that of the initial 8% prevalence.

Cut-Off Selection
We picked the support vector machine classifier with the median
performance in the training stage. This classifier assigns a
probability of being a rheumatoid arthritis to each patient by
summing the coefficients of the features present in the clinical
notes of the patient (Figure 3). The probability cut-offs for
optimized PPV (>0.95) and optimized sensitivity (>0.95) were
0.99 and 0.53, respectively (Figure 4).

The probability cut-off for optimized PPV resulted in the
following test characteristics: PPV 0.96, sensitivity 0.70,
specificity 1.00, negative predictive value [NPV] 1.00, and F1
score 0.81. The probability cut-off for optimized sensitivity
resulted in the following test characteristics: PPV 0.72,
sensitivity 0.96, specificity 0.97, NPV 1.00, and F1 score 0.82.
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Figure 3. The relative importance (coefficients) of the top 20 features in the Leiden-A data set according to the final support vector machine model.
The initial data was in Dutch, we translated the words to English in this figure to improve readability.

Figure 4. Swarm plot depicting the support vector machine–derived probability of being either non-rheumatoid arthritis (blue) or rheumatoid arthritis
(green) for the Leiden-A data set. The dotted lines display the optimal cutoffs. Sens: sensitivity, Spec: specificity; PPV: positive predictive value; NPV:
negative predictive value; Acc: accuracy; F1: F1 score.

Final Method Testing of Case Identification
In the Leiden-B data set, rheumatoid arthritis support vector
machine classifier (Table 1) identified 64 cases with a cut-off
of 0.99 (with corresponding PPV 0.94, sensitivity 0.71,
specificity 1.00, NPV 0.97, and F1 score 0.81) and 104 cases

with a cut-off of 0.53 (with corresponding PPV 0.75, sensitivity
0.93, specificity 0.97, NPV 0.99, and F1 score 0.83). In the
complete Leiden data set of 23,300 patients using the first
(precise) cut-off resulted in 2873 cases of rheumatoid arthritis
and the second (inclusive) cut-off resulted in 6453 cases of
rheumatoid arthritis.
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Table 1. Support vector machine confusion matrices for the Leiden-B test set (n=1000) .

Support vector machine 2 (cut-off=0.53)Support vector machine 1 (cut-off=0.99)Clinician-based

Rheumatoid arthritisNon–rheumatoid arthritisRheumatoid arthritisNon–rheumatoid arthritis

26 (false positive)890 (true negative)4 (false positive)912 (true negative)Non–rheumatoid arthritis

78 (true positive)6 (false negative)60 (true positive)24 (false negative)Rheumatoid arthritis

Validation of Workflow in Erlangen Data

Training and Model Selection
To evaluate the universal applicability of the workflow, we
employed the full pipeline on Erlangen data sets. Again, we ran

all machine learning methods to find the best performing method
using the Erlangen-A data set. Gradient boosting achieved the
best performance (AUROC 0.94; AUPRC 0.85; F1 score 0.81)
(Figure 5). The probability cut-offs for optimized PPV (> 0.90)
and optimized sensitivity (>0.90) were 0.79 and 0.19,
respectively (Multimedia Appendix 5).

Figure 5. (A) Receiver operating characteristics and (B) precision-recall curves for all machine learning methods (solid lines) and the naïve word-matching
method (dotted line) in the training set (Erlangen-A).

Final Method Testing of Case Identification
When we applied the model on the test data set (Erlangen-B),
we obtained similar performance (Table 2) with the predefined
cut-offs as those found for the training data set (Erlangen-A).

The gradient boosting classifier identified 59 cases with a cut-off
of 0.79 (with corresponding PPV 0.97, sensitivity 0.51,
specificity 0.99, NPV 0.87, and F1 score 0.67) and 131 cases
with the cut-off of 0.19 (with corresponding PPV 0.72,
sensitivity 0.84, specificity 0.90, NPV 0.95, and F1 score 0.77).

Table 2. Gradient boosting confusion matrices for the Erlangen-B test set (n=478).

Gradient boosting 2 (cut-off=0.19)Gradient boosting 1 (cut-off=0.79)Clinician-based

Rheumatoid arthritisNon–rheumatoid arthritisRheumatoid arthritisNon–rheumatoid arthritis

37 (false positive)329 (true negative)2 (false positive)364 (true negative)Non–rheumatoid arthritis

94 (true positive)18 (false negative)57 (true positive)55 (false negative)Rheumatoid arthritis

Discussion

Principal Findings
Our study describes the results of a pipeline that applies multiple
machine learning methods as well as naïve word-matching to
create algorithms of case selection (patients with rheumatoid
arthritis in our example) from electronical medical records. We
observed that most methods outperform a naïve word matching
algorithm. Our pipeline created algorithms on both Dutch and
German data that showed a high performance in the testing and

validation phase (F1 score 0.83 and 0.82 respectively). When
we defined the cut-offs for case selection from the first data set
aiming for either a high sensitivity or high PPV, we observed
that the performances were robust in the second data sets
(Leiden-B: PPV 0.94 and sensitivity 0.93; Erlangen-B: PPV
0.97 and sensitivity 0.84).

We believe that our approach of making a center-specific
algorithm is more attractive than the application of an algorithm
developed elsewhere, since our method is more precise, doesn’t
require standardization, and most importantly, it ensures high
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performance within the center. Our method only requires similar
effort as the application of predefined algorithms, namely chart
reviewing a subset of data. Furthermore, our workflow respects
the user’s requirements regarding the case selection. The case
selection can be tailored to being highly precise or sensitive
depending on the chosen cut-off.

Furthermore, this study shows the power of machine learning
approaches to generate cohorts of patients in seconds, laying a
foundation for allowing studies of cohorts with an unprecedented
low cost.

When applying our support vector machine classifier on the
complete Leiden University Medical Centre’s database of 23,300
cases (including the 3000 annotated records) we identified 2873
rheumatoid arthritis cases when employing the stringent
probability threshold of 0.99. The automatic annotation only
took 6.17 seconds, a fraction of the amount of time it would
take to review the medical charts manually.

Future Directions
Our aim was to implement a broadly applicable workflow. The
current versions require installing Anaconda (version 5.1.0) and
Python (version 3.6). Researchers without any computational
experience might feel certain reluctance to start the pipeline.
We tested (without quantification) how easy someone outside
our center could run the pipeline, by sending the scripts to
scientists at Erlangen. Though they implemented the pipeline
with relative ease, we do acknowledge that it was done by
someone with experience in computational languages. Also,
testing the pipeline in Erlangen exposed some unclarities in the
scripts, which have been improved. The next step would be to
perform a usability study, where we could ask users for their
experience as well as test how much time it takes them to get
the script running. We could further improve the usability of
the pipeline by creation of a web-based interface where people
could upload their data and get back their results automatically.
This would require substantial computational resources as the
data sets are large. In addition, we would need to ensure
encryptions processes as clinical notes have a high risk to breach
privacy.

Limitations
We want to note 3 important shortcomings of our study. The
first limitation is that deploying the pipeline requires user
familiarity with implementation software. Our proposed
workflow facilitates building a classifier with a step-by-step
implementation. Affinity with programming is not required,
because all functions for training and evaluation are already
provided. However, some software experience is beneficial
when setting up the environment for the pipeline to run. With
the emergence of machine learning and natural language
processing we would argue that it becomes increasingly useful
to possess the skills required to implement software.

Second, we acknowledge that the workflow was evaluated in
only 2 centers, both with Germanic languages. Although the
pipeline provides language-specific preprocessing with
pretrained tools for most languages, it would be interesting to
investigate if similar performance can be achieved in centers

with low lexical similarities to the Dutch language (eg,
languages without a Latin-based alphabet).

Finally, we acknowledge that the models’ performances can be
further optimized by fine-tuning hyperparameters. These are
parameters of the machine learning method that are provided
prior to training the machine learning method. Additionally, it
is possible to adjust the size of the n-grams to improve the
performance. Since our models consistently performed very
well in training and testing, we did not optimize any parameters
in our study. Furthermore, we only evaluated a handful of
candidate machine learning methods. Our selection is by no
means an exhaustive list of available techniques in the field.
We selected these methods as they cover a variety of machine
learning method and are widely known.

Lessons Learned
We were able to conduct a stringent flow of training and testing,
whereby we used several independent data sets to, first, optimize
the classifiers, and second, to ensure reliable calculations of the
classifiers’ performances by using k-fold cross-validation and
both receiver operating characteristic and precision recall curves
on 10-fold cross-validation, providing a good indication of
performance on unseen data.

To select the best classifier, we performed paired t tests on 5×2
cross-validation rather than 10-fold cross-validation. Although
performing a paired t test on 10-fold cross-validation is a very
common practice, we learned that this test is not recommended.
The correlation between overlaps violates the t test’s assumption
of independence, resulting in more false positives (increased
type I error); 5×2 cross-validation splits the data set 50/50 and
is, therefore, more suitable for statistical analysis. However,
5×2 cross-validation is confined to a small training set, which
is why we also used 10 cross-validations to approximate the
performance on unseen data.

Our study is not the first to examine methods for disease
identification from EHR [3]. Studies have employed
high-throughput methods on structured data such as ICD
(billing) codes. Regrettably, such codes have a poor performance
because they describe why a patient is examined, which does
not strictly mean that a patient has that diagnosis. More
successful algorithms (often called phenotype algorithms)
combined a variety of methods including rule-based case
identification and natural language processing [2]. Though these
algorithms have a good median performance when tested in
multiple clinics, on an individual center PPV varies (below 0.5
for several clinics) [2]. Moreover, several centers required
additional tailoring to allow application of the algorithms. This
is not surprising since health clinics have different protocols
for registering information.

As gold standard, we purposely chose the diagnosis of the
treating rheumatologist in contrast to counting the disease
classification criteria [17,18]. The problem with the latter is that
classification criteria have been developed for research and not
for clinical practice where all information including additional
tests in the differential diagnostic workup are taken into account.
Moreover, the exact information for individual criteria is often
not precisely registered in EHRs.
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We ran several sensitivity analyses to explore the influence of
disease prevalence and number of selected patients on the
model's performance. The support vector machine classifier
was robust over different selections of training data (low
standard error on the cross-validation results), number of training
samples, and imbalances of case number. These analyses also
showed that in our Leiden data the annotation of 600 patients
would have been sufficient to build a reliable classifier. We
acknowledge that due to difference in feature variance, the
optimal number of patients required to train the classifier might
differ between centers.

Generalizability of the Workflow
The support vector machine was the best classifier for Leiden-A
(F1 score 0.83), although the difference was not significant with
respect to the gradient boosting, neural networks, and random
forest. The support vector machine was employed in the
independent Leiden-B data set with similarly good performance
(F1 score 0.81). We predefined 2 thresholds of the rheumatoid
arthritis support vector machine probabilities on the first Leiden
data (Leiden-A) aiming for either a high precision (PPV 0.94),
or a high sensitivity (sensitivity 0.93). When we applied these
predefined cut-offs in the second set of patients we obtained
similarly high test characteristics (PPV 0.96, sensitivity 0.70,
specificity 1.00, NPV 1.00 with the highly precise threshold,
and PPV 0.72, sensitivity 0.96, specificity 0.97, NPV 1.00 with
the highly sensitive threshold). Finally, we ran the same

workflow of training and testing as employed on the Dutch
Leiden data to the German Erlangen data. Again, we built a
high performing classifier (in this case gradient boosting
performed best) that gave consistent results for both settings
(PPV 0.97, sensitivity 0.51, specificity 0.99, NPV 0.87 with the
highly precise threshold, and PPV 0.72, sensitivity 0.84,
specificity 0.90, NPV 0.95 with the highly inclusive threshold).

The gradient boosting has the best performance in the Erlangen
data, while in the Leiden data the support vector machine
performs the best. This is not necessarily surprising, as “there
is no such thing as a free lunch” (meaning that a universal best
algorithm does not exist) [19]. The high performance of the
support vector machine is achieved by generalizing the Leiden
data. There is no guarantee that the technique used in the Leiden
data set will also perform the best in the Erlangen data set.
Notably, in each data set, both methods performed very well
with only very modest differences. The slight deviations in
performance between the methods could be caused by language
differences and characteristic notations of the center.

In accordance with the FAIR principles [20], we have made all
our scripts publicly available and optimized them so scientists
may use them regardless of prior experience (Figure 6) [16].
We advise centers not to use our specific classifier but to follow
the workflow as presented in this paper and build a classifier
that fits the local data best.

Figure 6. Flowchart describing the steps to apply the machine learning scripts to new data. EHR: electronic health record; MLM: machine learning
method; NLP: natural language processing; PPV: positive predictive value; ROC: receiver operating characteristic; TF-IDF: term frequency by inverse
document frequency.

Conclusion
The workflow facilitates the production of highly reliable
center-specific machine learning methods for the identification
of patients with rheumatoid arthritis from format-free text fields.

Our results suggest that our workflow can easily be applied to
other EHRs or other diseases and is not restrained by specific
language, EHR software, or treatments. This methodology of
machine learning for EHR data extraction facilitates cohort
studies (with regard to cost and size).
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In “Use of an Electronic Clinical Decision Support System in
Primary Care to Assess Inappropriate Polypharmacy in Young
Seniors With Multimorbidity: Observational, Descriptive,
Cross-Sectional Study” (JMIR Med Inform 2020;8(3):e14130)
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Abstract

Background: The United States, unlike other high-income countries, currently has no national unique patient identifier to
facilitate health information exchange. Because of security and privacy concerns, Congress, in 1998, prevented the government
from promulgating a unique patient identifier. The Health and Human Services funding bill that was enacted in 2019 requires
that Health and Human Services report their recommendations on patient identification to Congress. While there are anecdotes
of incomplete health care data due to patient misidentification, to date there have been insufficient large-scale analyses measuring
improvements to patient care that a unique patient identifier might provide. This lack of measurement has made it difficult for
policymakers to balance security and privacy concerns against the value of potential improvements.

Objective: We sought to determine the frequency of serious drug-drug interaction alerts discovered because a pharmacy benefits
manager uses a universal patient identifier and estimate undiscovered serious drug-drug interactions because pharmacy benefit
managers do not yet fully share patient records.

Methods: We conducted a retrospective study of serious drug-drug interaction alerts provided from September 1, 2016 to August
31, 2019 to retail pharmacies by a national pharmacy benefit manager that uses a unique patient identifier. We compared each
alert to the contributing prescription and determined whether the unique patient identifier was necessary in order to identify the
crossover alert. We classified each alert’s disposition as override, abandonment, or replacement. Using the crossover alert rate
and sample population size, we inferred a rate of missing serious drug-drug interaction alerts for the United States. We performed
logistic regression in order to identify factors correlated with crossover and alert outcomes.

Results: Among a population of 49.7 million patients, 242,646 serious drug-drug interaction alerts occurred in 3 years. Of these,
2388 (1.0%) crossed insurance and were discovered because the pharmacy benefit manager used a unique patient identifier. We
estimate that up to 10% of serious drug-drug alerts in the United States go undetected by pharmacy benefit managers because of
unexchanged information or pharmacy benefit managers that do not use a unique patient identifier. These information gaps may
contribute, annually, to up to 6000 patients in the United States receiving a contraindicated medication.

Conclusions: Comprehensive patient identification across disparate data sources can help protect patients from serious drug-drug
interactions. To better safeguard patients, providers should (1) adopt a comprehensive patient identification strategy and (2) share
patient prescription history to improve clinical decision support.

(JMIR Med Inform 2020;8(11):e23353)   doi:10.2196/23353
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patient identification; pharmacy benefit manager; interoperability; adverse drug event; identity management; identifier; pharmacy;
pharmaceuticals; drug
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Introduction

Patient Identification in the United States
Interoperability is a key factor in the quality of health care [1-3].
Many anecdotes describe information failing to reach a provider,
or providers overlooking records belonging to the same patient,
hindering clinical decision making [4,5]. The Centers for
Medicare and Medicaid Services Interoperability and Patient
Access final rule [6] facilitates better exchange, but without
consistent patient identification, its success will be limited.
Comprehensive patient identification accurately and efficiently
integrates typically fragmented patient data to create a more
complete record while mitigating the incorrect linkage of health
care data belonging to other patients.

American providers currently do not have a national unique
patient identifier to facilitate patient information exchange.
Congress, in 1998, prevented the government from promulgating
a unique patient identifier by prohibiting funding for such an
initiative. Social security number use was not explicitly
prohibited, and its use in health care continues. However,
privacy concerns persist, and use of social security numbers for
health care identity management is steadily declining [7].

The unique patient identifier debate continued until 2019, when
the House and Senate bills funding the Department of Health
and Human Services diverged. The House bill [8,9] would have
enabled the Department of Health and Human Services to
promulgate a unique patient identifier; the Senate bill [10] would
not. The law enacted in December 2019 was a compromise,
requiring that the Department of Health and Human Services
report recommendations on patient identification to Congress
[11,12]. This study is submitted in part to help inform that
recommendation.

While differing models for unique patient identifier assignment
exist, a prevailing model in many high-income countries
leverages entry events. A central system recognizes an event
that occurs once per patient (eg, birth, immigration) and assigns
a unique patient identifier. Providers then use the centrally
assigned unique patient identifier to identify the patient.

Another model that is common in US health care systems uses
demographic matching to assign a unique patient identifier.
Providers use demographic information (eg, first name, last
name, date of birth, address) to identify the patient, applying
the existing unique patient identifier if successfully identified.
Otherwise, a new unique patient identifier is assigned.
Demographic matching is susceptible to error and as
demographics change, providers risk incorrectly duplicating or
merging patients.

Patient Identification and Interoperability in Pharmacy
Benefit Managers
Pharmacy is one area of health care where inexact identification
can adversely impact patients. Prescription history enables
providers to help patients avoid serious drug-drug interactions.
Although estimates for serious drug-drug interaction risks vary
[13-17], there is ample evidence that they can be dangerous.

To mitigate these risks, both pharmacy benefit managers and
dispensing pharmacies perform prospective drug utilization
review using prescription history before dispensing drugs
[18,19], which assesses the requested medication in the context
of the patient’s prescription history and is well-established in
pharmacy practice. When electronic review identifies a
potentially serious drug-drug interaction, the pharmacy benefit
manager alerts the pharmacist through a claim rejection.

Although pharmacy benefit managers process two-thirds of
prescriptions in the United States [20], they may lack access to
comprehensive prescription histories. During claim adjudication,
pharmacy benefit managers aggregate prescriptions filled by
multiple pharmacies, creating a history that is more complete
than that of any single pharmacy. While pharmacy benefit
manager intervention is a secondary defense against serious
drug-drug interactions, it augments other medication safeguards.

However, pharmacies can capture prescription history
information to which pharmacy benefit managers lack access.
Patients may self-pay or obtain reimbursement of prescription
costs through manufacturer coupons. Complete visibility into
a patient’s prescription history is also limited when a patient
transitions between pharmacy benefit managers.

If the dispensing pharmacy system lacks the patient’s prior
prescriptions, a labor-intensive process to obtain prescription
history may be needed, rendering automated prospective drug
utilization review less effective. Consequently, without complete
electronic prescription data, automated prospective drug
utilization reviews fail to adequately detect potentially serious
problems.

Some pharmacy benefit managers have technology to detect
records with similar demographics, assigning those to a single
unique patient identifier, and using that unique patient identifier
during prospective drug utilization review. Other pharmacy
benefit managers may use a beneficiary identifier to identify
the patient. The latter would treat a record from a new payor as
a new patient, omitting the relevant prescription history from
prospective drug utilization review and missing serious
drug-drug interactions.

Patients risk serious drug-drug interactions going unidentified
when their beneficiary identifier changes or when a different
pharmacy benefit manager assumes management of their
prescriptions. Changes can occur in 1 of 3 ways: (1) The patient
changes payor (eg, insurer, employer, labor union, etc) and the
new payor uses a different pharmacy benefit manager. Upon a
benefit change (employment change, Medicare eligibility, work
injury, discount card usage, etc), if the new payor uses a
different pharmacy benefit manager, that new pharmacy benefit
manager typically does not obtain the patient’s prescription
history from the prior pharmacy benefit manager. (2) The payor
chooses a new pharmacy benefit manager. When payors select
a different pharmacy benefit manager, prescription histories are
not always forwarded to the new pharmacy benefit manager.
(3) The patient changes payor, but the new and old payors
happen to use the same pharmacy benefit manager. The patient
adopts a new benefit but keeps the same pharmacy benefit
manager.
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Objective
To date, few formal studies have evaluated how interoperability
or use of a unique patient identifier affects clinical results. While
prior studies have examined potential cost savings [21,22], we
are unaware of studies assessing the relationship between use
of a unique patient identifier or interoperability and clinical
outcomes for large populations.

Regardless of the strategy used to assign a unique patient
identifier, increasing evidence links inaccurate identification to
poor outcomes [23-28]. Thus, some health care identity experts
opine that improved identification methods such as a unique
patient identifier may reduce adverse patient outcomes [29].
This study compares the edits resulting from application of a
unique patient identifier to prospective drug utilization review
with those from not using a unique patient identifier to measure
the improvements a unique patient identifier might provide and
forecast improvements resulting from broad interoperability.

We hypothesize that using a unique patient identifier to
aggregate prescription history for prospective drug utilization
review can improve the completeness of patient prescription
history, yielding more accurate detection of drug-drug
interactions. Our primary objective was to quantify the extent
to which a unique patient identifier can improve prospective
drug utilization review’s ability to identify serious drug-drug
interactions compared to that when using a beneficiary identifier.
To contextualize the rate of missing alerts, we measured how
often patients migrate between pharmacy benefit managers.

Our second objective was to forecast the improvement in
prospective drug utilization review accuracy under the
assumption that clinical decision makers have comprehensive
access to patient prescription history enabled by a broadly
available unique patient identifier.

Methods

This retrospective analysis uses serious drug-drug interaction
alerts that were provided to retail pharmacies at the time of
adjudication from September 2016 to August 2019 among a
patient population of 49.7 million serviced by a large national
pharmacy benefit manager. The pharmacy benefit manager
aggregates prescription history data for real-time prospective
drug utilization review using proprietary deterministic
algorithms to link records to the same unique patient identifier.
While no algorithm is perfect, a unique patient identifier can
improve patient record completeness [30].

Drug interaction alerts are triggered by a prescription and a
precipitating claim. For our first objective, we determined
whether each serious drug-drug interaction alert was captured
using the same health insurance identifier for both the
prescription and precipitating claim. When the precipitating
claim originated under different insurance in the absence of a
unique patient identifier, we assumed that the pharmacy benefit
manager failed to detect serious drug-drug interaction and
generated no alert. When the unique patient identifier identified
the precipitating claim, enabling prospective drug utilization
review to trigger a serious drug-drug interaction alert despite

different insurance, we called this event a crossover alert. We
measured how often crossover alerts occur, relative to all alerts.

For our second objective, we categorized each serious drug-drug
interaction alert into 1 of 3 outcomes:

1. Override: The patient receives the medication subsequent
to internal pharmacy review within 14 days of the serious
drug-drug interaction alert.

2. Replacement: The patient receives another medication
treating the same condition within 14 days.

3. Abandonment: The patient did not receive a prescription
for another medication treating that condition within 14
days.

We performed chi-square and student t tests on bivariate findings
and used logistic regression to identify factors correlated with
crossover alerts and each of the 3 outcomes (abandonment,
override, and replacement). We examine covariates with
nonscalar data separated into dichotomous factors representing
the more commonly occurring values, including drug, by First
Databank specific therapeutic class; Drug Enforcement Agency
schedule; month and year of service; type of pharmacy benefit,
including Medicare Part D; Exchange Plan under the Affordable
Care Act; Medicaid; and Other, including commercial and
employer plans; patient age and gender as reported by the payor.
We present odds ratios from the logistic regressions alongside
the bivariate findings in each of the specific results sections.
We also performed a multinomial logistic regression for
abandonment and replacement compared to override, in order
to rule out inflation of any significance measurements.

Using the serious drug-drug interaction crossover alerts observed
and the market share of the pharmacy benefit manager
population studied and applying national proportional weights
for gender and age distributions, we estimated rates of missing
alerts for the entire US insured population.

We assumed that patients randomly remain or transition from
their pharmacy benefit manager each year. New health insurance
identifiers are typically assigned not by the pharmacy benefit
manager but by the payor. Except for patients choosing a new
Medicare Part D plan, a patient does not directly select a
pharmacy benefit manager, and patients do not choose a new
employer on the basis of the pharmacy benefit manager serving
the employees. We also assumed that other factors influencing
serious drug-drug interactions (ie, demographics, prescribing
patterns, self-pay rates, etc) in the observed and unobserved
populations were similar.

Crossover alerts were observed in a subset of the US population.
We assumed that if pharmacy benefit managers could access
prescription records for the remaining population using a
common unique patient identifier, crossover alerts of serious
drug-drug interactions would reflect all transitioning patients,
rather than just those transitioning within a pharmacy benefit
manager. Alerts would increase by a proportion that we labeled
a proportionality factor, which was defined as the US insured
population (91.5% of 328 million) [31] divided by the
population studied. We again used age and gender weightings
to estimate annual serious drug-drug interaction alerts for the
entire US population. We estimated an additional crossover
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alert percentage by multiplying the crossover alert percentage
by the proportionality factor.

While serious drug-drug interaction alerts resulting in
replacement or abandonment can improve outcomes, we
assumed that overridden alerts do not. To estimate annual
unidentified alerts that might have helped prevent a
contraindicated dispensing, we counted only the proportion that
would have resulted in abandonment or replacement as the
product of (1) annual national alerts, (2) the crossover alert
percentage, and (3) the percentage of serious drug-drug
interaction alerts abandoned or replaced.

To contextualize the rate of missing alerts, we measured how
often patients migrate between pharmacy benefit managers
independently of payor transition. We identified patients taking
2 commonly prescribed medications with indications for
long-term preventative therapy for highly prevalent chronic
conditions: atorvastatin, indicated for hyperlipidemia, and
amlodipine besylate, for hypertension. We expected a high
proportion of these patients would have regular claims for these
medications throughout the study period. We select patients
aged 38 to 48 years old, a range associated with a 2-year
mortality rate lower than 1% [32] and identified 2 cohorts: one
with at least 2 claims for 1 or both of these medications in 2017,
and one with at least 2 claims in the year 2019. For the 2019
cohort, we determined the proportion of patients that were
present in 2018 and 2017. For the 2017 cohort, we measured
yearly attrition rates in 2018 and 2019.

Results

General
For the 49.7 million patients (16.5% of insured population)
included in the analysis, 1,436,799,263 total claims were
processed during the study period.

From those claims, prospective drug utilization review identified
242,646 serious drug-drug interaction alerts. Among those alerts,
2388 (0.98%) were crossover alerts. Consequently,
approximately 1% of all serious drug-drug interaction alerts
would not have been detected, were the prospective drug
utilization review limited to histories linked to the patient health
insurance identifier. Since 16.5% of the insured population had
242,646 serious drug-drug interaction alerts in 3 years, we
estimated the US insured population has 458,285 annual serious
drug-drug interaction alerts (age- and gender-adjusted).

Alert Results
Of the 242,646 serious drug-drug interactions, 16.5% (40,128)
were abandoned, 73.5% (178,239) were overridden, and 10.0%
(24,279) were replaced. Crossover alerts were overridden and
abandoned at rates indistinct from those of noncrossover alerts
(noncrossover abandoned: 39,601/240,258, 16.5%, crossover
abandoned: 527/2388, 22.1%; P<.001; noncrossover overridden:
176,551/240,258, 73.5%, crossover overridden: 1688/2388,
70.7%, P=.002). Significantly fewer crossover alerts were
replaced compared with noncrossover alerts (173/2388, 7.2%
vs 24,106/240,258, 10.0%, P<.001).

Month
Figure 1 shows crossover alerts occurred significantly more
often in January (414/21,801, 1.9%; P<.001), February
(276/20,226, 1.4%, P<.001) and March (262/21,670, 1.2%,
P<.001), while no differences were noted for the remainder of
the year. Multivariate analysis showed that alerts in January
were 2.44 (95% CI 2.18-2.74) times more likely to be crossover
alerts, those in February were 1.75 (95% CI 1.53-2.00) times
more likely to be crossover alerts, and those in March were 1.52
(95% CI 1.33-1.74) times more likely to be crossover (P<.001).
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Figure 1. Monthly percentage of alerts crossing insurance identifier (September 1, 2016 to August 31, 2019).

Benefit Type
Figure 2 indicates that among Medicaid beneficiaries, crossover
alerts occurred less often (60/11,668, 0.5%; P<.001) and did

not spike in the first quarter. The percentage of serious drug-drug
interaction crossover alerts among patients enrolled in an
Affordable Care Act Exchange Plan was higher (85/6173, 1.4%;
P=.002).

Figure 2. Monthly percentage of alerts crossing insurance identifier by payor type (September 1, 2016 to August 31, 2019).

Age
Figure 3 highlights that crossover alerts occurred more often at
age 19 (7/252, 2.8%; P=.004), 5.37 times more likely than
patients at ages other than 19, 26, and 65 (95% CI 2.50-11.47;

P<.001), and significantly more often at age 65 (193/6431,
3.0%; P<.001), 2.95 times more likely (95% CI 2.53-3.45;
P<.001). The rate of crossover alerts was directionally higher
in bivariate analysis (12/783, 1.5%) at age 26, but not at the
level of statistical significance (P=.12). However, multivariate
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results found that patients aged 26 years were 2.38 times more
likely to have crossover alerts (95% CI 1.26-4.47; P=.007).
Patients younger than 17 years of age seldom experienced

serious drug-drug interaction alerts (720/242,646 or 0.3% of
the total alerts).

Figure 3. Percentage of alerts crossing insurance identifier by age (September 1, 2016 to August 31, 2019).

Patient Movement Between Pharmacy Benefit
Managers
We found 373,929 patients between 38 and 48 years of age with
at least 2 claims for atorvastatin or amlodipine besylate during
2017. Of those, 69,500 (18.6%) had no claims processed by this
pharmacy benefit manager during 2018, and 117,069 (31.3%)
had no claims processed by this pharmacy benefit manager
during 2019. We similarly found 412,101 patients who had at
least 2 claims for atorvastatin or amlodipine besylate during
2019, when they were between 38 and 48 years of age. Of those,
76,222 (18.5%) had no claims processed by this pharmacy
benefit manager in 2018, and 147,520 (35.8%) had no claims
processed by this pharmacy benefit manager in 2017. These
findings confirm our assumption that patients move regularly
between pharmacy benefit managers.

Therapeutic Class
Antibiotics generated the most serious drug-drug interaction
alerts overall. Macrolide antibiotics represented 22.5%
(54,667/242,646) of all serious drug-drug interaction alerts, and
quinolone antibiotics represented 14.5% (35,083/242,646). The
second most common was opioids: opioids with nonsalicylates
(eg, acetaminophen with codeine) represented 9.6%
(23,323/242,646) of all serious drug-drug interaction alerts, and
opioid analgesics (eg, tramadol) represented 7.9%
(19,239/242,646) of all serious drug-drug interaction alerts.
Third was products treating erectile dysfunction (representing
9.9%, 24,090/242,646) of all serious drug-drug interaction alerts
and pulmonary arterial hypertension (representing 3.1%,
7632/242,646) of all serious drug-drug interaction alerts. Both

erectile dysfunction and pulmonary arterial hypertension
medications contain sildenafil and tadalafil.

The rate of crossover alerts was significantly higher (P<.001)
among claims for erectile dysfunction medications (487/24,090,
2.0%), pulmonary arterial hypertension (171/7632, 2.2%), and
vasodilators (499/20,342, 2.4%) compared to those of all other
therapy classes. Multivariate analysis shows that alerts for
erectile dysfunction drugs were 3.23 (95% CI 2.70-3.88) times
more likely to be crossover, alerts for pulmonary arterial
hypertension were 3.48 (95% CI 2.81-4.31) times more likely,
and alerts for vasodilators were 3.99 (95% CI 3.35-4.77) times
more likely (P<.001). Drug classes with lower than average
crossover alert rates included macrolide antibiotics 0.8%
(430/54,667; P<.001), quinolone antibiotics 0.76% (267/35,083;
P<.001), opioid nonsalicylates 0.5% (126/23,323; P<.001), and
opioid analgesics 0.5% (89/19,239; P<.001).

Using all therapeutic classes as the reference category, the
replacement rate was higher among macrolide antibiotics
(9237/54,667, 16.9%), which were 1.38 times more likely to
be replaced (95% CI 1.34-1.42; P<.001); opioid analgesics
(3541/19,239, 18.4%), which were 1.92 times more likely to
be replaced (95% CI 1.80-2.05; P<.001); and opioid
nonsalicylates (5521/23,323, 23.6%), which were 2.38 times
more likely to be replaced (95% CI 2.22-2.54; P<.001). Fewer
replacements occurred among erectile dysfunction medications
(333/24,090, 1.4%), which were 0.52 times less likely to be
replaced (95% CI 0.49-0.55; P<.001); vasodilators (233/20,342,
1.1%), which were 0.41 times less likely to be replaced (95%
CI 0.38-0.44; P<.001); and pulmonary arterial hypertension
medications (25/7632, 0.32%), which were 0.39 times less likely
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to be replaced (95% CI 0.32-0.49; P<.001). Abandonment was
infrequent for macrolide antibiotics (3615/54,667, 6.6%, P<.001)
but common for erectile dysfunction (8946/24,090; 37.1%,
P<.001) and pulmonary arterial hypertension (5888/7632,
77.2%, P<.001) medications.

Gender
Males exhibited a higher proportion of crossover alerts than
females (males: 1655/132,449, 1.3%; females: 733/110,197,
0.7%; P<.001). However, multivariate analysis indicated results
were not significant (P=.38)

Additional Crossover Alerts Forecasted With Complete
Unique Patient Identifier and Information Exchange
The proportionality factor was (1 / 0.165) – 1= 5.06. Assuming
an effective unique patient identifier and complete sharing of
prescription data, crossover alerts would increase by a factor of
5.06, resulting in a crossover alert percentage of 5.0%, compared
to the original 0.98% (2388/242,646). This rate would be
greatest in January, when crossovers are more common.
Assuming effective unique patient identifier and complete
sharing of prescription data, additional crossover alerts found
during January, with an observed crossover alert rate of 1.9%
(414/21,801), would increase to 9.6% using the proportionality
factor.

Total Estimated Annual Serious Drug-Drug Interaction
Alerts Undiscovered
Using the projected crossover alert percentage of 5.0%, our
results indicate that, annually, 22,730 serious drug-drug
interaction alerts are undetected by the pharmacy benefit
manager.

Total Estimated Annual Serious Drug-Drug Interaction
Alerts That May Result in a Contraindicated
Dispensing
We estimate that of the 22,730 undetected serious drug-drug
interaction alerts, 6023 (26.5%) would have been replaced or
abandoned had they been detected. We therefore estimate that
undetected serious drug-drug interaction alerts may contribute
to up to 6023 annual contraindicated dispensings because the
pharmacy benefit manager does not alert the pharmacy.

Discussion

Principal Findings
A significant minority of patients moves annually within and
among pharmacy benefit managers, increasing the risk for
undetected serious drug-drug interaction alerts due to lack of
interoperability and consistent identification. Our analysis
highlights several important factors associated with these
transitions. Understanding these factors both highlights the need
for improved interoperability and can inform future
interoperability improvements to mitigate clinical risk.

Most prescriptions are dispensed for a maximum supply of 90
days, thus precipitating claims more than 3 months old are
unlikely to trigger a serious drug-drug interaction alert.
Therefore, the peak in crossover alerts observed January through
March may be explained by patient transition to a new,

nonintegrated payor, often at the beginning of each calendar
year, fragmenting prescription history. The new pharmacy
benefit manager accumulates new pharmacy claims as February
progresses into March. These new claims increasingly trigger
their own serious drug-drug interaction alerts, while crossover
alerts requiring an integrated prescription history decrease.

In addition to yearly fluctuations, health insurance transitions
are heightened at specific ages. Crossover alerts increase at ages
19 and 26, resulting from transitions from a family plan, and at
age 65 from transitions into Medicare.

We hypothesize that lower-income Medicaid beneficiaries,
compared to those of Medicare Part D and employer plan
beneficiaries, experience fewer crossover alerts for several
reasons. When patients transition to Medicaid, they often have
no immediate prior coverage and no associated prescription
history. Patients with permanent disabilities having lifelong
Medicaid eligibility are also unlikely to switch plans.
Medicaid-eligible patients can apply throughout the year, and
we did not observe seasonal variation in crossover alert rates
for Medicaid beneficiaries. In contrast, Exchange Plan patients
must choose their insurer at year-end, and they experience more
crossover alerts, particularly in January.

The observed increase in crossover alerts associated with
sildenafil and tadalafil may result from noncoverage.
Prescription plans often deny benefits for erectile dysfunction
treatment. Consequently, patients often seek alternative coverage
for these medications, which results in prescription history
recorded under a different beneficiary identifier. Vasodilators,
which interact with sildenafil and tadalafil, produce more
crossover alerts. Noncoverage of erectile dysfunction may also
explain the higher rate of crossover alerts for males
(24,018/24,090, 99.7% of claims for erectile dysfunction
products and 5938/7632, 77.8% of pulmonary arterial
hypertension products are dispensed to reported males).

We found a statistical but not clinically meaningful difference
in pharmacy response to crossover versus their response to
noncrossover alerts. The pharmacy benefit manager studied
does not disclose to pharmacies whether a serious drug-drug
interaction alert is a crossover alert. The alerted pharmacist
learns that the patient has a potential conflict, not how the
conflict was identified.

While we observed differences between the rates of crossover,
replacement, override, and abandonment among the pharmacy
chains studied, these differences were not meaningful and did
not impact our conclusions. Similarly, differences, though small,
were noticed in average days’ supply for crossovers but did not
impact our conclusions. We hypothesize that the findings of
differences in mean days’ supply between replacements and
overrides is related to the dispensed drug. Antibiotics, as
opposed to opioids and erectile dysfunction drugs, are more
often replaced and more often dispensed for an acute treatment
period.

Our results suggest that improved identification and medication
history exchange could help pharmacy benefit managers identify
up to 5.0% additional serious drug-drug interactions, and in
January, up to 9.7% additional serious drug-drug interactions.
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Limitations
It is possible that many serious drug-drug interaction alerts
identified by pharmacy benefit managers using a unique patient
identifier may also be detected by the dispensing pharmacy.
We lack data to determine the proportion of serious drug-drug
interaction alerts triggered by both the pharmacy benefit
manager and the pharmacy, as well as the proportion identified
solely by the pharmacy benefit manager. Nevertheless, it is clear
that using a unique patient identifier enhances the pharmacy
benefit manager’s ability to identify serious drug-drug
interaction alerts. That being said, we do not directly link unique
patient identifier usage to improved health outcomes.

While a unique patient identifier appears to be helpful, differing
deployments of unique patient identifier may have varying
benefits or introduce novel problems. A unique patient identifier
with false positive matches may lead to false positive serious
drug-drug interaction alerts, and errors in transcribing a unique
patient identifier may lead to misidentification. Furthermore,
this study does not address the influence of e-prescribing, which
may improve the prescriber’s awareness of the patient’s
prescription history and thereby reduce the risk of unmanaged
serious drug-drug interactions.

Many factors contribute to the feasibility of various strategies
for improving identity. Chief among them is accuracy of the
matching process, and the corresponding improvement in
clinical outcomes. While this study evaluated the clinical
outcomes that could be realized through improved identification,
we do not address the issues of privacy and security, which we
acknowledge have posed significant barriers to deployment of
a national unique patient identifier.

Our results may not be generalizable to other health care
contexts. Other providers who receive patient data in different
ways will face different challenges. The impact of improved
identification on clinical outcomes depends on many factors
including workflow, data sources, and data quality. Thus, it is
likely that providers in other roles who adopt comprehensive
patient identification strategies will achieve different degrees
of improvement. However, our results suggest that improved
identification can improve outcomes, in this case detection of
serious drug-drug interaction alerts. Estimates of impact will
require experimental verification and further analysis in
additional settings.

Conclusion
Because the US lacks both a comprehensive identification
strategy and ubiquitous health information exchange, our results
indicate that up to 6023 contraindicated codispensings may go
undetected each year among insured patients. Although progress
is being made in US health care systems toward more
comprehensive interoperability, fragmented information silos
remain the status quo. When patients transition to a new insurer
or pharmacy benefit manager, their identity and historical
prescription data do not seamlessly follow. Subsequently,
pharmacy benefit managers may lack both identifying
information and historical data.

A prospective drug utilization review process that does not rely
upon a comprehensive patient identity strategy is likely to miss

serious drug-drug interaction alerts. A pharmacy benefits
manager with a significant market share of the US population
that uses only an insurance identifier to aggregate patient records
for prospective drug utilization review is likely to miss 1% or
more of serious drug-drug interaction alerts, even when using
patient information that they already possess but have not linked.
The risk of missed serious drug-drug interaction alerts is greater
when patients commonly move between benefits: each year in
the month of January, and at the ages of 19, 26, and 65.

Additional alerts detected solely through the adoption of a
unique patient identifier (ie, without interoperable data sharing)
are likely to increase in direct proportion to the size of the
population a pharmacy benefit manager system serves. A
pharmacy benefit manager that serves more than 15% of the
US population and begins using a unique patient identifier in
prospective drug utilization review (without any new data
transfers) is likely to find an additional 1% serious drug-drug
interaction alerts among its patients. A pharmacy benefit
manager with smaller market share is likely to identify fewer
additional serious drug-drug interaction alerts.

Increased prospective drug utilization review alerting rates
beyond those achieved with improved identification can likely
be realized with routine information sharing between providers.
If all pharmacy benefit managers comprehensively exchanged
information for the purpose of prospective drug utilization
reviews, it is likely that pharmacy benefit managers would
identify 5% more serious drug-drug interaction alerts.

However, serious drug-drug interaction alerts in the future will
not necessarily be discovered at the pharmacy counter. As
electronic health record systems capture more pharmacy claims
data, physician office visits should benefit from more complete
patient medication history. This additional data may enable
electronic health records to identify more serious drug-drug
interaction risks before transmitting a prescription to the
pharmacy.

In order to minimize serious drug-drug interactions, we must
ensure that comprehensive medication history data is available
to prospective drug utilization review. Pharmacy benefit
managers that have not implemented a comprehensive patient
identity management strategy for prospective drug utilization
review should consider doing so. In similar fashion, stakeholders
across the health care spectrum should consider implementing
comprehensive patient identity management and information
exchange strategies to minimize medical errors due to
incomplete and missing data.

In order to identify more serious drug-drug interaction alerts,
pharmacy benefit managers must ensure that prescribing history
is available at times of transition. To do so, pharmacy benefit
managers should routinely share new patients’ prior history,
regardless of whether transitioning payors request the transfer.
Other providers in the health care community should also plan
to use interoperability standards in order to obtain relevant
records about each patient before providing services.

In the short term, until these measures are achieved, pharmacists
should be aware that automated prospective drug utilization
review is likely to miss nearly 10% of serious drug-drug
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interaction alerts in January. They should take particular care
during January, ensuring awareness of patients with new
coverage using potentially conflicting medications.

While issues of privacy and security remain to be addressed,
our data shows that consistent identification can help identify

additional serious drug-drug interactions. Given the volume of
opportunities to improve patient care, the health care system
should choose the most accurate identification strategy possible.
We hope that others will conduct similar studies in other areas
of the health care ecosystem to forecast benefits from patient
identification and patient-record sharing.
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Abstract

Background: The study of adverse childhood experiences and their consequences has emerged over the past 20 years. Although
the conclusions from these studies are available, the same is not true of the data. Accordingly, it is a complex problem to build
a training set and develop machine-learning models from these studies. Classic machine learning and artificial intelligence
techniques cannot provide a full scientific understanding of the inner workings of the underlying models. This raises credibility
issues due to the lack of transparency and generalizability. Explainable artificial intelligence is an emerging approach for promoting
credibility, accountability, and trust in mission-critical areas such as medicine by combining machine-learning approaches with
explanatory techniques that explicitly show what the decision criteria are and why (or how) they have been established. Hence,
thinking about how machine learning could benefit from knowledge graphs that combine “common sense” knowledge as well
as semantic reasoning and causality models is a potential solution to this problem.

Objective: In this study, we aimed to leverage explainable artificial intelligence, and propose a proof-of-concept prototype for
a knowledge-driven evidence-based recommendation system to improve mental health surveillance.

Methods: We used concepts from an ontology that we have developed to build and train a question-answering agent using the
Google DialogFlow engine. In addition to the question-answering agent, the initial prototype includes knowledge graph generation
and recommendation components that leverage third-party graph technology.

Results: To showcase the framework functionalities, we here present a prototype design and demonstrate the main features
through four use case scenarios motivated by an initiative currently implemented at a children’s hospital in Memphis, Tennessee.
Ongoing development of the prototype requires implementing an optimization algorithm of the recommendations, incorporating
a privacy layer through a personal health library, and conducting a clinical trial to assess both usability and usefulness of the
implementation.

Conclusions: This semantic-driven explainable artificial intelligence prototype can enhance health care practitioners’ ability
to provide explanations for the decisions they make.

(JMIR Med Inform 2020;8(11):e18752)   doi:10.2196/18752
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mental health surveillance; semantic web; knowledge-based recommendation; digital assistant; explainable artificial intelligence;
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Introduction

Background
The concept of adverse childhood experiences (ACEs) has been
recognized for quite some time but was first formally studied
in the CDC-Kaiser landmark study [1], which uncovered the
strong connection between ACEs and the development of risk
factors for different negative health outcomes that threaten the
well-being of populations throughout their life course. Social
determinants of health (SDoH) are measurable indicators of
social conditions in which a patient is embedded. Individuals
who experience a more negative burden of these factors within
their neighborhood are at higher risk of negative health outcomes
[2-4]. There is an entire body of research focused on studying
the links between ACEs and SDoH and health outcomes, but
few intelligent tools are available to assist in the real-time
screening of patients and to assess the connection between ACEs
and SDoH, which could help to guide patients and families to
available resources (eg, health care providers, government, and
nongovernment agencies). Other recent works have focused on
developing question-answering (QA) systems for training
nursing practitioners on how to answer patient inquiries [5].

Recommendation systems and digital assistants often require
machine learning (ML), artificial intelligence (AI), and natural
language processing capabilities to effectively connect and
harvest the vast amounts of generated data. They also need to
store, retrieve, and learn from past interactions and experiences
with users. Traditionally, recommendation systems have relied
on classic ML techniques that often cannot provide a full
scientific understanding of the inner workings of the underlying
models. For AI to mimic human intelligence, it needs to
incorporate one of the most important classes of information
people use to make predictions and decisions: context. Although
a standard AI algorithm can learn useful rules from a training
set, it also tends to learn other unnecessary, nongeneralizable
rules, which may lead to a lack of consistency, transparency,
and generalizability. Explainable AI is an emerging approach
for promoting credibility, accountability, and trust in
mission-critical areas such as medicine by combining ML
techniques with explanatory techniques that explicitly show
why a recommendation is made. One way to achieve this is by

considering formal ontologies as an integral part of the learning
process, providing the necessary contextual knowledge about
a phenomenon. AI and ML become more trustworthy when
underpinned by contextual information provided by ontological
platforms. Ontologies can be represented through a graph
structure. When computations are performed over
graph-structured data, they can make generalizations related to
structure rather than data since they support relational reasoning
and combinatorial generalization [6]. Moreover, when AI apps
are based on contextually aware and dynamic backends, they
become easier to train with minimal maintenance. A knowledge
graph [7] can serve as a dynamic backend that stores data in a
certain domain as entities and relationships using a graph model,
which abides by an ontology. Several studies have incorporated
graph technologies into ML models applied to biomedical
informatics problems [8-11].

We here propose the Semantic Platform for Adverse Childhood
Experiences Surveillance (SPACES), an intelligent
recommendation system that employs ML techniques to help
in screening patients and allocating or discovering relevant
resources. The novelty in the approach lies in its ability to use
the contextual knowledge collected about the user, and infer
new knowledge to support subsequent QA and resource
allocations during intake assessment sessions in (near) real time.
Moreover, our proposed system intends to build rapport with
patients by generating personalized questions during interviews
while minimizing the amount of information that needs to be
collected directly from the patient.

In our previous work [12-14], we developed the Adverse
Childhood Experiences Ontology (ACESO) that captures
knowledge on ACEs, SDoH, health outcomes, and interventions.
Both expressive and light versions of the ontology can be freely
downloaded via BioPortal [15]. The ontology defines concept
and property hierarchies, and encodes causal epidemiological
knowledge as axioms. We also developed a repository termed
Urban Population Health Observatory (UPHO), which provides
metrics based on several socioeconomic and environmental data
at the neighborhood level that can be linked to health outcomes.
Figure 1 demonstrates the multiple layers, from data to the app,
that are required for building a knowledge-based explainable
and interpretable model.
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Figure 1. Multilayer representation of a knowledge-based explainable/interpretable model.

ACESO
There are two types of knowledge captured in the ontology: (1)
domain concepts, in which the ontology encodes concepts about
risk factors, including ACEs (eg, abuse), SDoH (eg, housing
condition), health outcomes such as chronic diseases (eg,
asthma) and stress, and interventions; and (2) semantic
inference, in which some of the knowledge in the ontology is
encoded in the form of axioms. The axioms express knowledge
related to (1) inclusions that define how two concepts are
related; (2) equivalence relationships; and (3) causal knowledge,
which are statements in the form of assertions of links between
risk factors and health outcomes (eg, “obesity is a risk factor of
diabetes” and “stress and exposure to toxins are risk factors for
asthma”).

Knowledge-Based UPHO
The UPHO is a knowledge-based repository that can be used
to represent and infer neighborhood-level indicators (eg, blight
prevalence, poverty, education, proximity to clinics, proximity
to public transportation) that may lead to negative health
outcomes (eg, asthma, diabetes, stress, obesity). Moreover, the
UPHO provides an analytics layer for calculating several metrics
(eg, affinity scores in chronic conditions as a measure for
comorbidity [16]) from analyzing neighborhood data.

Objectives
We aimed to develop a knowledge-driven evidence-based
recommendation system and a digital assistant to facilitate

mental health surveillance. We first present our methodology
along with the general architecture of the proposed
recommendation system. We then demonstrate the feasibility
and usability of our approach through multiple use case
scenarios and offer recommendations for further development.

Methods

Platform Design
The idea behind the SPACES platform is to monitor the causes
of ACEs and SDoH, and their impacts on health. This platform
is based on the ACESO to provide the contextual knowledge
needed to facilitate intelligent exploratory and explanatory
analysis. Through this framework, decision makers can (1)
identify risk factors, (2) integrate and validate ACEs and SDoH
exposure at individual and population levels, (3) and detect
high-risk groups. The idea for implementing the
recommendation system for surveillance of ACEs was motivated
by a study conducted under the Family Resilience Initiative
(FRI) at Le Bonheur Children’s Hospital (Memphis, Tennessee)
that serves families with children during regular child visits in
the clinic. Our use case scenarios to demonstrate the main
components and features that constitute the SPACES framework
were inspired by client examples and typical issues (Textbox
1), and the follow-up activities (Textbox 2) reported in the FRI
reports.
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Textbox 1. Typical adverse childhood experiences (ACEs)- and social determinants of health (SDoH)-related risk factors that arise in Family Resilience
Initiative reports.

ACEs

• Child behavioral issues

• Child developmental health

SDoH

• Housing

• Food insecurity

• Transportation

• Education

• Legal/benefits

Textbox 2. Typical follow-up activities in Family Resilience Initiative reports.

Well-being check-in

Following up on a referral

Renewal inquiry

Client assistance

Contact resources on behalf of a client

Sharing information about future training

Confirming appointment (psychological, clinical, education, legal)

Arranging transportation

Scheduling appointment (psychological, clinical, education, legal)

System Architecture
The main components of the SPACES framework are illustrated
in Figure 2. A detailed explanation of each component is
provided below.

Figure 2. Architecture of the Semantic Platform for Adverse Childhood Experiences (SPACEs) that reflects the main components of the system. The
blue components are the services that we implement for the mental health domain, and the green components reflect general components that can be
generalized to any other domain. QA: question-answering; ACEs: adverse childhood experiences; SDoH: social determinants of health.
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QA Conversation Agent
To implement the conversation agent, we used the Google
DialogFlow framework [17] and defined the following
constructs.

Intents
An intent represents the purpose of a user’s input. We start by
defining a set of intents and supplying those with training
phrases. This trains the conversation agent on detecting an intent
based on values (eg, mold) that represent entity types (eg,
@housing_circumstance) tagged in the text. For our task, we
define a generic FRI_Assessment intent that is detected when
the user enters a text similar to a training phrase. This intent
has the following child intents corresponding to different risk
factors (eg, housing, food, transportation) and follows up
associated activities.

The SDoH_surveillance intent is detected whenever the text
has phrases related to entity types that match SDoH-related
concepts in the ontology. For instance, the entity type
housing_circumstances is detected whenever the entity values

“mold,” “lead-based paint,” “inadequate heating,” and others
are tagged in the text. Since all of these concepts are
SDoH-related risk factors, the SDoH_Surveillance follow-up
intent is also detected.

The ACEs_surveillance intent is detected whenever the text
includes phrases related to entity types that match ACEs-related
concepts in the ontology.

The FRI_followup_activity intent is triggered whenever an
action is detected in the text (eg, schedule an appointment).

Entity Types
Entity types are ontological concepts that dictate how data are
extracted from the user’s raw text. For instance, the entity type
housing_circumstance is detected whenever the entity values
“mold,” “lead-based paint,” “inadequate heating,” and others
are tagged in the text. We load entity types from the ontology
into the agent, and then enhance the agent with a minimal set
of training phrases to enable it to tag entity types that appear in
the phrases. Figure 3 shows a sample training phrase tagged
with entity types.

Figure 3. A sample training phrase and detected contextual parameters with entity types and values.

Contextual Parameters
Parameters are structured data extracted from raw text and have
types that correspond to the entity types defined in the ontology.
When an intent is matched at runtime, the agent extracts those

parameters from entity type values (eg, 38103=zip code; night
terror=symptom) that appear in the user expression (Figure 3).
The agent then uses those parameters to perform logic and
generate responses, or they can be exchanged between different
contexts to control the conversation flow.
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Contexts
To keep track of the conversation flow, the agent maintains all
active contexts (see connection arrows in Figure 4) on a stack
to make sure they remain active throughout the conversation.
At each point in the conversation, either a new intent or a
follow-up child intent is detected due to a user’s input or an
event and fulfillment configurations within those intents. There
are different types of contexts: (a) detected intent contexts,

which are triggered by training phrases; (b) follow-up intent
contexts, which are triggered by their parent intent or whenever
the parent intent is triggered for fulfillment; (c) slot-filling
context, which becomes active when the user does not provide
values for preconfigured mandatory parameters; and (d)
input/output contexts, in which intents can be configured with
input and output contexts. A parent intent is by default an input
context for its child intent and a follow-up intent is an output
context for its parent.

Figure 4. Sample conversation flow to demonstrate the different constructs used to define the question-answering (QA) agent, including intents,
contexts, events, fulfillments, and webhooks. ACEs: adverse childhood experiences; UPHO: Urban Population Health Observatory; FRI: Family
Resilience Initiative; SDoH: social determinants of health.

Fulfillments and Webhooks
Fulfillments and webhooks enable the agent to invoke external
service endpoints and send dynamic responses based on user
expressions as opposed to hard-coding those responses.
Fulfillment for an intent can be enabled by setting up a webhook,
which is a service endpoint that we create and host. The agent
sends a webhook request message that contains information
about the matched intent, action, parameters, and response
defined for the intent to one of our webhook services. The
webhook service performs actions as needed (eg, query the
knowledge graph or invoke external application programming

interfaces [APIs]). The service then sends a webhook response
message to the agent, which sends it to the end user.

Events
An intent could be detected either by a phrase in a user’s text
or by being configured for an event. Fulfillments can be used
to invoke external APIs. When the agent receives a webhook
response (from a backend API) that includes an event, it
immediately triggers the intent in which that event is defined.

Figure 5 illustrates a sample conversation flow that shows how
intent detection and context activation occur, and how the
different entities within the QA agent communicate
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Figure 5. Two scenarios for conversation flow. (a) Scenario 1: client does not provide much detail and is prompted with mandatory parameters asked
in a certain order. (b) Scenario 2: The client provides details for mandatory parameters. Since the user’s text contains lead-based paint, the agent makes
a hypothesis that a household member might need an early diagnosis for asthma based on the fact that lead-based paint is a toxicant and that exposure
to toxicants may lead to asthma. The parameter values get substituted at run time and more intents get detected while active contexts remain and new
contexts get added. To keep track of where the user is in the conversation, the agent keeps track of all active contexts on a stack.

The user types or says an expression, which might be either
detailed (eg, “I am an African American female and I have
housing issues”) or vague (eg, “I have several issues”). The
presence or lack of details triggers different contexts. In either
case, the agent matches the user expression to the generic
FRI_Assessment intent, which is configured with a fulfillment
that enables the agent to send a webhook request to one of the
webhook services (ie, ACEs surveillance, SDoH surveillance,
recommendation service). In the case of vague user input, the
agent detects a slot-filling context by prompting the user with
extra questions until they have provided values for all required
parameters. In the case of a detailed user input, the agent directly
moves to a follow-up intent, which might as well be configured
with a fulfillment. After filling values for contextual parameters,

the agent sends a webhook request to the recommendation
service. The service responds with a webhook response that
includes either a resource or a follow-up question based on the
knowledge graph. A phrase provided by a user may contain
parameters (eg, zip code), actions (eg, schedule an appointment),
or priority words (eg, “I am interested in furthering my
education, but would prefer a job first”). If a user’s input
includes more than one issue, then both follow-up intents are
detected, but the agent handles them one at a time either based
on the order they were mentioned or by using priority words.

Since the FRI_Assessment is configured with a fulfillment, the
agent proceeds as though the end user initiated the match for
the FRI_followup_activity intent. Thus, instead of responding
to the user for the FRI_Assessment intent match, the agent
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triggers the FRI_followup_activity intent, which is configured
for the event “schedule an appointment.” Finally, the
FRI_followup_activity intent handles the required parameters
(date, duration, time, and appointment type) and fulfillment (eg,
Google calendar API) as dictated by the configuration of
FRI_followup_activity intent.

SDoH Surveillance Service
The SDoH surveillance service is triggered whenever an
SDoH-related entity type is introduced in the user’s conversation
with the QA agent. To achieve this, the surveillance uses the
ACESO to infer whether a detected entity type (eg,
being_exposed_to_lead-based_paint) is a subtype of the more
generic SDoH type as well as the causal knowledge (eg,
lead-based_paint causes asthma). This service also invokes the
UPHO service endpoint to obtain metrics (eg, blight prevalence,
walkability score) based on the current user’s neighborhood.

ACEs Surveillance Service
This service keeps track of all possible questions that can be
asked during the ACEs assessment process [18]. It is triggered
each time an ACE-related entity type is introduced in the user’s
conversation with the agent. It gets invoked by the
recommendation service to retrieve only the questions relating
to the ACEs concepts provided by the agent. The QA agent

keeps track of how many ACEs questions were reported as
positive, and provides those to the ACEs surveillance service,
which uses the knowledge stored in the ACESO about ACEs
score classification and rules for calculating them. It then sends
the resulting score to the recommendation service, which seeks
insights from external knowledge (eg, research publications
[18]) to formulate a diagnosis based on the question: “given an
ACEs score of X and symptoms S1,…Sn, what are the likely
negative outcomes to screen for?”

Recommendation Service
To make real-time recommendations, this service instantly
captures new resource interests, ACEs, and SDoH-associated
risk factors detected in the user’s current conversation and uses
them to incrementally refine a personalized knowledge graph.
At each stage in the conversation, the QA agent passes detected
entity types and contextual parameter values to the
recommendation service. Entity types help the service determine
entry points on the knowledge graph, and contextual parameters
help refine the queries further to obtain a more personalized
version of the graph (Figure 6). Once the personalized graph is
generated, the service supplies the QA agent with two types of
recommendations: the next question to ask and a resource to
suggest.

Figure 6. A personalized graph is generated based on contextual parameters provided by Alice (see Scenario 4 in Textbox 3) after populating ontology
concepts with real-time contextual parameters supplied by the agent, and after enriching the graph with external common sense knowledge. The figure
illustrates how a concrete path on the graph leads to a recommendation and the metapath that can be derived from that path.

We used Neo4j graph technology [19] for generating and
enriching the graph. Before populating the graph with real-time
data, we loaded ACEs, SDoH, and health outcome concepts

from the ontology into a graph and persist them. We used the
NeoSemantics framework [19] to import the Resource
Description Framework (RDF)-based data model schemas of
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the ontology as a metagraph into a Neo4j graph. The resulting
property graph inherits the modeling limitations of the RDF,
including the lack of support for attributes on relationships.
Therefore, we enriched and fixed the raw graph after loading it
in Neo4j. To populate the graph, the service starts with a dummy
node that represents the current user (Figure 6) and then
incrementally adds the following node types.

Domain concept nodes correspond to entity types detected by
the QA agent (eg, race, age, zip code, symptom). Entity type
nodes could be either (a) risk factors such as
“housing_circumstance,” “food_issue,” and “household_issue,”
or (b) common sense knowledge such as school age and domain
concepts in the given context (eg, age is a school age and
lead-based paint is a toxicant).

Value nodes are populated with real-time values either (a) from
contextual parameters obtained from the QA agent (eg, “38103,”
“night terror”), (b) calculated based on the ontological axioms
(eg, ACEs score of 4), or (c) retrieved from the UPHO (eg, 80%
blight prevalence).

Recommendation nodes are question nodes and resource nodes.
Question nodes represent follow-up questions suggested for the
QA agent. The answers to these questions coming from the QA
agent can further refine the graph. The suggested question nodes
are solicited from a pool of questions kept by the ACEs
surveillance service. Resource nodes (eg, referrals, housing
options, school information, doctors, clinics) are resources
suggested for the QA agent to provide to the user. These
resources are suggested based on the user’s demographic profile
(eg, the food banks within a small radius from their zip code).
Resource nodes are pulled from a pool of existing resources or
by invoking external backend APIs. In addition to the nodes
pulled from contextual parameters, the graph shows nodes that
are added based on knowledge inferred through axioms (dashed
arrows in Figure 6) and concept hierarchies (solid arrows in
Figure 6).

Population Health and Policymaking Analytics
The analytics component utilizes the conversation history
recorded by the DialogFlow logging API, including (1)
timestamps, number of interactions (within a conversation) for
all user sessions, and percentage of mismatches if any; (2) a
visual summary of the conversation flow with percentages for

each detected intent as well as the conversational paths that
users have taken when interacting with an agent; (3) popularity
per intent by showing the number of sessions in which the intent
was matched as well as the number of times the intent was used
(total from all sessions); (4) percentage of sessions in which a
user exited the conversation in the specified intent compared
to the total number of sessions in which this same intent was
matched; and (5) average response time to user requests.

The aggregated results from all user conversations provide
policymakers with insights about population health. Analyzing
such data can help in designing interventions and preventive
measures based on the most prevalent risk factors in certain
regions. It can also assist the framework users by providing
recommendations on how to direct future conversations. For
example, it can look into smaller communities within geographic
areas or perform collaborative filtering based on similarities in
user behavior, or detect similar communities on the conversation
graph. For example, if a user that belongs to a certain age or
ethnicity group shows a certain pattern/route during the case
assessment conversation procedure, then the QA agent may
suggest the same route for the next user with similar criteria.

Results

We describe the main features provided by SPACES through
a proof-of-concept prototype that will render the information
collected by the QA agent and the recommendation service on
a user-friendly interface. The prototype is intended for several
types of users, including caregivers (eg, child-parents) or health
care professionals (eg, nurses, physicians, social workers). The
main features of the view that would be available to a health
care professional are illustrated in Figure 7, including
recommendations for digital assistance (A), studying the
association between ACEs and SDoH (B.2 and B.5), knowledge
graph querying (B.3), geocoded resource recommendation (B.6),
and explainability by displaying inference sources (B.5 and
B.7). The QA agent view that would be available to a caregiver
is illustrated in Figure 5 and in panel A of Figure 7.

We present multiple use-case scenarios in Textbox 3. For
simplicity, we use Scenario 4 to demonstrate how the QA agent
detects context and lays it over to the recommendation service,
and how the recommendation service uses contextual parameters
to generate a personalized knowledge graph.
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Figure 7. Prototype of the recommendation system. (A) Question-answering (QA) view (1) send/revise suggested questions. (B) Health care practitioner
assessment panel, including (2) social determinants of health (SDoH) detection, (3) knowledge graph and queries, (4) pool of previously asked questions,(5)
alerts for detected adverse childhood experiences (ACEs) symptoms, (6) geocoded resource allocation, (7) explain recommendations, (8) and visual
analytics.
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Textbox 3. Four use case scenarios.

Scenario 1: Assessing needs relating to SDoH. SDoH: social determinants of health; N/A: not applicable; ACEs: adverse childhood experiences;
UPHO: Urban Population Health Observatory.

“I am currently residing in a safe place, but I’m concerned about my household income as I am currently unemployed due to legal issues. I have some
college and I am interested in furthering my education, but would prefer a job first.”

Symptoms: N/A

Risk factors: ACEs detected: Unemployed due to legal issues (Legal, Textbox 1)

                     I’m interested in furthering my education (Education, Textbox 1)

Outcomes: N/A

Intervention: Information on how to get into the school

                     Follow up on legal issues.

Scenario 2: Assessing issues relating to ACEs

“My husband is an alcoholic and he had served time in jail and right now it is hard to soothe my 4-year-old baby boy or calm him down. He also
bounces back quickly when things do not go his way. This just puts a lot of pressure on me”

Symptoms: Hard to soothe or calm down (behavioral)

                   Bounces back quickly (behavioral)

Risk factors: ACEs detected: living in a household with substance abuse

                     ACEs detected: living with a household member who was in jail

Outcomes: provided (stress)

                   inferred (asthma)

Intervention: Therapeutic (schedule psychologist appointment)

Scenario 3: Mixed model of ACEs and SDoH

“I have a couple of issues. My 7-year-old son is developmentally delayed, and we have food insecurities that we hope we could resolve before the
holidays. But I am mostly concerned about food.”

Symptoms: Child developmental delay (behavioral)

Risk factors: food insecurities

Outcomes: N/A

Intervention: Provide information about food pantries

                     Schedule psychologist appointment

Scenario 4: Detecting risk factors for potential negative health outcomes and providing early diagnosis

“I am a Hispanic 21-year-old female living in Memphis. My 6-year-old child experiences night terror. I have recently separated from my husband.”

Symptoms: Night terror (emotional neglect causes night terror)

Risk factors: ACEs detected:

                    provided (living in a household of divorce)

                    inferred (ontology, emotional neglect)

                    (UPHO, a neighborhood with blight)

Outcomes: inferred (asthma)

Intervention: Therapeutic (schedule a medical appointment)

Based on Scenario 4, Alice is a Hispanic female located in a
city with zip code 38103 and has a 6-year-old child who suffers
from night terrors. Alice can either provide vague (Figure 5a)
or detailed (Figure 5b) text. Either way, the agent collects as
many contextual parameters as possible and then passes them
over to the recommendation service.

The service starts building the personalized graph for Alice by
adding a node labeled zip code and has_value 38103. It then

links the node to all concepts related to a zip code, including
neighborhood and physical characteristics. The physical
characteristics are then linked to all related concepts based on
the ACESO, including blight, walkability, and crime, and it
populates these nodes with values from the UPHO. If blight has
the maximum value, it links the blight concept with related
concepts based on the axiom (blight causes exposure to toxicants
and exposure to toxicants leads to asthma). Thus, it links it to
the toxicant and asthma nodes. Additionally, it adds the age
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node and populates it with a contextual parameter value of 6,
and links the age concept to the school-age concept. It then adds
the symptom node and links it to night terror based on the
concept subtype relation in the ontology. It then links night
terror to emotional neglect based on an axiom. The inference
path in Alice’s scenario is shown on the graph in red in Figure
6 to illustrate how Alice’s case leads to a recommendation for
pediatric asthma physicians. The metapath, derived from that
concrete path, can be used in future recommendations if an
individual is encountered with similar contextual parameters.

The resulting graph is a property graph in that both nodes and
relations have properties. For instance, the inferred relations
(eg, shouldBeScreenedFor asthma, has an ACEs score of 4, and
livesIn a neighborhood with 80% blight prevalence) can be
labeled with the source of inference, confidence probability,
severity, and type of intervention. Sources of knowledge
inference appear in yellow boxes at the bottom of Figure 6,
which include UPHO, research papers, the ACESO, and others.
We can enrich the graph further with a clinic locator graph of
physicians who can provide prescriptions for pediatric asthma,
and then filter the resource nodes further based on provided
contextual parameters. For instance, we can keep only clinics
that fall within a small radius from Alice’s residential zip code
and that provide Spanish language–speaking services based on
her ethnicity.

The health care practitioner can observe the inferred knowledge
through several features rendered on the prototype interface as
follows: (1) ACEs alerts (eg, Alice’s case indicates an ACEs
score of 4, night terror as a symptom, and suggests an early
diagnosis of asthma as an outcome) (Figure 7, B.2); (2) SDoH
alerts (eg, the risk factors associated with Alice’s case) (Figure
7, B.5); (3) visual aids for explainability by clicking on the (?)
icons to display links to inference sources (eg, the ontology link
on BioPortal and the identifier for the CDC-Kaiser paper)
(Figure 7, B.7); (4) geocoded view of the suggested resources
(eg, clinics in Memphis) (Figure 7, B.6); and (5) which questions
to ask next (Figure 7, B.4).

Discussion

Principal Findings
The significance of the proposed approach lies in its ability to
provide recommendations to the QA agent with the least effort
from both the user and the health care practitioner. It aims to
maximize knowledge about the patient without having to delve
into all of the questions that are often asked in ACEs and SDoH
intake assessments. It also provides the ability to explain why
a certain question or resource was suggested.

Preliminary rapid prototyping of the recommender system
allowed for early verification of the functionalities through the
multiple case scenarios described in this paper. We anticipate
rapid feedback from end users on various features during an
iterative development process, and finally establish a
comprehensive usability and user experience test. We have
evaluated the SPACES semantic framework and its underlying
ontology automatically using description logic reasoners such
as Fact++ [20] to ensure the consistency and satisfiability of

the ontology and semantic model. We also used inputs from
our collaborating domain experts to assess the soundness and
completeness of the ontology by examining how well it has
been aligned with the required criteria defined in our domain
and scope. Furthermore, we evaluated the usability of ACESO
based on its functionality and capability to respond and answer
the target queries. Finally, further work is underway to develop
and conduct a series of formal evaluation practices for a
comprehensive assessment of the accuracy, usability, coverage,
confidence, trustability, as well as adaptivity and scalability of
the recommender system [21]. Moreover, we will assess the
utility and impact of the system on the surveillance of ACEs to
generate a timely response and intervention, ultimately
informing public health planning and policymaking.

The proposed approach might face some limitations. One
limitation is in providing an overall guiding architecture to
support transfer ability between health domains. Several of the
QA platforms (eg, Google DialogFlow and IBM Watson) read
rules on how to answer questions from backend sources (eg,
HTML FAQ files, Plaintext files). These sources can help load
the questions into the QA agent. They also require training the
agent with concepts that may appear in the QA text. The
ontology in our case helps load the concepts automatically,
which is separate from the QA platform implementation itself.
Each domain will have its own concepts that can be encoded
in a separate ontology, and we can either develop new ontologies
or reuse existing ones.

Another limitation is that the recommendation system has access
to only population-wide data, where the population’s
characteristics might be different than the characteristics of the
individuals living in that population or neighborhood. However,
for specific users and specific use cases, it needs access to
individual data. For instance, a pediatrician trying to decide
whether a child is suffering from ACEs will need to have access
to the child’s health history and other relevant information but
should not be allowed to access information about the parent’s
finances or criminal history (outside of what is publicly
available). Moreover, a local judge will want to have access to
the criminal history of the family members if they want to decide
whether the child should be removed from their parents to ensure
their safety, but they should not be able to access any of their
medical records. Thinking about how to control mediated access
to sensitive information will be a key part of the development
of the recommendation system. We are currently working on
integrating the recommendation system into a personalized
health library [22].

The adoption of recommendation systems may be hindered by
a poor user-interface design or poor integration into clinical
workflows. Human factors engineering can improve efficiency,
reduce errors, increase technology adoption, and reduce the
early abandonment of systems. This paper lacks an objective
evaluation of how health care practitioners will benefit from
the explanations or how the quality of those explanations would
be assessed. We plan to use an iterative user-centered design
and formative evaluation by conducting predevelopment focus
groups, which might reveal issues related to manual data entry
from target users and the time spent reviewing generated
knowledge from providers. Ongoing research on this project
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will also involve implementing an optimization algorithm of
the recommendations. We will also consider technically
evaluating the system for precision and performance.

All updates in the underlying ontologies and semantic structure
will be managed through our previously implemented framework
[23, 24]. As for the target audience, the system is intended for
a variety of users depending on the domain, including social
workers, health care providers (eg, nurses, physicians), and
caregivers (child-parent). The digital assistant or QA agent is
the part intended and available for end users (eg, caregivers).
It is a simulation of the conversations that occur between health
care providers or social workers and caregivers as they discuss
their case. The text exchanged through the chat is used in the
backend for both enhancing the QA agent and refining the
personal knowledge graph of the current user. The visual graphs
and underlying reasoning are intended for AI explainability,
which is critical for health care providers to make decisions. In
particular, the analytics part is intended for monitoring and
research purposes, and therefore is more appropriate for health
professionals and policymakers.

Finally, we discuss the implications for policy and practice. We
believe that early intervention is the best way to prevent the

progression of negative health outcomes to their end stage, and
that well-designed early detection systems can aid clinicians by
generating knowledge that can be aligned with clinical
workflows. Thus, systems tailored toward such interventions
by utilizing knowledge about self-reported or detected SDoH
and ACEs would be most useful. Through the framework,
decision makers can (1) identify risk factors, (2) integrate and
validate ACEs and SDoH exposure at individual and population
levels, and (3) detect high-risk groups. The analytics component
could be most useful for policymakers for this purpose and is
intended for monitoring and research purposes.

Conclusions
In this study, we leveraged explainable AI to present a
proof-of-concept prototype for a knowledge-driven
evidence-based recommendation system to improve the
surveillance of ACEs. The proposed approach will enhance the
health care practitioner’s ability to provide explanations for the
decisions that they make. Further development and official
evaluation are underway to include a privacy layer through a
personal health library and to conduct a clinical trial for formally
assessing both the usability and usefulness of the
implementation.
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Abstract

Background: Semantic textual similarity (STS) is one of the fundamental tasks in natural language processing (NLP). Many
shared tasks and corpora for STS have been organized and curated in the general English domain; however, such resources are
limited in the biomedical domain. In 2019, the National NLP Clinical Challenges (n2c2) challenge developed a comprehensive
clinical STS dataset and organized a community effort to solicit state-of-the-art solutions for clinical STS.

Objective: This study presents our transformer-based clinical STS models developed during this challenge as well as new
models we explored after the challenge. This project is part of the 2019 n2c2/Open Health NLP shared task on clinical STS.

Methods: In this study, we explored 3 transformer-based models for clinical STS: Bidirectional Encoder Representations from
Transformers (BERT), XLNet, and Robustly optimized BERT approach (RoBERTa). We examined transformer models pretrained
using both general English text and clinical text. We also explored using a general English STS dataset as a supplementary corpus
in addition to the clinical training set developed in this challenge. Furthermore, we investigated various ensemble methods to
combine different transformer models.

Results: Our best submission based on the XLNet model achieved the third-best performance (Pearson correlation of 0.8864)
in this challenge. After the challenge, we further explored other transformer models and improved the performance to 0.9065
using a RoBERTa model, which outperformed the best-performing system developed in this challenge (Pearson correlation of
0.9010).

Conclusions: This study demonstrated the efficiency of utilizing transformer-based models to measure semantic similarity for
clinical text. Our models can be applied to clinical applications such as clinical text deduplication and summarization.

(JMIR Med Inform 2020;8(11):e19735)   doi:10.2196/19735

KEYWORDS

clinical semantic textual similarity; deep learning; natural language processing; transformers

Introduction

Semantic textual similarity (STS) is a natural language
processing (NLP) task to quantitatively assess the semantic
similarity between two text snippets. STS is usually approached
as a regression task where a real-value score is used to quantify
the similarity between two text snippets. STS is a fundamental
NLP task for many text-related applications, including text
deduplication, paraphrasing detection, semantic searching, and
question answering. In the general English domain, semantic

evaluation (SemEval) STS shared tasks have been organized
annually from 2012 to 2017 [1-6], and STS benchmark datasets
were developed for evaluation [6]. Previous work on STS often
used machine learning models [7-9] such as support vector
machine [10], random forest [11], convolutional neural networks
[12], and recurrent neural networks [13] and topic modeling
techniques [8] such as latent semantic analysis [14] and latent
Dirichlet allocation [15]. Recently, deep learning models based
on transformer architectures such as Bidirectional Encoder
Representations from Transformers (BERT) [16], XLNet [17],
and Robustly optimized BERT approach (RoBERTa) [18] have
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demonstrated state-of-the-art performances on the STS
benchmark dataset [19] and remarkably outperformed the
previous models. More recently, the Text-to-Text Transfer
Transformer model [20] and the StructBERT model [21] have
further improved the performance on the STS benchmark. These
studies demonstrated the efficiency of transformer-based models
for STS tasks.

Rapid adoption of electronic health record (EHR) systems has
made longitudinal health information of patients available
electronically [22,23]. EHRs consist of structured, coded data
and clinical narratives. The structured EHR data are typically
stored as predefined medical codes (eg, International
Classification of Diseases, 9th/10th Revision, codes for
diagnoses) in relational databases. Various common data models
were used to standardize EHR data to facilitate downstream
research and clinical studies [24]. However, clinical narratives
are often documented in a free-text format, which contains many
types of detailed patient information, such as family history,
adverse drug events, and medical imaging result interpretations,
that are not well captured in the structured medical codes [25].
As free text, the clinical notes may contain a considerable
amount of duplication, error, and incompleteness for various
reasons (eg, copy-and-paste or using templates and inconsistent
modifications) [26,27]. STS can be applied to assess the quality
of the clinical notes and reduce redundancy to support
downstream NLP tasks [28]. However, up until now, only a few
studies [29-31] have explored STS in the clinical domain due
to the limited data resources for developing and benchmarking
clinical STS tasks. Recently, a team at the Mayo Clinic
developed a clinical STS dataset, MedSTS [32], which consists
of more than 1000 annotated sentence pairs extracted from
clinical notes. Based on the MedSTS dataset, the 2018
BioCreative/Open Health NLP (OHNLP) challenge [33] was
organized as the first shared task examining advanced NLP
methods for STS in the clinical domain. In this challenge, two
different teams explored various machine learning approaches,
including several deep learning models [30,31]. Later, more
teams competed in the 2019 National NLP Clinical Challenges
(n2c2)/OHNLP STS challenge with a larger clinical STS dataset
[34]. During this challenge, many new emerging NLP
techniques, such as transformer-based models, were explored.

This study presents our machine learning models developed for
the 2019 n2c2/OHNLP STS challenge. We explored
state-of-the-art transformer-based models (BERT, XLNet, and
RoBERTa) for clinical STS. We systematically examined

transformer models pretrained using general English corpora
and compared them with clinical transformer models pretrained
using clinical corpora. We also proposed a representation fusion
method to ensemble the transformer-based models. In this
challenge, our clinical STS system based on the XLNet model
achieved a Pearson correlation score of 0.8864, ranked as the
third-best performance among all participants. After the
challenge, we further explored a new transformer-based model,
RoBERTa, which improved the performance to 0.9065 and
outperformed the best performance (0.9010) reported in this
challenge. This study demonstrated the efficiency of
transformer-based models for STS in the clinical domain.

Methods

Dataset
The 2019 n2c2 organizers developed a corpus of 2054 sentence
pairs derived from over 300 million deidentified clinical notes
from the Mayo Clinic’s EHR data warehouse. The sentence
pairs were divided into a training set of 1642 sentence pairs for
model development and a test set of 412 sentence pairs for
evaluation. Similar to the annotation scheme in the general
English domain, the challenge corpus was annotated by
assigning a similarity score for each sentence pair as a number
on a scale from 0.0 to 5.0, where 0.0 indicates that the semantics
of the two sentences are entirely independent (ie, no overlap in
their meanings), and 5.0 signifies that two sentences are
semantically equivalent. Annotators used arbitrary similarity
scores between 0.0 and 5.0, such as 2.5 or 3.5, to reflect different
levels of equality. Table 1 presents the descriptive statistics of
the datasets. The distribution of similarity scores is quite
different between the training and test datasets. In the training
set, the range with the most cases (509/1642, 31.0%) was (3.0,
4.0], whereas in the test set, most scores (238/412, 57.8%) were
distributed in the range (0.0, 1.0]. In this study, we denoted this
challenge dataset as STS-Clinic. In addition to the STS-Clinic,
we also used a general English domain STS benchmark dataset
from the SemEval 2017 [6] as an external source. We merged
the original training and development datasets to create a unique
dataset of 7249 annotated sentence pairs. We denoted this
combined general English domain dataset as STS-General and
used it as a complementary training set for model development
in this study. Compared to the STS-Clinic, the similarity scores
in STS-General were more evenly distributed in different ranges
(Table 1).

Table 1. Descriptive statistics of the datasets.

Annotation distribution, n (%)Sentence pairs, nDataset

(4.0, 5.0](3.0, 4.0](2.0, 3.0](1.0, 2.0][0.0, 1.0]

273 (16.6)509 (31.0)394 (24.0)154 (9.4)312 (19.0)1642STS-Clinica Training

34 (8.3)62 (15.0)32 (7.8)46 (11.2)238 (57.8)412STS-Clinic Test

1962 (27.1)1260 (17.4)1413 (19.5)1122 (15.5)1492 (20.6)7249STS-General Training

aSTS: semantic textual similarity.
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Preprocessing of Sentence Pairs
We developed a preprocessing pipeline to normalize each
sentence pair, including (1) converting all words to lower case;
(2) inserting white spaces to separate words from punctuation
(eg, “[ab/cd]” → “[ ab / cd ]”; “abc,def” → “abc , def”); and
(3) replacing two or more spaces or tabs (“\t”) with a single
space. We did not remove any stop-words from the sentences
and kept the original formats of the numbers without any
conversion. Since different transformer models adopted different
tokenization strategies (eg, WordPiece for BERT, byte pair
encoding for RoBERTa, and SentencePiece for XLNet), our
preprocessing automatically picked the appropriate tokenizer
according to the transformer model in use.

Transformer Model-Based STS System
In this study, we investigated three transformer models (BERT,
XLNet, and RoBERTa) for clinical STS. BERT is a bidirectional
transformer-based encoder model pretrained with a combination
of masked language modeling (MLM) and next sentence
prediction. RoBERTa has the same architecture as BERT but
pretrained with a robust optimizing strategy. The RoBERTa
pretraining procedure used dynamic MLM but removed the
next sentence prediction task. XLNet is a transformer-based
model pretrained with the bidirectional autoregressive language
modeling method. Unlike the MLM used by BERT and
RoBERTa, the autoregressive language model uses data
permutation instead of data corruption and reconstruction. All
three transformer models provided two different settings: a
“BASE” setting and a “LARGE” setting. The main difference
between the BASE model and the LARGE model is the number
of layers. For example, the BERT-base model features 12 layers
of transformer encoder layers, 768 hidden units in each layer,

and 12 attention heads, while the BERT-large consists of 24
transformer blocks with a hidden size of 1024 and 16 attention
heads. The total number of parameters for the BERT-large
model is approximately 340 million, which is about 3 times
more than the BERT-base model. In this study, we explored
general transformers (pretrained using general English corpora)
using both the BASE model and the LARGE model. We also
examined clinical transformers pretrained using clinical notes
from the MIMIC-III database. For clinical transformers, we
adopted the BASE settings as we did not observe additional
benefits from using the LARGE setting.

As shown in Figure 1, our STS system has two modules: (1) a
transformer model–based feature learning module and (2) a
regression-based similarity score learning module. In the feature
learning module, transformer-based models were applied to
learn distributed sentence-level representations from sentence
pairs. In the similarity score learning module, we adopted a
linear regression layer to calculate a similarity score between
0.0 and 5.0 according to the distributed representations derived
from the transformers. We explored both single-model and
ensemble solutions. Figure 1A shows the single-model solution
where only one transformer-based model was used for feature
representation learning. Figure 1B shows the ensemble solution
where different transformer models were integrated. Ensemble
learning is an efficient approach to aggregate different machine
learning models to achieve better performance [35]. In this
work, we tried different strategies to combine the distributed
representations from two or three transformers as a new input
layer for the similarity score learning module. We explored
several methods to combine the distributed representations from
different transformers, including (1) simple head-to-tail
concatenation, (2) pooling, and (3) convolution.

Figure 1. An overview of our single-model and ensemble solutions for clinical STS. STS: semantic textual similarity.
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Training Strategy
As shown in Figure 2, we adopted a two-phase procedure to
train our clinical STS models. In the first phase, an intermediate
STS model was fine-tuned using the STS-General corpus.
Subsequently, the intermediate model was further fine-tuned

using the STS-Clinic corpus in phase 2. The fine-tuned model
from the second phase was used for final testing. We used 5-fold
cross-validation for hyperparameter optimization in both phase
1 and phase 2 training. We optimized the epoch number, batch
size, and learning rate according to the cross-validation results.

Figure 2. The two-stage procedure for clinical STS model development. STS: semantic textual similarity.

Experiments and Evaluations
In this study, we implemented our STS system using the
Transformers library developed by the HuggingFace team [36].
We also used the PyTorch-based general transformer models
trained using general English corpora maintained by the
HuggingFace team. The clinical transformer models were
derived by further pretraining these general transformer models

with clinical notes from the MIMIC-III database [37]. Table 2
shows the hyperparameters used for each transformer model.
For evaluation, the results were calculated as the Pearson
correlation scores using the official evaluation script provided
by the 2019 n2c2/OHNLP challenge organizers. To report the
P value for each Pearson correlation score, we adopted the SciPy
package [38].

Table 2. Hyperparameters for transformer models.

Learning rateaBatch sizeNumber of epochsModel

1.00E-0584BERT-baseb

1.00E-0583BERT-mimic

1.00E-0583BERT-large

1.00E-0543XLNet-base

1.00E-0543XLNet-mimic

1.00E-0544XLNet-large

1.00E-0543RoBERTa-basec

1.00E-0543RoBERTa-mimic

1.00E-0543RoBERTa-large

1.00E-0584BERT-large + XLNet-large

1.00E-0543BERT-large + RoBERTa-large

1.00E-0544RoBERTa-large + XLNet-large

1.00E-0523BERT-large + XLNet-large + RoBERTa-large

aThe learning rate is a tuning parameter in an optimization algorithm that determines the step size at each iteration while moving toward a minimum of
a loss function [39].
bBERT: Bidirectional Encoder Representations from Transformers.
cRoBERTa: Robustly optimized BERT approach.

Results

Table 3 compares the performance of the different transformer
models on the test dataset. The RoBERTa-large model achieved

the best Pearson correlation of 0.9065 among all models, which
outperformed the two models we developed and submitted
during the challenge, including the XLNet-large (a Pearson
correlation score of 0.8864) and the BERT-large models (a
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Pearson correlation score of 0.8549). For RoBERTa and XLNet,
the models developed using the LARGE setting pretrained using
general English corpora achieved better performances than their
BASE settings (0.9065 vs 0.8778 for RoBERTa; 0.8864 vs
0.8470 for XLNet, respectively), whereas the BERT-base
achieved a Pearson correlation score of 0.8615 that outperformed
the BERT-large model’s score of 0.8549. For all transformers,
the models pretrained using general English corpora (in both
LARGE settings and BASE settings) outperformed their
corresponding clinical models pretrained using clinical notes

from the MIMIC-III database. Among the ensemble models,
the BERT-large + RoBERTa-large model achieved the best
Pearson correlation score of 0.8914, which is remarkably lower
than the best model, RoBERTa-large. We also observed that
the performances of ensemble models were often in between
the two individual models (eg, BERT-large + RoBERTa-large
achieved 0.8914, which is between the BERT-large score of
0.8549 and RoBERTa-large score of 0.9065). The ensemble
model of all three transformers achieved a Pearson correlation
of 0.8452, which was even worse.

Table 3. Performances of the Pearson correlation on the test set.

P valuePearson correlation on test setModel

<.0010.8615BERT-basea

<.0010.8521BERT-mimic

<.0010.8549BERT-largeb

<.0010.8470XLNet-base

<.0010.8286XLNet-mimic

<.0010.8864XLNet-largeb,c

<.0010.8778RoBERTa-based

<.0010.8705RoBERTa-mimic

<.0010.9065RoBERTa-large

<.0010.8764BERT-large + XLNet-largeb

<.0010.8914BERT-large + RoBERTa-large

<.0010.8854RoBERTa-large + XLNet-large

<.0010.8452BERT-large + XLNet-large + RoBERTa-large

aBERT: Bidirectional Encoder Representations from Transformers.
bThe challenge submissions.
cThe best challenge submission (ranked 3rd).
dRoBERTa: Robustly optimized BERT approach.

Discussion

Principal Results
Clinical STS is a fundamental task in biomedical NLP. The
2019 n2c2/OHNLP shared task was organized to solicit
state-of-the-art STS algorithms in the clinical domain. We
participated in this challenge and developed a deep
learning–based system using transformer-based models. Our
best submission (XLNet-large) achieved the third-best
performance (a Pearson correlation score of 0.8864) among the
33 teams. Based on our participation, we further explored
RoBERTa models and improved the performance to 0.9065
(RoBERTa-large), demonstrating the efficiency of transformer
models for clinical STS. We also further explored three different
ensemble strategies to develop ensembled models using
transformers. Our experimental results show that the ensemble
methods did not outperform the unified individual models.
Another interesting finding is that the transformers pretrained
using the clinical notes from the MIMIC-III database did not
outperform the general transformers pretrained using general
English corpora on clinical STS. One possible reason might be

that the clinical corpora we used for training are relatively small
compared with the general English corpus. Further investigation
examining these findings is warranted.

Experiment Findings
Although previous studies [40-44] have shown that pretraining
transformer models with domain-specific corpora could enhance
their performances in domain-related downstream tasks (such
as clinical concept extraction), our results in this study indicated
that this strategy might not be helpful for clinical STS. For all
three types of transformers explored in this study, the models
pretrained using general English text consistently obtained
higher scores than the corresponding models pretrained using
clinical text. For example, the Pearson correlation score achieved
by the RoBERTa-mimic was 0.8705; however, the
RoBERTa-base yielded a higher performance of 0.8778. Tawfik
et al [45] have similarly observed that the PubMed pretrained
BioBERT did not outperform the corresponding general BERT
model pretrained using English text on clinical STS.

In the clinical STS task, using STS-General (an STS corpus
annotated in the general English domain) as an extra training
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set in addition to STS-Clinic could efficiently improve
performances for transformer-based models. Taking the
RoBERTa model as an example, the RoBERTa-large fine-tuned
using only the clinical text (ie, STS-Clinic) achieved a Pearson
correlation score of 0.8720; however, the same model fine-tuned
with both the general English text (ie, STS-General) and clinical
text (ie, STS-Clinic) achieved a score of 0.9065 (approximately
0.035 higher). We observed similar results for BERT and
XLNet. Without Phase 1 (Figure 2), the BERT-large and
XLNet-large models achieved Pearson correlation scores of
0.8413 and 0.8626, respectively, which are lower than the results
we submitted (0.8549 and 0.8864) using two-phase training.
We looked into the training datasets for possible reasons.
Although the STS-General and STS-Clinic were extracted from
different domains, there are common contents shared between
them. First, the annotation guidelines between the two datasets
were highly aligned. For both datasets, the annotation scale is
from 0.0 to 5.0, and each score reflects the same similarity level.
Since the two STS datasets were annotated by different
annotators, subjective annotation bias might be introduced (eg,
the judgement and agreement of semantic similarity among
annotators might be different in the two datasets). However,
our experiment results showed that training with both datasets
improved the performance despite the potential annotation bias.
Second, a considerable portion of STS-Clinic sentence pairs
are common descriptions that do not require comprehensive
clinical knowledge to interpret the semantics. Typical examples
include sentences extracted from Consultation Note or Discharge
Summary as follows:

Plan: the patient stated an understanding of the
program, and agrees to continue independently with
a home management program.

Thank you for choosing the name M.D. care team for
your health care needs!

On the other hand, there are many sentences in the STS-General
associated with healthcare. An example is exhibited below:

Although obesity can increase the risk of health
problems, skeptics argue, so do smoking and high
cholesterol.

Tang et al [30] have demonstrated that combining
representations derived from different models is an efficient
strategy in clinical STS. We explored similar strategies to
combine sentence-level distributed representations, including
vector concatenation, average pooling, max pooling, and
convolution. Surprisingly, our results showed that such ensemble
strategies did not help transformer-based STS systems. For
example, for the ensemble model derived from the BERT-large
and the XLNet-large models (ie, BERT-large + XLNet-large),
the achieved Pearson correlation scores for vector concatenation,
average pooling, max pooling, and convolution were 0.8764,
0.8760, 0.8799, and 0.8803, respectively. All the results were
approximately 0.01 lower than that for XLNet-large (0.8864).

We also observed that ensemble models’ performances were
consistently in between the two individual models (0.8549 for
BERT-large and 0.8864 for XLNet-large). Future studies should
examine this finding.

To examine the statistical significance among different models’
results, we used a 1-tailed parametric test based on the Fisher
Z-transformation [46], adopted in the previous SemEval STS
shared tasks [2-4]. Our best model (ie, RoBERTa-large)
achieved a statistically significant higher performance than most
of our other solutions (see Multimedia Appendix 1) but was not
significantly better than the models XLNet-large (P=.07),
BERT-large + RoBERTa-large (P=.13), and RoBERTa-large
+ XLNet-large (P=.06). The significance analysis indicated that
these four models performed very similarly to each other.

Error Analysis
We compared the system prediction from our best model (ie,
RoBERTa-large) with the gold standards and identified sentence
pairs with the largest discrepancy in terms of the similarity
score. Among the top 50 sentence pairs, 26 of them had labeled
scores in the range of 0.0 to 1.0, and only 6 sentence pairs had
gold standard STS scores over 3.0. We further split the testing
results into two subsets using a threshold score of 2.5 on gold
standards and calculated the mean and median of the differences
between the gold standards and predictions. For the subgroup
consisting of sentence pairs with gold standard scores over 2.5,
the mean and median of difference were 0.46 and 0.37. For the
other subset (difference≤2.5), the mean and median of difference
were 0.69 and 0.66. Therefore, it was more challenging for the
system to predict appropriate STS scores for sentence pairs with
low similarity (gold standard score≤2.5) than for those with
high similarity.

We also observed that sentence pairs with high similarity scores
usually have a similar sentence structure where many words
occur in both sentences. Therefore, we hypothesized that the
STS models will assign higher scores to sentence pairs that
share a large portion of their lexicons and similar syntax. To
test our hypothesis, we adopted the BertViz package [47] to
profile the attention pattern of the RoBERTa-large model (ie,
our best STS model). BertViz can generate the attention pattern
between two sentences by linking words via lines, where the
line weights reflect the attention weights; higher line weights
indicate higher attention weights between the two words. Table
4 and Figure 3 show an example for two sentence pairs on a
similar topic from the training and test sets. In the first example
from the training set, the attention pattern has three dominant
attention weights (eg, “questions-questions”) and the similarity
score for this sentence pair is labeled as 5.0. However, the
attention pattern for the sentence pair from the test set also has
similar dominant attention weights (such as
“questions-questions”) but was labeled with a similarity score
of 0.0.
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Table 4. Transformer model attention visualization on two examples from STS-Clinic.

PredictionGold standardSentence pairCategory

N/Ab5Training • S1a: advised to contact us with questions or concerns.
• S2: please do not hesitate to contact me with any further questions.

2.50Test • S1: patient discharged ambulatory without further questions or concerns noted.
• S2: please contact location at phone number with any questions or concerns regarding

this patient.

aS: sentence.
bN/A: not applicable.

Figure 3. Transformer model attention visualization on two examples from STS-Clinic. STS: semantic textual similarity.

Limitations
This study has limitations. First, it is worth exploring methods
to effectively integrate clinical resources with general English
resources in transformer-based models. In this study, we
explored an approach by pretraining transformer-based models
with a clinical corpus (ie, MIMIC-III corpus). However, our
results showed that this approach was not efficient. Therefore,
new strategies to better integrate medical resources are needed.
Second, our clinical STS systems performed better for sentence
pairs with high similarity scores (ie, similarity score≥3 in gold
standard) whereas, for the sentence pairs with low similarity
scores (ie, similarity score<2 in gold standard), our systems still

need to be improved. How to address this issue is one of our
future focuses.

Conclusions
In this study, we demonstrated transformer-based models for
measuring clinical STS and developed a system that can use
various transformer algorithms. Our experiment results show
that the RoBERTa model achieved the best performance
compared to other transformer models. Our study demonstrated
the efficiency of transformer-based models for assessing the
semantic similarity for clinical text. Our models and system
could be applied to various downstream clinical NLP
applications. The source code, system, and pretrained models
can be accessed on GitHub [48].
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Abstract

Background: Although electronic health records (EHRs) have been widely adopted in health care, effective use of EHR data
is often limited because of redundant information in clinical notes introduced by the use of templates and copy-paste during note
generation. Thus, it is imperative to develop solutions that can condense information while retaining its value. A step in this
direction is measuring the semantic similarity between clinical text snippets. To address this problem, we participated in the 2019
National NLP Clinical Challenges (n2c2)/Open Health Natural Language Processing Consortium (OHNLP) clinical semantic
textual similarity (ClinicalSTS) shared task.

Objective: This study aims to improve the performance and robustness of semantic textual similarity in the clinical domain by
leveraging manually labeled data from related tasks and contextualized embeddings from pretrained transformer-based language
models.

Methods: The ClinicalSTS data set consists of 1642 pairs of deidentified clinical text snippets annotated in a continuous scale
of 0-5, indicating degrees of semantic similarity. We developed an iterative intermediate training approach using multi-task
learning (IIT-MTL), a multi-task training approach that employs iterative data set selection. We applied this process to bidirectional
encoder representations from transformers on clinical text mining (ClinicalBERT), a pretrained domain-specific transformer-based
language model, and fine-tuned the resulting model on the target ClinicalSTS task. We incrementally ensembled the output from
applying IIT-MTL on ClinicalBERT with the output of other language models (bidirectional encoder representations from
transformers for biomedical text mining [BioBERT], multi-task deep neural networks [MT-DNN], and robustly optimized BERT
approach [RoBERTa]) and handcrafted features using regression-based learning algorithms. On the basis of these experiments,
we adopted the top-performing configurations as our official submissions.

Results: Our system ranked first out of 87 submitted systems in the 2019 n2c2/OHNLP ClinicalSTS challenge, achieving
state-of-the-art results with a Pearson correlation coefficient of 0.9010. This winning system was an ensembled model leveraging
the output of IIT-MTL on ClinicalBERT with BioBERT, MT-DNN, and handcrafted medication features.

Conclusions: This study demonstrates that IIT-MTL is an effective way to leverage annotated data from related tasks to improve
performance on a target task with a limited data set. This contribution opens new avenues of exploration for optimized data set
selection to generate more robust and universal contextual representations of text in the clinical domain.

(JMIR Med Inform 2020;8(11):e22508)   doi:10.2196/22508

KEYWORDS

electronic health records; semantic textual similarity; natural language processing; multi-task learning; transfer learning; deep
learning
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Introduction

Background
The wide adoption of electronic health records (EHRs) has led
to clinical benefits with increased efficiency and financial
benefits [1]. Although electronic documentation has greatly
improved the legibility and accessibility of clinical
documentation, the use of templates and copy-paste during note
generation has inadvertently introduced unnecessary, redundant,
and potentially erroneous information (ie, note bloat), resulting
in decreased readability and functional usability of the generated
clinical notes [2-5]. A previous study [6] on 23,630 clinical
notes identified that in a typical note, only 18% of the text was
manually entered, whereas 46% was copied and 36% imported.
This problem of note bloat not only increases physician
cognitive burden [7] but also becomes a challenge for the
secondary use of EHRs in clinical informatics [8]. Figure 1
illustrates this challenge with an example of 2 sample clinical
notes from the same patient from consecutive visits; blue and
yellow highlighted text indicate content that have been added
or modified, respectively, whereas the plain unhighlighted text
indicates information that is the same across clinical notes.

One way to minimize data redundancy and highlight new
information in unstructured clinical notes can be to compute
the semantic similarity between clinical text snippets. This
process of measuring the degree of semantic equivalence
between clinical text snippets is known as clinical semantic
textual similarity [9]. As semantic textual similarity (STS) is a
foundational language understanding problem, successful
modeling of this task may help improve other higher-level
applications in the clinical domain [9], such as clinical question
answering with evidence-based retrieval, clinical text
summarization, semantic search, conversational systems, and
clinical decision support.

The 2019 National NLP Clinical Challenges (n2c2)/Open Health
Natural Language Processing Consortium (OHNLP) track on

clinical semantic textual similarity (ClinicalSTS) [10] was
organized to tackle this specific task: given a pair of clinical
text snippets, assign a numerical score from 0 to 5 to indicate
the degree of semantic similarity. This is an extension of a
previous challenge from BioCreative/OHNLP 2018 ClinicalSTS
[11,12] that was inspired by the Semantic Evaluation (SemEval)
semantic textual similarity (STS) shared tasks [13-18], which
have been organized since 2012 in the general domain.

Pretrained language models have been shown to be effective
for achieving state-of-the-art results on many general and
clinical domain natural language processing (NLP) tasks [19],
including STS. However, when the target domain differs
substantially from the pretraining corpus, the contextualized
embeddings may be ineffective for the target task. Furthermore,
when the amount of training data are limited, as is common for
clinical NLP tasks, fine-tuning experiments are potentially brittle
and rely on the pretrained encoder parameters to be reasonably
close to an ideal setting for the target task [20]. A previous study
has shown that small training data sets can significantly benefit
from an intermediate training step [20]. In a complementary
work, multi-task learning (MTL) [21] has been shown to be
effective in leveraging supervised data from multiple related
tasks for a target task. Furthermore, it has been observed that
MTL and language model pretraining are complementary
technologies [21].

On the basis of these observations, we present a novel
methodology that iteratively performs intermediate training of
a pretrained language model in an MTL setup using related
data-rich tasks. In this iterative process, related data sets were
purposefully selected to induce representative knowledge of the
target task. In addition, we evaluated the impact of combining
multiple transformer-based language models pretrained on
diverse corpora. Our system ranked first in the 2019
n2c2/OHNLP ClinicalSTS challenge, achieving state-of-the-art
results.
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Figure 1. Two sample clinical notes for the same patient from consecutive visits. Plain text indicates same content between 2 notes; italics (yellow
highlight) indicate the content that has been modified, and bold (blue highlight) indicates new content in the second note.

Relevant Literature
STS is defined as the comparison of a pair of text snippets,
approximately one sentence in length, resulting in a numerical
score that takes a value on a continuous scale of 0 to 5,
indicating degrees of semantic similarity [9,18]. STS, along
with paraphrase detection and textual entailment, is a form of
semantic relatedness task. Paraphrase detection is the
identification of sentences that are semantically identical [22],
whereas textual entailment is the task of reasoning if one text
snippet can be inferred from another [23-25]. STS is more
similar to paraphrase detection because of the symmetricity of
the relationship, as compared with entailment, which is
asymmetric. However, unlike paraphrase detection, STS expands
on the binary output scoring in paraphrase detection to capture
gradations of relatedness.

Early research on STS, in both the general and clinical domains,
focused on lexical semantics, basic syntactic similarity, surface
form matching, and alignment-based methods [26-28]. The
overarching theme behind these methods is the identification,
alignment, and scoring of semantically related words and phrases
and aggregating their scores. However, the absence of a
principled way of combining the topological and semantic
information led to the construction of sentence representations
by building a linear composition of the distributed
representations of individual words [29-32]. Although these
techniques were an improvement over traditional approaches,
they fell short as they did not take the surrounding context into
account while generating distributed representations.

Early attempts at building richer representations that encode
several linguistic aspects of a sentence for computing similarity
included paragraph vectors [33-36], word embedding weighting
and principal component removal [37], and convolutional deep

structured semantic model [38,39]. However, recent studies on
pretrained language models have achieved a breakthrough in
sentence representation learning [19,40,41]. Bidirectional
encoder representations from transformers (BERT) build upon
the ideas from the transformer [42] to construct rich sentence
representations and has achieved state-of-the-art results on many
general and clinical domain NLP tasks [24,43]. In this process,
a transformer-based model is first pretrained on large corpora
to learn universal language representations and is then fine-tuned
with a task-specific output layer for the target task. BERT has
been adapted to biomedical (bidirectional encoder
representations from transformers for biomedical text mining
[BioBERT]) [44] and clinical (bidirectional encoder
representations from transformers on clinical text mining
[ClinicalBERT]) domains [45,46].

The performance of BERT and its domain-specific variants
could be further improved through MTL. MTL [47] refers to
training a model simultaneously for multiple related tasks, and
MTL benefits from a regularization effect by alleviating
overfitting to a specific task, thus making the learned
representations universal across tasks. Supplementary training
on intermediate tasks refers to the second stage of pretraining
of a model, with data-rich intermediate supervised tasks. Recent
studies, such as multi-task deep neural networks (MT-DNN)
[21] and supplementary training on intermediate labeled-data
tasks [20], show that the use of MTL and intermediate
pretraining generates more robust and universal learned
representations, resulting in better domain adaptation with fewer
in-domain labels.

The winning systems in ClinicalSTS 2018 challenge [48] and
SemEval 2017 [49] built upon a combination of approaches
referenced earlier in this section. In general, they employed
ensembled feature engineering methods (random forest, gradient
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boosting, and XGBoost) with features based on n-gram overlap,
edit distance, longest common prefix/suffix/substring, word
alignments [50,51], summarization and machine translation
evaluation metrics, and deep learning [36,52]. In contrast to
these systems, our study builds upon the modern neural
approaches referenced earlier. Specifically, our system
implements MTL and supplementary training on intermediate
labeled tasks with ClinicalBERT to achieve state-of-the-art
performance on the ClinicalSTS 2019 task. Following the
demonstration of our system at the 2019 n2c2/OHNLP challenge
presentation, additional systems leveraging MTL in
ClinicalBERT [53,54] have been implemented with promising
results.

Methods

Data Set
The 2019 ClinicalSTS data set was prepared by the
n2c2/OHNLP challenge organizers from sentences collected
from clinical notes in the Mayo Clinic’s clinical data warehouse.

Candidate sentence pairs were then generated using an average
value ≥0.45 of surface lexical similarity methods, namely,
Ratcliff/Obershelp [55], cosine similarity, and Levenshtein
distance. This resulted in 2054 pairs, of which 1642 were
released as the training set and the remaining 412 were held by
the organizers for testing. Protected health information was
removed using a mix of frequency filtering approach [56] and
manual review process. Each sentence pair was independently
reviewed by 2 clinical experts and scored on a scale of 0 to 5
based on their semantic equivalence (0 for no semantic
equivalence to 5 for complete semantic equivalence).
Interannotator agreement was 0.6 based on weighted Cohen
kappa. The averaged score between the 2 annotators was used
as the gold standard. Table 1 presents a few examples from the
data set.

We split the provided training data set of 1642 sentence pairs
into 75.03% (1232/1642), 14.98% (246/1642), and 9.99%
(164/1642) to form our train, validation, and internal test data
sets, respectively.

Table 1. Sample sentence pairs and annotations from the clinical semantic textual similarity data set.

ObservationsScoreGround trutha

CommentsDomain dependenceSentence 2Sentence 1

Clinical abbreviationsDomain specific5.0“The patient was taken to the post anesthe-
sia care unit postoperatively for recovery.”

“The patient was taken to the PACUb in a
stable condition.”

Medication instruction
parsing

Domain specific3.5“Ipratropium-Albuterol [COMBIVENT] 18-
103 mcg/Actuation Aerosol 2 puffs by inhala-
tion two times a day as needed”

“Albuterol [PROVENTIL/VENTOLIN] 90

mcg/Act HFAcAerosol 1-2 puffs by inhala-
tion every 4 hours as needed.”

Medical concept simi-
larity and medical
concept mapping

Domain specific3.0“Cardiovascular assessment findings include

heart rate, first degree AVdBlock.”

“Cardiovascular assessment findings include
heart rate normal, atrial fibrillation with
controlled ventricular response.”

AlignmentDomain independent3.0“The affected shoulder was prepared and
draped with the usual sterile technique.”

“He was prepped and draped in the stan-
dard fashion.”

Assertion classifica-
tion (polarity)

Domain independent1.5“Musculoskeletal: Negative for back pain,
myalgias and extremity pain.”

“Musculoskeletal: Positive for gait problem,
joint swelling and extremity pain.”

aItalics indicate the phrases within each sentence which correspond to the observations.
bPACU: post anesthesia care unit.
cHFA: hydrofluoroalkane.
dAV: atrioventricular.

Analysis of this data set revealed 2 characteristics that we
consider in our approach to this task. First, the lack of sufficient
training data makes it difficult to train robust machine learning
models using only the given training data. Second, clinical
semantic similarity relies on both domain-specific (eg, clinical
abbreviation expansion, medical concept detection, and medical
concept normalization) and domain-independent (eg, assertion
classification and alignment detection) aspects, as demonstrated
by the sample sentence pairs in Table 1. For the first sentence
pair, a domain-specific understanding of PACU as an
abbreviation for post anesthesia care unit is necessary to infer
the high semantic equivalence. For the fourth sample sentence
pair, domain-independent understanding of the difference in
polarity between Positive and Negative is necessary to infer the
low similarity equivalence.

To address the lack of sufficient training data and leverage the
domain-specific and domain-independent aspects of clinical
semantic similarity, we propose an approach that combines the
following:

• an iterative intermediate multi-task training step for
effective transfer learning employing other related annotated
data sets

• an ensemble module that combines language models
pretrained on both domain-specific and domain-independent
data sets and also incorporates other features.

Iterative Intermediate Training Using MTL
We performed iterative multi-task training on a
transformer-based language model using annotated data sets
from related tasks to induce representative knowledge of the
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target task. With each iteration, annotated data sets from related
tasks were added or removed. Following data set selection, the
language model was then trained using MTL on the selected
data sets, fine-tuned on the target task, and its results were
evaluated and error analysis was performed to determine the
data set selection for the next iteration. We refer to this entire
process as iterative intermediate training using multi-task
learning (IIT-MTL).

IIT-MTL is analogous to traditional feature-based machine
learning methodologies, where performance evaluation and
error analysis lead to feature selection used to train the model.
In IIT-MTL, instead of feature selection, data set selection is
employed to select data sets. Figure 2 presents IIT-MTL
compared with the traditional machine learning approach.

For the ClinicalSTS task, ClinicalBERT was used as our base
model as it was pretrained on a clinical corpus and provides
clinically specific contextual embeddings most suited to our
task. Through IIT-MTL, a refined clinical domain-specific
language model, IIT-MTL on ClinicalBERT
(IIT-MTL-ClinicalBERT), is obtained that has been iteratively
tuned for high performance on the ClinicalSTS task.

In the following sections, we present each step of IIT-MTL as
applied to the ClinicalSTS task: (1) the data set selection
process, including details of each iteration and data sets used;
(2) the MTL architecture with the task-specific layers considered
during the iterative process; and (3) fine-tuning on the target
task.

Figure 2. Comparison of traditional machine learning approach (left), where performance evaluation and error analysis lead to feature selection, and
our proposed iterative training using multi-task learning approach (right), where performance evaluation and error analysis lead to data set selection.

Data Set Selection
For effective performance on the target ClinicalSTS task, we
not only trained our model using MTL as an intermediate step
but also iteratively selected the data sets employed during this
process based on error analysis of the performance on the target
task. The selection of complementary data sets is critical to this
process as it significantly impacts the contextual representations
in the final model.

Several publicly available data sets were considered in these
iterations, including Semantic Textual Similarity Benchmark
(STS-B) [18], Recognizing Question Entailment (RQE) [57],
natural language inference data set for the clinical domain
(MedNLI) [24], and Quora Question Pairs (QQP) [58]. STS-B
consists of 8.6 K sentence pairs drawn from news headlines,
video and image captions, and natural language inference data,
each annotated with a score of 0 to 5 to indicate the degree of
semantic equivalence. RQE consists of 8.9 K pairs of clinical
questions, each annotated with a binary value to indicate
entailment (or lack of) between the 2 questions. MedNLI

consists of 14 K sentences extracted from clinical notes in the
Medical Information Mart for Intensive Care (MIMIC-III)
database [59], with each sentence pair annotated as either
entailment, neutral, or contradiction. QQP consists of 400 K
pairs of questions extracted from the Quora question-and-answer
website, each annotated with a binary value to indicate the
similarity (or lack of) between the 2 questions. We created 2
additional data sets for use in IIT-MTL for ClinicalSTS: a
sentence topic-based data set (Topic) and a medication named
entity recognition data set (MedNER). Topic was created on
sentences within the ClinicalSTS data set, where each sentence
was manually annotated with a label from a predefined list of
topics (eg, MED, SIGNORSYMPTOM, EXPLAIN, and
OTHER). MedNER was autogenerated using a medication
extraction tool [60] on 1000 randomly selected clinical notes
in the MIMIC-III database to recognize medications and its
related artifacts (eg, strength, form, frequency, route, dosage,
and duration). A summary of all data sets used is presented in
Table 2, with additional details provided in Multimedia
Appendix 1 [10,18,24,57,59-62].
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Table 2. Data sets used in multi-task learning.

ExampleSizeDomainTaskData set

Sentence 1: “A young child is riding a horse”; Sentence 2: “A child is
riding a horse”; Similarity: 4.75

8600GeneralSentence pair similar-
ity

STS-Ba

Sentence 1: “Doctor X thinks he is probably just a normal 18 month
old but would like to know if there are a certain number of respiratory
infections that are considered normal for that age”; Sentence 2: “Prob-
ably a normal 18 month old but how many respiratory infections are
normal”; Ground truth: entailment

8900BiomedicalSentence pair classi-
fication

RQEb

Sentence 1: “Labs were notable for Cr 1.7 (baseline 0.5 per old records)
and lactate 2.4”; Sentence 2: “Patient has normal Cr”; Ground truth:
contradiction

14,000ClinicalSentence pair classi-
fication

MedNLIc

Sentence 1: “Why do rockets look white?”; Sentence 2: “Why are
rockets and boosters painted white?”; Ground truth: 1

400,000GeneralSentence pair classi-
fication

QQPd

Sentence: “Negative for difficulty urinating, pain with urination, and
frequent urination”; Ground truth: SIGNORSYMPTOM

1,300,000ClinicalSentence classifica-
tion

Topic

Sentence: “he developed respiratory distress on the AMf of admission,

cough day PTAg, CXRh with B/Li LLj PNAk, started ciprofloxacin and
levofloxacin”; Ground truth: ciprofloxacin [DRUG] levofloxacin
[DRUG]

15,000ClinicalToken-wise classifi-
cation

MedNERe

aSTS-B: semantic textual similarity benchmark.
bRQE: Recognizing Question Entailment.
cMedNLI: natural language inference data set for the clinical domain.
dQQP: Quora Question Pairs.
eMedNER: medication named entity recognition.
fAM: morning.
gPTA: prior to admission.
hCXR: chest x-ray.
iB/L: bilateral.
jLL: left lower.
kPNA: pneumonia.

We established 2 baselines by fine-tuning 2 pretrained language
models, BERT and ClinicalBERT, on the target ClinicalSTS
task. Using the stronger baseline of ClinicalBERT, a total of 5
iterations were performed in IIT-MTL for the ClinicalSTS task.
The selection of data sets for each iteration was decided based
on our understanding of the ClinicalSTS task and error analysis
of the results of the previous iteration. The data set selection
for each iteration is detailed as follows. For each iteration, D
indicates the set of data sets used for multi-task training,
following which the model is further fine-tuned to the target
ClinicalSTS task and evaluated before the next iteration.

• Iteration 1: D={STS-B}: STS-B was employed for
multi-task training because it conforms to the same task
(STS) in the general domain.

• Iteration 2: D={STS-B, RQE, MedNLI}: Next, we added
RQE and MedNLI, which are sentence pair classification
tasks in the clinical domain, and, hence, are similar to our
target task from a domain perspective.

• Iteration 3: D={STS-B, RQE, MedNLI, Topic}: Analysis
of the output from iteration 2 showed that sentence pairs

on different topics within ClinicalSTS express similarity
in different ways. Thus, we created and added the Topic
data set.

• Iteration 4: D={STS-B, RQE, MedNLI, Topic, MedNER}:
Analysis of the output from iteration 3 showed that
medication instruction sentences (eg, “Tylenol tablet 2
tablets by mouth as needed.”) were the worst performing
sentence pairs. To induce medication-related knowledge,
we created and added the MedNER data set to the mix.

• Iteration 5: D={STS-B, RQE, MedNLI, Topic, MedNER,
QQP}: QQP was added in our final iteration as it is a
sentence pair classification task, although in the general
domain.

The final set of data sets used in the model for the ClinicalSTS
task (IIT-MTL-ClinicalBERT) was determined based on the
performance analysis of each iteration.

Intermediate MTL Architecture
The architecture of our intermediate MTL setup is shown in
Figure 3 and is based on the process specified in the study by
Liu et al [21].
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Figure 3. Intermediate multi-task learning and fine-tuning architecture. ClinicalSTS: clinical semantic textual similarity; STS-B: semantic textual
similarity benchmark; RQE: recognizing question entailment; MedNLI: natural language inference data set for the clinical domain; QQP: Quora question
pairs; MedNER: medication named entity recognition data set; ClinicalBERT: bidirectional encoder representations from transformers on clinical text
mining.

The lower shared layers are based on BERT-base architecture
[19], whereas the higher segregated layers represent task-specific
outputs. The task-specific layers correspond to the data sets
selected during the data set selection.

The input can either be a single sentence (X) or a pair of
sentences (X1, X2) delimited with the separating token ([SEP]).
All input texts are tokenized using WordPieces [63] and
truncated to spans no longer than 512 tokens. Following this,
tokens are added to the start ([CLS]) and end ([SEP]) of the
input. In the shared layers, a lexicon encoder converts the input
into a sequence of input embedding vectors, one for each token.
Next, a transformer encoder captures the contextual information
and generates a sequence of contextual embeddings. This
semantic representation is shared across all tasks and feeds into
multiple lightweight task-specific architectures, each
implementing a different task objective. In the training phase,
we fine-tuned the shared layers along with task-specific layers
using the multi-task objectives, detailed below:

• Sentence Pair Similarity: Suppose h[CLS] is the contextual
embedding of [CLS] for input sentence pair (X1, X2) and
wSPS is a task-specific parameter vector. We utilized a fully

connected layer to compute the similarity score , where

 is a real value of range (−∞, ∞). We use the mean
squared error as the objective function:

     where y is the similarity score for the sentence pair.

• Single Sentence Classification: Suppose h[CLS] is the
contextual embedding of [CLS] for input sentence X and

wSSC is a task-specific parameter vector. The probability
that X is labeled as class c is predicted by logistic regression
with softmax:

     This task is trained using the cross-entropy loss as the
objective:

     where is the binary indicator (0 or 1) if the class label c
is the correct classification for X.

• Sentence Pair Classification: Suppose h[CLS] is the
contextual embedding of [CLS] for sentence pair (X1, X2)
and wSPC is a task-specific parameter vector. As the two
sentences are packed together, we can predict that the

relation R between X1 and X2 is given as similar to
single sentence classification. We trained the task using the
cross-entropy loss as specified previously

• Token Classification: Suppose h[1:n] is the contextual
embedding for tokens Tok [1:n] in packed sentence pair (X1,
X2) and wTC is a task-specific parameter vector. The token
classification is trained using a per-entity linear classifier,
where the probability that Tok[j] labeled as class c is

predicted by logistic regression with softmax: . Here,

. This task is trained using the cross-entropy loss as
specified previously.

The process for training our intermediate MTL architecture is
demonstrated in Textbox 1. We initialized the shared layers of
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our architecture with the parameters of the pretrained
ClinicalBERT [46]. The task-specific layers were randomly
initialized. We jointly refer to them as θ. Next, we created
equal-sized subsamples (mini-batches) from each data set. For
every epoch, a mini-batch bt was selected (from each of the

MTL data sets detailed previously), and the model was updated
according to the task-specific objective for task t. We used the
mini-batch–based stochastic gradient descent to update the
parameters. A detailed explanation of the training parameters
is provided in Multimedia Appendix 2 [19,21,63-65].

Textbox 1. Multi-task learning algorithm.

Initialize model parameters θ

Create E by merging mini-batches (bt) for each data set in D

for epoch in 1,2,….., epochmax do

     Shuffle E

     for bt in E do

          Compute loss: L (θ) based on task t;

          Compute gradient: ∇(θ)

          Update model: θ=θ−η∇(θ)

     end

end

Fine-Tuning
After multi-task training, we fine-tuned the model on the target
ClinicalSTS task. As ClinicalSTS is a sentence similarity task,
we fine-tuned the sentence pair similarity task-specific layer of
the multi-task architecture (Figure 3) to train the model using
the ClinicalSTS data set. The predictions on the internal test
data set were evaluated, which drove the data set selection
process. A detailed explanation of the training parameters is
provided in Multimedia Appendix 2.

Ensemble Module
To induce both domain-specific and domain-independent aspects
of clinical semantic similarity, we leveraged other pretrained
language models in addition to IIT-MTL-ClinicalBERT in the
ensemble module. During this process, we fine-tuned other
pretrained language models on the target task, ensembled their
predictions with predictions from IIT-MTL-ClinicalBERT
(which was already fine-tuned during IIT-MTL), and then
incorporated additional similarity features. In the following
sections, we describe the (1) language models used, (2)
additional similarity features incorporated, and (3) different
ensembling techniques explored.

Language Models
A total of 4 language models were used in our ensemble module:
IIT-MTL-ClinicalBERT, BioBERT [44], MT-DNN [21], and
robustly optimized BERT approach (RoBERTa) [66].
IIT-MTL-ClinicalBERT, the output of IIT-MTL, was derived
from ClinicalBERT [46], and therefore, it provided clinical
domain-specific contextual embeddings. To provide contextual
representations from a similar but slightly different domain, we
used BioBERT, which is also BERT-based but has been further
pretrained on the biomedical corpus. To account for the
domain-independent aspects of clinical semantic similarity, we
used language models from the general domain, specifically
RoBERTa and MT-DNN. RoBERTa is based on BERT but has
been optimized for better performance, whereas MT-DNN
leverages large amounts of cross-task data, resulting in more
generalized and robust text representations. We selected
RoBERTa and MT-DNN for use in our ensemble module
because at the time of the 2019 n2c2/OHNLP challenge, they
achieved state-of-the-art results on multiple tasks similar to
ClinicalSTS, including STS-B [43], Multi-Genre Natural
Language Inference [23], Question answering Natural Language
Inferencing [67], and Recognizing Textual Entailment [68].
Table 3 presents an overview of the language models used in
our experiments.
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Table 3. Pretrained language models used in the ensemble module and their training corpora.

DomainCorpora for language model pretrainingLanguage model

GeneralWikipedia+BookCorpusMT-DNNa

GeneralWikipedia+BookCorpus+CC-News+OpenWebText+StoriesRoBERTab

BiomedicalWikipedia+BookCorpus+PubMed+PMCdBioBERTc

ClinicalWikipedia+BookCorpus+MIMIC-IIIfIIT-MTL-ClinicalBERTe

aMT-DNN: multi-task deep neural networks.
bRoBERTa: robustly optimized bidirectional encoder representations from transformers approach.
cBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
dPMC: PubMed Central
eIIT-MTL-ClinicalBERT: iteratively trained using multi-task learning on ClinicalBERT.
fMIMIC-III: Medical Information Mart for Intensive Care.

Other Similarity Features
Under the hypothesis that aggregating similarity metrics from
different perspectives could help further boost performance, we
incorporated additional string similarity features to our
ensembled model. On the basis of the observation that
medication instructions appear frequently in our data set, we
incorporated medication features by (1) using a medication
information extraction system [69] to extract medications and
its related attributes (eg, drug name, dosage, duration, form,
frequency, route, and strength) from the text and (2) converting
the extracted attributes into composite features. We also
incorporated additional features shown to be useful in the
previous 2018 ClinicalSTS challenge, including domain-specific
features and phrasal similarity features. Details on these features
are provided in Multimedia Appendix 3 [50,51,69-71].

Ensemble Methods
A total of 3 learning algorithms for regression were used for
ensembling language model outputs and features: linear
regression, Bayesian regression, and ridge regression. Note that
we also explored random forest and XGBoost, which were used
in the previous year’s winning systems, but found that they
underperformed, and therefore, we did not use those methods.
On the basis of the performance on the internal test data set, we
experimented with incrementally averaging different
combinations of the constituent model outputs while adding the
other similarity features previously described. A detailed
explanation of the training parameters is provided in Multimedia
Appendix 2.

Figure 4 presents an overview of our end-to-end system on the
ClinicalSTS task, consisting of an iterative intermediate
multi-task training step followed by an ensemble module. Note
that the intermediate MTL and fine-tuning portion of Figure 4
was presented earlier in more detail in Figure 3.

Figure 4. Overview of our end-to-end system. ClinicalBERT: bidirectional encoder representations from transformers on clinical text;
IIT-MTL-ClinicalBERT: iterative intermediate training using multi-task learning on ClinicalBERT; MT-DNN: multi-task deep neural networks;
RoBERTa: robustly optimized BERT approach; BioBERT: bidirectional encoder representations from transformers for biomedical text mining.
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Evaluation Metrics
We evaluated the proposed system using the evaluation script
released by the organizers of the 2019 n2c2/OHNLP challenge
to measure the Pearson correlation coefficient (PCC) between
the human-annotated (gold standard) and predicted clinical
semantic similarity scores. In the Results section, we report the
PCC on the internal test data set for each iteration in IIT-MTL
as well as on each combination of language models tried during
ensembling. We also report the PCC for our 3 official
submissions to the 2019 n2c2/OHNLP challenge on both the
internal test data set and withheld external test data set.

Results

Iterative Intermediate Training Using MTL
Table 4 presents the results of each iteration in IIT-MTL. In
comparison with the ClinicalBERT baseline, the addition of
complementary data sets improved the overall model
performance. Notably, not all data set additions resulted in
improved performance. This is highlighted in iteration 5, where
the addition of QQP led to a significant drop in performance.
As the model from iteration 4 showed the best performance on
the internal test data set, we adopted this variant for the final
IIT-MTL-ClinicalBERT model.

Table 4. Results of each iteration of iterative intermediate training using multi-task learning.

Pearson correlation coef-
ficient on internal test

Data sets used for iterative intermediate training approach using multi-task learningExperiment and language
model

QQPeMedNERdTopicMedNLIcRQEbSTS-Ba

BLf

0.834——————h1 BERTg

0.848——————2 ClinicalBERTi

Iterj

0.852—————✓k1 ClinicalBERT

0.862———✓✓✓2 ClinicalBERT

0.866——✓✓✓✓3 ClinicalBERT

0.870 l—✓✓✓✓✓4 ClinicalBERT

0.856✓✓✓✓✓✓5 ClinicalBERT

aSTS-B: semantic textual similarity benchmark.
bRQE: Recognizing Question Entailment.
cMedNLI: Natural Language Inference data set for the clinical domain.
dMedNER: Medication-NER data set.
eQQP: Quora Question Pair data set.
fBL: baseline.
gBERT: bidirectional encoder representations from transformers.
hIndicates data set was not used for this experiment.
iClinicalBERT: bidirectional encoder representations from transformers on clinical text mining.
jIter: iteration.
kIndicates data sets that were trained together in multi-task learning.
lItalics signify highest Pearson correlation coefficient obtained on internal test data set.

Ensemble Module
Table 5 presents the results of the language model ensemble
experiments performed on the internal test data set. Here, the
statistical mean of the normalized language model outputs was
used as our ensemble method. Of the individual models,
IIT-MTL-ClinicalBERT and BioBERT, which were pretrained
on clinical and biomedical corpora, respectively, achieved higher

PCC as compared with MT-DNN and RoBERTa, which were
pretrained only on general domain corpora. In general,
ensembled models performed better than the individual
constituent models alone, with the combination of
IIT-MTL-ClinicalBERT, BioBERT, and MT-DNN resulting in
the highest performance (PCC 0.8809) on the internal test data
set.
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Table 5. Ablation study of language models utilized in the ensemble module. The statistical mean of the language model outputs was used as the
ensembling method.

Pearson correlation coefficient on inter-
nal test

Language model ensembleExperiment

RoBERTadMT-DNNcBioBERTbIIT-MTL-ClinicalBERTa

0.8711———f✓e1

0.8707——✓—2

0.8685—✓——3

0.8578✓———4

0.8754——✓✓5

0.8780—✓✓—6

0.8722✓✓——7

0.8741✓——✓8

0.8796—✓—✓9

0.8720✓—✓—10

0.8809 g—✓✓✓11

0.8769✓✓✓—12

0.8787✓✓—✓13

0.8764✓—✓✓14

0.8795✓✓✓✓15

aIIT-MTL-ClinicalBERT: iterative intermediate training using multi-task learning on ClinicalBERT.
bBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
cMT-DNN: multi-task deep neural networks.
dRoBERTa: robustly optimized bidirectional encoder representations from transformers approach.
eIndicates which language models are included in the ensemble.
fIndicates language model was not used for this experiment.
gItalics signify the highest Pearson correlation coefficient obtained on internal test data set.

On the basis of the experiments presented in Table 5,
IIT-MTL-ClinicalBERT & BioBERT & MT-DNN was adopted
as the base combination of language models for our official
submissions. Table 6 presents the results of this base
combination of language models, with incremental addition of
other similarity features using four different ensemble methods.

Results are shown for both the internal and withheld external
test data sets. Note that the addition of domain-specific and
phrasal similarity features has been included in Table 6 for
completeness (although it resulted in lower performance)
because it was part of our official submissions.
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Table 6. End-to-end ensemble module and official submission results.

Pearson correlation coefficient on external testaPearson correlation coefficient on internal testaComponents

RRBRLRMeanRRdBRcLRbMean

0.89780.89780.89780.90060.87960.87950.87960.8809IIT-MTL-ClinicalBERTe & MT-

DNNf & BioBERTg

0.89750.89970.9010N/A0.88310.88320.8841N/Ah+ medication features

0.88750.89200.8861N/A0.87990.87410.8733N/A+ domain-specific and phrasal simi-
larity features

aItalics signify the Pearson correlation coefficient obtained on the internal and external test data set corresponding to the three configurations (components
and ensemble method) that were our official submissions to the 2019 n2c2/OHNLP challenge.
bLR: linear regression.
cBR: Bayesian regression.
dRR: ridge regression.
eIIT-MTL-ClinicalBERT: iterative intermediate training using multi-task learning on ClinicalBERT.
fMT-DNN: multi-task deep neural networks.
gBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
hN/A: not applicable.

Official Submission
The best performing configurations on the internal test data set,
as shown in Table 6, were entered as our official submissions
to the 2019 n2c2/OHNLP ClinicalSTS challenge. The details
of each of our 3 official submissions are as follows:

• Submission 1: IIT-MTL-ClinicalBERT & MT-DNN &
BioBERT
• A statistical mean of the scores produced by the

language models, specifically IIT-MTL-ClinicalBERT,
MT-DNN, and BioBERT.

• Submission 2: IIT-MTL-ClinicalBERT & MT-DNN &
BioBERT+medication features
• A linear regression model trained on each component

output from Submission 1 and medication features.

• Submission 3: IIT-MTL-ClinicalBERT & MT-DNN &
BioBERT+medication features+domain-specific and phrasal
similarity features
• A ridge regression model trained on all features from

Submission 2 and phrasal similarity and
domain-specific features.

Our submission 2 achieved first place out of 87 submitted
systems with a PCC of 0.9010 based on the official results. Our
submission 1 achieved second place with a PCC of 0.9006.

With the release of the external test data set, we reran the
experiments for language model ensembling on the external
test data set. We identified the highest performing configuration
on the external test data set as the statistical mean of the scores
produced by the combination of IIT-MTL-ClinicalBERT,
MT-DNN, and RoBERTa, which resulted in a PCC of 0.9025.

Discussion

Principal Findings
Iterative intermediate training using MTL is an effective way
to leverage annotated data from related tasks to improve
performance on the target task. However, it is critical to select
data sets that can induce contextualized embeddings necessary
for the target task. If the network is tasked with making
predictions on unrelated tasks, negative transfer may ensue,
resulting in lower quality predictions on the target task.
Applying IIT-MTL to train ClinicalBERT with related
tasks—STS-B, RQE, MedNLI, Topic, and MedNER—resulted
in improved performance on the target ClinicalSTS task.
However, the addition of QQP to the MTL step resulted in a
significant drop in performance. This may be attributed to the
fact that, in contrast to the other data sets used, QQP was created
for a different sentence pair task (classification rather than
regression) on the general domain (as opposed to RQE and
MedNLI, which are on the clinical domain). This illustrates the
importance of data set selection for the effectiveness of the
intermediate multi-task training step.

Ensembling language models pretrained on domain-specific
and domain-independent corpora incorporates different aspects
of clinical semantic similarity. Table 7 presents the ground truth
for two sentence pairs, along with predictions from each
constituent model. The first sentence pair contains minimal
domain-specific terminology; hence, the models trained on
domain-independent corpora, MT-DNN and RoBERTa,
predicted scores closer to the ground truth. The low ground
truth score in the second sentence pair is because of dissimilar
clinical concepts within the text; hence, the models trained on
domain-specific corpora, IIT-MTL-ClinicalBERT and
BioBERT, predicted scores closer to the ground truth.
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Table 7. Sample sentence pairs with ground truth annotations and predictions from three language models used in the final ensembled system.

PredictionsGround
Truth

Sentence 2Sentence 1

RoBERTadMT-

DNNc
BioBERTbIIT-MTL-Clinical-

BERTa

2.512.151.010.612.5“We explained the risks, bene-
fits, and alternatives, and the
patient agreed to proceed.”

“The following consent was
read to the patient and accept-
ed to order testing.”

1.742.341.181.040.5“Negative for abdominal pain,
blood in stool, constipation, di-
arrhea and vomiting.”

“Negative for coughing up
blood, coughing up mucus
(phlegm) and wheezing.”

aIIT-MTL-ClinicalBERT: iterative intermediate training using multi-task learning on ClinicalBERT.
bBioBERT: bidirectional encoder representations from transformers for biomedical text mining.
cMT-DNN: multi-task deep neural networks.
dRoBERTa: robustly optimized bidirectional encoder representations from transformers approach.

Analysis of Model Performance
Our best official submission achieved a PCC of 0.9010 on the
external test data set. However, the model performance varies
significantly depending on the gold similarity scores. On the
low and high ends of the gold scores, [0-2) or [4-5], our model
achieves a PCC of 0.9234. However, in the middle range of the
gold scores, [2-4), it performs much worse with a PCC of
0.5631. The lower performance in the middle range can be
partially attributed to ground truth issues. Weak-to-moderate
interannotator agreement (0.6 weighted Cohen kappa) coupled
with the lack of an adjudication process (scores from 2
annotators were averaged to provide the gold score), led to
concentration of annotation errors in the middle range of the
gold scores. For example, greater disagreement between 2
annotators (eg, gold scores 1 and 5) will end up in the middle
range (final averaged score 3) as compared with low
disagreements (eg, 4 and 5 with the final score of 4.5). The drop
in performance in the middle range may also indicate that
although our model performs well at distinguishing completely
similar or dissimilar sentence pairs, it struggles in scoring
sentences with moderate clinical semantic similarity.

To further investigate this behavior, we studied how predictions
varied for each similarity interval using the withheld external
test data set. For this, we converted the continuous range gold
scores and our model predictions into 5 intervals: [0,1), [1-2),
[2-3), [3-4), [4-5]. Using these intervals, we then calculated the
F1-score by computing true positives, false positives, and false
negatives. A prediction is a true positive if the gold score is in
the same similarity interval as the prediction; otherwise, it is
termed as false positive (in the predicted interval) and false
negative (in the gold interval). Our best model achieves a
relatively high F1-score at the extreme ranges (0.77, 0.80, and
0.71 for [0,1), [1-2), [4-5], respectively) but struggles in the
middle intervals (0.23 and 0.44 for [2-3) and [3-4), respectively).

Limitations and Future Work
We acknowledge certain limitations of this study. First, these
results are specific to the 2019 n2c2/OHNLP ClinicalSTS data
set, which contains clinical text snippets from a single EHR
data warehouse (Mayo Clinic EHR data warehouse).
Furthermore, the chosen sentence pairs have high surface lexical

similarity (ie, candidate pairs must have ≥0.45 average score
of Ratcliff/Obershelp pattern matching algorithm, cosine
similarity, and Levenshtein distance), which limits the variation
in the data set. Thus, there is a need to validate this process on
a more diverse ground truth, which (1) contains clinical text
from multiple data warehouses and (2) allows for a less
restrictive sentence pairing. Second, we observed inconsistencies
in the ground truth, which may be inherent to a complex task
such as clinical semantic textual similarity. We have made
preliminary progress in quantifying these errors and their impact
on the results, but more work is needed in this direction. Finally,
although our system has achieved high PCC on the ClinicalSTS
task, additional research is still needed to understand how to
apply this foundational task to the real-world problem of bloated,
disorganized clinical documentation.

Although our system achieved state-of-the-art results in the
challenge, the proposed system has following avenues for
improvement and further exploration:

1. The data set selection process in IIT-MTL is largely manual,
driven by empirical observations and domain knowledge.
Recent developments in automatic machine learning
(AutoML), ranging from optimizing hyper-parameters using
random search [72] to discovering novel neural architectures
using reinforcement learning [73], have shown promising
results. We plan to explore AutoML to relieve this manual
effort in the future.

2. The language model ensemble works well for inducing
domain-specific and domain-independent knowledge.
However, this process remains largely intuitive. We plan
to explore how language modeling objectives influence the
domain adaptability of the learned language models on the
target task.

3. At the time of the challenge, we applied our IIT-MTL
methodology only to ClinicalBERT because of time
constraints. We plan to employ our IIT-MTL methodology
on other implemented language models and evaluate their
performance.

4. Our proposed system has a significant computational cost,
as we leverage several transformer-based language models.
We plan to explore the performance impact of replacing
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these models with their less computationally expensive
counterparts [74].

5. In our experiments, inclusion of domain-specific and phrasal
features led to a drop in performance. This is likely because
of effective learning of these features by pretrained
transformer-based language models, as observed in the
general domain [75,76]. We wish to investigate this
behavior further by utilizing probing tasks [77] in
transformer language models.

Conclusions
In this study, we presented an effective methodology leveraging
(1) an iterative intermediate training step in a MTL setup and
(2) multiple language models pretrained on diverse corpora,
which achieved first place in the 2019 ClinicalSTS challenge.
This study demonstrates the potential for IIT-MTL to improve
the performance of other tasks restricted by limited data sets.
This contribution opens new avenues of exploration for
optimized data set selection to generate more robust and
universal contextual representations of text in the clinical
domain.
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Abstract

Background: Semantic textual similarity is a common task in the general English domain to assess the degree to which the
underlying semantics of 2 text segments are equivalent to each other. Clinical Semantic Textual Similarity (ClinicalSTS) is the
semantic textual similarity task in the clinical domain that attempts to measure the degree of semantic equivalence between 2
snippets of clinical text. Due to the frequent use of templates in the Electronic Health Record system, a large amount of redundant
text exists in clinical notes, making ClinicalSTS crucial for the secondary use of clinical text in downstream clinical natural
language processing applications, such as clinical text summarization, clinical semantics extraction, and clinical information
retrieval.

Objective: Our objective was to release ClinicalSTS data sets and to motivate natural language processing and biomedical
informatics communities to tackle semantic text similarity tasks in the clinical domain.

Methods: We organized the first BioCreative/OHNLP ClinicalSTS shared task in 2018 by making available a real-world
ClinicalSTS data set. We continued the shared task in 2019 in collaboration with National NLP Clinical Challenges (n2c2) and
the Open Health Natural Language Processing (OHNLP) consortium and organized the 2019 n2c2/OHNLP ClinicalSTS track.
We released a larger ClinicalSTS data set comprising 1642 clinical sentence pairs, including 1068 pairs from the 2018 shared
task and 1006 new pairs from 2 electronic health record systems, GE and Epic. We released 80% (1642/2054) of the data to
participating teams to develop and fine-tune the semantic textual similarity systems and used the remaining 20% (412/2054) as
blind testing to evaluate their systems. The workshop was held in conjunction with the American Medical Informatics Association
2019 Annual Symposium.

Results: Of the 78 international teams that signed on to the n2c2/OHNLP ClinicalSTS shared task, 33 produced a total of 87
valid system submissions. The top 3 systems were generated by IBM Research, the National Center for Biotechnology Information,
and the University of Florida, with Pearson correlations of r=.9010, r=.8967, and r=.8864, respectively. Most top-performing
systems used state-of-the-art neural language models, such as BERT and XLNet, and state-of-the-art training schemas in deep
learning, such as pretraining and fine-tuning schema, and multitask learning. Overall, the participating systems performed better
on the Epic sentence pairs than on the GE sentence pairs, despite a much larger portion of the training data being GE sentence
pairs.

Conclusions: The 2019 n2c2/OHNLP ClinicalSTS shared task focused on computing semantic similarity for clinical text
sentences generated from clinical notes in the real world. It attracted a large number of international teams. The ClinicalSTS
shared task could continue to serve as a venue for researchers in natural language processing and medical informatics communities
to develop and improve semantic textual similarity techniques for clinical text.

(JMIR Med Inform 2020;8(11):e23375)   doi:10.2196/23375
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Introduction

Background
Semantic textual similarity (STS) is a common task in the
general English domain to assess the degree to which the
underlying semantics of 2 segments of text are equivalent to
each other. Equivalency is usually assessed using ordinal scaled
output ranging from complete semantic equivalence to complete
semantic dissimilarity. Applications of STS include machine
translation, summarization, text generation, question answering,
short answer grading, semantic search, and dialogue and
conversational systems.

Clinical Semantic Textual Similarity (ClinicalSTS) is the
application of STS techniques in the clinical domain that
attempts to measure the degree of semantic equivalence between
2 snippets of clinical text. Due to the wide adoption of electronic
health record (EHR) systems, a vast volume of free-text EHR
data has been generated [1], such as progress notes, discharge
summaries, radiology reports, and pathology reports. The
frequent use of copy and paste, templates, and smart phrases
(eg, one can type a few characters that automatically expand to
a longer phrase or template) has resulted in redundancy in
clinical text. This reduces the quality of EHR data and adds to
the cognitive burden of tracking complex medical records in
clinical practice [2]. An analysis of 23,630 progress notes written
by 460 clinicians showed that 18% of the text was manually
entered, 46% was copied, and 36% was imported [3].

Studies that evaluated and measured redundancy in clinical text
[2] showed that STS techniques are rarely applied in the clinical
domain to reduce redundancy. ClinicalSTS can identify
redundant clinical sentences, that is, semantically equivalent
clinical texts, by computing the similarity score between 2
clinical snippets. Removing those redundant clinical sentences
is vital to many clinical applications, such as clinical text
summarization, clinical semantic information retrieval, and
clinical decision support systems [4].

The STS shared task has been held annually since 2012 to
encourage and support research in this area [5-10]. However,
STS techniques have been rarely studied on clinical texts, and
to our knowledge there are no clinical STS shared tasks. To
motivate natural language processing (NLP) and biomedical
informatics communities to study STS problems in the clinical
domain, we organized the first ClinicalSTS challenge, the
BioCreative/OHNLP ClinicalSTS shared task, in 2018 [11] to
provide a venue for the evaluation of state-of-the-art algorithms
and models by making available a real-world clinical note data
set. The shared task attracted 4 participating teams that produced
a total of 12 system submissions [12].

Objective
In 2019, we continued the shared task as a collaboration with
National NLP Clinical Challenges (n2c2) and the Open Health
Natural Language Processing (OHNLP) consortium under the

name n2c2/OHNLP track on ClinicalSTS [11]. Our aim was
for the community to tackle STS problems in the clinical domain
in a workshop at the American Medical Informatics Association
2019 Annual Symposium. In this paper, we first give an
overview of the ClinicalSTS task and how we prepared the data
set for the 2019 shared task differently from that in the previous
year. Then, we describe the record number of participating teams
and their systems. Finally, we present the results, system
rankings, and future research directions for the ClinicalSTS
task.

Methods

Task Overview
ClinicalSTS provides paired clinical text snippets for each
participant. The clinical text snippets are mostly sentences
extracted from clinical notes. The participating systems are
asked to return a numerical score indicating the degree of
semantic similarity between the 2 sentences. Performance is
measured by the Pearson correlation coefficient between the
predicted similarity scores and human judgments. The
ClinicalSTS scores fall on an ordinal scale, ranging from 0 to
5, where 0 means that the 2 clinical text snippets are completely
dissimilar (ie, no overlap in their meanings) and 5 means that
the 2 snippets have complete semantic equivalence. Our previous
publications [12,13] showed clinical text examples of the ordinal
similarity scale. Participating systems can use real valued scores
to indicate their semantic similarity prediction.

Data Preparation
We collected the data set for the 2019 ClinicalSTS shared task
from EHRs at the Mayo Clinic’s clinical data warehouse. Both
the study and a waiver of informed consent were approved by
the Mayo Clinic Institutional Review Board in accordance with
45 CFR 46.116 (approval no. 17–003030). Since the Mayo
Clinic had completed a systemwide EHR transition across all
care sites from GE Healthcare to Epic Systems Corporation,
the data set in the 2019 shared task combined the data set from
the 2018 shared task, which was an annotated subset of the
MedSTS data set [13], and a new data set extracted from the
historical GE EHR system and Epic EHR system. By combining
data sets, we aimed to compare the semantics in clinical text
generated from 2 different EHR systems. We did not release
the EHR source information to the participating teams during
the shared task.

Figure 1 illustrates the data set used for this shared task. To
curate the data set, we first collected clinical notes from the
clinical data warehouse for 113,000 patients receiving their
primary care at the Mayo Clinic. We removed protected health
information (PHI) by employing a frequency filtering approach
[14] based on the assumption that sentences appearing in
multiple patients’ records tend to contain no PHI, which resulted
in 112,00 unique sentences from the GE and 75,000 unique
sentences from the Epic EHRs. We used the averaged value
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(≥0.45) of 3 surface lexical similarities, namely the
Ratcliff/Obershelp pattern-matching algorithm [15], cosine
similarity [16], and Levenshtein distance [17], as a cutoff value
to obtain candidate sentence pairs with some level of prima
facie similarity. Wang et al [13] details how these methods were
employed. We obtained 4.1 million GE sentence pairs and 1.1
million Epic sentence pairs. We randomly selected 1006
sentence pairs to be annotated by human experts. To ensure that
no PHI existed in the final released data set, we manually
removed PHI from each sentence. In the annotation phase, we
asked 2 clinical experts to independently annotate each sentence
pair in the ClinicalSTS data set on the basis of their semantic
equivalence. Both annotators were very knowledgeable and had

many years of experience in the clinical domain. Agreement
between the 2 annotators was moderate, with a weighted Cohen
kappa of 0.6. We used the average of their scores as the
reference standard for evaluating the submitted systems. We
then randomly selected 331 GE sentence pairs and 263 Epic
sentences pairs. After combining these with the previous year’s
data set and removing duplicates, we finally obtained 1642
sentence pairs and released these as training data to each team
to develop and fine-tune their systems. We used a total of 412
sentence pairs as the testing data set, including 189 GE sentence
pairs (45.9%) and 223 Epic sentence pairs (54.1%), and asked
the participating teams to return a numerical score indicating
the degree of semantic similarity for each sentence pair.

Figure 1. Flowchart of the released data set generation in the 2019 n2c2/OHNLP track on Clinical Semantic Textual Similarity. EHR: electronic health
record; PHI: protected health information.

Participating Teams
Participating teams were required to sign a Data Use Agreement
to get access to the challenge data set. Each team could submit
up to 3 runs for the testing data, with every run having 1 line
for each sentence pair that provided the similarity score assigned
by the system as a floating-point number.

Evaluation Metric
Similar to the general STS shared tasks, ClinicalSTS used the
Pearson correlation coefficient between the predicted scores
and the reference standard on the testing set to evaluate the

submitted systems. We released a public script computing the
Pearson correlation coefficient to the participating teams.

Results

Participating Teams
Figure 2 shows the number of teams that signed up the task,
teams that submitted systems, and the total number of valid
systems (ie, those outputs following the submission guideline),
in comparison with the 2018 BioCreative/OHNLP ClinicalSTS
shared task. In summary, 78 teams from 16 countries signed up
for this shared task and 33 teams submitted a total of 87 valid
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systems. Compared with the shared task in the previous year,
the numbers of participating teams and submitted systems
increased dramatically. Table 1 lists the details of teams that

submitted systems, including team names, affiliations, and
number of submitted systems.

Figure 2. Participation in the 2019 n2c2/OHNLP Clinical Semantic Textual Similarity (ClinicalSTS) track in comparison with the 2018
BioCreative/OHNLP Clinical STS track.

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e23375 | p.431http://medinform.jmir.org/2020/11/e23375/
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Participating teams, affiliations, and number of systems submitted by each.

Number of systemsAffiliationTeam name

3Arizona State University, USAASU

3National Yang-Ming University, TaiwanChangYC

3N/AaCLEARTeamCNRSLille

3Boston Children’s Hospital and Harvard University, USADMSS

2Dalian University of Technology, ChinaDUTIR

3Orion Health, USAedmondzhang

4ezDI Inc, USAezDI

3Harbin Institute of Technology at Shenzhen, ChinaHITSZ

0IBM Corporation, USAIBMResearch

4Johns Hopkins University, USAJHU

3Universidad Rey Juan Carlos, SpainLSI_UNED

3Arizona State University, USAMAH

3Med Data Quest, USAMedDataQuest

3German Cancer Research Center, GermanyMICNLP

3Nara Institute of Science and Technology, Japannaist_sociocom

3National Center for Biotechnology Information, USANCBI

3Virginia Commonwealth University, George Mason University, USAnlpatvcu

2Pontifical Catholic University of Paraná, BrazilPUCPR

4Queen’s University, UKQUB

3Stony Brook University, USASBUnlp

3N/Asuperficialintelligence0405

3University of Aveiro, PortugalUAveiro

3University of Florida, USAUFL

3University of Texas at Houston, USAUH_RiTUAL

3University of Utah and Veterans Affairs, USAUtah-VA

1University of Maryland, USAvjaneja

3Western Sydney University, AustraliaWSU-MQ

3Yale University, USAYale

2University of Melbourne, AustraliaYuxia

3Yunnan University, Chinazhouxb

aN/A: not available.

Basic Information of the Released Data Set
Our previous publication [13] provides more detailed
information about the larger MedSTS data set. We used the
Python NLP package spaCy version 2.1 (ExplosionAI GmbH)
tokenizer to count the total number of words in each sentence
pair. Figure 3 depicts the distribution of the number of words
in sentence pairs in the released training and testing data sets.
Most sentences pairs had 25 to 50 words, and there were more

lengthy sentences in the training data set. However, the length
distribution between training and testing was consistent. Table
2 lists the number of sentence pairs with different similarity
scores in the released training and testing data sets. There were
more sentence pairs with similarity scores between 3 and 4 in
the training data set, whereas there were more sentence pairs
with similarity scores between 1 and 2 in the training data set.
This might have been due to sampling bias during data set
creation.
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Table 2. Number of sentence pairs with different similarity scores in the released training and testing data sets.

Testing data set, nTraining data set, nSimilarity score

98185[0,1)

168236[1,2)

30245[2,3)

34607[3,4)

82369[4,5]

Figure 3. Distribution of number of words in sentence pairs in the released training and testing data sets.

In addition, we used 3 surface lexical similarity methods as the
baseline method to calculate the similarity scores in the testing
data set, namely the Ratcliff/Obershelp pattern-matching
algorithm, cosine similarity, and Levenshtein distance similarity.
For more details about these baselines, please refer to our
previous publication [13]. The cosine similarity achieved the
best performance among the 3 baselines, with a Pearson
correlation of r=.3709, followed by Levenshtein distance
similarity with r=.2816 and Ratcliff/Obershelp with r=.2480.

Participating System Performance and Rankings
Table 3 lists the overall performance of all the valid submitted
systems and the comparison with overall performance in the

previous year’s challenge. Table 4 shows the top 10 teams with
their specific corresponding best runs and performance. The
best system was from the team IBM Research’s
LM-POSTPROCESS-RUN with a Pearson correlation
coefficient of r=.9010, an 8.2% increase from the previous
year’s best system. Overall, the median correlation score for
the testing data set was r=.8291, a 3.4% increase from the
previous year. We also compared the best run with other top
systems using the Wilcoxon signed rank t test (Table 4). We
found no statistically significant difference in 9 out of the top
10 systems (P<.001).
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Table 3. Overall performance of the valid submitted systems and comparison with the previous year’s results.

2018 BioCreative/OHNLP ClinicalSTS, r2019 n2c2/OHNLP ClinicalSTSa, rMetric

.8328.9010Maximum

.7005–.0530Minimum

.8016.8291Median

.7820.7183Mean

.0476.2260Standard deviation

aClinicalSTS: Clinical Semantic Textual Similarity.

Table 4. Performance of the top 10 teams with the corresponding best runs.

P valuerRunTeamRank

—a.9010LM-POSTPROCESS-RUNIBMResearch1

.88.89671NCBI2

.40.8864XLNet-RunUFL3

.45.8792AVERAGE-RunDMSS4

.09.87843Yale5

.54.8704fine_tuned_models_mean-RunQUB6

<.001.8694Step1MICNLP7

.80.8685raw_ensembleHITSZ8

.003.8677ensembleallSBUnlp9

.005.8543BERT-w-stsb-runJHU10

aNot applicable.

We also compared the performance of valid systems for sentence
pairs from GE and Epic EHR systems in the testing data set
(Table 5). Overall, the participating systems performed better
on the Epic sentence pairs than on the GE sentence pairs, despite
the fact that a much larger portion of the training data were GE

sentence pairs. This result indicates that the clinical sentences
in our data set collected from the Epic EHR might be
semantically simpler than those collected from the GE EHR
system, which makes it easier for machine or deep learning
models to learn the sentence semantic meaning.

Table 5. Performance comparison (Pearson correlation coefficient) between the Epic and GE sentence pairs.

GE (n=189), rEpic (n=223), rMetric

.9022.9148Maximum

.0070.0917Minimum

.7785.8377Median

.6812.7792Mean

.2257.1649Standard deviation

Table 6 shows the top 5 systems for the Epic and GE sentence
pairs. The system from IBM Research achieved the best
performance for the GE sentence pairs, which is consistent with
their overall performance. Yale University’s system (Run 4)

had the best performance for the Epic sentence pairs, while the
same system was not even in the top 5 performing systems for
the GE sentence pairs.
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Table 6. Top 5 systems for sentence pairs from the Epic and GE electronic health record systems.

rRunTeamRank

Epic

.91484Yale1

.9098LM-POSTPROCESS-RUNIBMResearch2

.90201NCBI3

.8949AVERAGE-RunDMSS4

.8863Assemble-RunUFL5

GE

.9022LM-POSTPROCESS-RUNIBMResearch1

.9010XLNet-RunUFL2

.89381NCBI3

.87963Yale4

.8576Step1MICNLP5

Methods Used in the Participating Systems
Table 7 briefly summarizes the techniques used by the top teams.
Most teams used state-of-the-art NLP neural language models
in their systems, such as BERT [18] and XLNet [19], and
state-of-the-art training schemas in deep learning, such as
pretraining and fine-tuning schema, and multitask learning [20].
The outcomes from the top performing systems showed the

advantages of these techniques over conventional machine
learning and language models in learning semantics in human
language, particularly in clinical language. Having said that,
given the nature of the semantic simplicity of the sentences in
the ClinicalSTS data set, neural language models and these
training schemas need further comprehensive evaluation on
larger clinical corpora with more complex sentences and
semantics.

Table 7. Brief summary of the techniques used in the top systems.

TechniquesTeam

Multitask learning, BioBERT, RoBert, ClinicalBERTIBMResearch

Convolutional neural network, multitask learning, BERTNCBI

BERT, XLNetUFL

BERT, XLNetDMSS

BERT, graph convolutional neural networkYale

BERT, XLNetQUB

BERT, medication graphMICNLP

BERT, cTAKESHITSZ

BERT, Unified Medical Language SystemSBUnlp

BERTJHU

Multiple natural language processing features, deep neural networkUtah-VA

Discussion

Principal Findings
We have given an overview of the 2019 n2c2/OHNLP
ClinicalSTS shared task that aimed to measure the degree of
semantic equivalence between 2 snippets of clinical text. We
described how we prepared the data set in this year’s shared
task differently from that in the previous year, the participating
teams and their systems, and the results. We witnessed an
increasing research interest in the ClinicalSTS task among the
NLP and medical informatics communities and increased system
performance for the task. We also observed several limitations

during the data preparation. There were limitations in the
reference standard data creation, particularly for annotating the
medication-related sentence pairs in the data set. Concerns were
raised by participating teams regarding the judgement for those
pairs. Table 8 shows an example of such a sentence pair. One
may question that why the minocycline-oxycodone pair should
have a much higher score than the oxycodone-pantoprazole
pair. Minocycline is an antibiotic, and pantoprazole is an antacid.
One annotator mentioned that the score of oxycodone +
antibiotics was greater than the oxycodone + antacid score based
on his experience of seeing them more frequently in the EHRs.
In addition, the first case mentioned taking minocycline daily,
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whereas the second case did not mention that pantoprazole
should be taken once daily (such semantic information is missing
in this case). Two of the annotators were nurses with a medical
background but were not pharmacists. Both annotators agreed
that in future work, involving pharmacists to annotate drug

sentences could help make the annotation more accurate because
drug sentences should be scored based on drug mechanisms,
indications, doses, application period, and disease stages, plus
pharmacogenomics and epigenomics or proteomics, etc.

Table 8. Examples of medication-related sentence pairs in the data set.

ScoreExamples

3.0sentence1: minocycline [MINOCIN] 100 mg capsule 1 capsule by mouth one time daily.

sentence2: oxycodone [ROXICODONE] 5 mg tablet 1-2 tablets by mouth every 4 hours as needed.

1.0sentence1: oxycodone [ROXICODONE] 5 mg tablet 0.5-1 tablets by mouth every 4 hours as needed.

sentence2: pantoprazole [PROTONIX] 40 mg tablet enteric coated 1 tablet by mouth Bid before meals.

We also found that some sentence pairs seemed to be
semantically equivalent but were assigned low similarity scores.
For example, sentence 1 is “Thank you for choosing the Name,
APRN, C.N.P., M.S. care team for your health care needs!” and
sentence 2 is “Thank you for choosing the Name, M.D. care
team for your health care needs!” The reason for the score (4.0)
is that the degree of the provider is different. The provider in
the first sentence is a nurse, whereas that in the second sentence
is a physician. Thus, these 2 sentences are not equivalent.
Another example is sentence 1: “Thank you for choosing the
Name M.D. care team for your health care needs!” and sentence
2: “Thank you for allowing us to assist in the care of your
patient.” The reason for the score (2.0) is that the first sentence
contains more details about the provider, whereas the second
has fewer details.

Although there was a record number of 87 valid systems
participating in the shared task, this is still not large enough to
be able to extrapolate statistical analysis results to draw a
convincing conclusion. The performance difference of these
participating systems in the sentence pairs from different EHR
systems may be attributable to bias in the system and the
sampling data set.

In our future work, we might subcategorize the sentence pairs
into different topics, such as medication or clinical workflow.
We could provide tailored annotation guidelines according to

the topic and invite subdomain experts with specific background
(eg, pharmacist) to review sentences pairs in different topics
(eg, medication-related sentence pairs).

Conclusions
ClinicalSTS is an important technique in many downstream
clinical applications, such as clinical text summarization, clinical
semantic information retrieval, and clinical decision support
systems. In this paper, we provided an overview of the 2019
n2c2/OHNLP ClinicalSTS shared task that focused on
computing semantic similarity for clinical text sentences
generated from clinical notes in the real world. For this shared
task, 33 international teams submitted a total of 87 valid
systems. The top performing systems applied state-of-the-art
NLP neural language models, such as BERT and XLNet, and
state-of-the-art training schemas in deep learning, such as
pretraining and fine-tuning schema. The best system used
multitask learning and achieved a Pearson correlation coefficient
of r=.9010, an 8.2% increase from the previous year’s best
system. We also compared the performance for sentences from
both GE and Epic EHR systems and found better performance
on the Epic sentence pairs than on the GE sentence pairs. The
ClinicalSTS task remains challenging given the complexity of
clinical texts. The ClinicalSTS shared task could continue to
serve as a venue for researchers in NLP and medical informatics
communities to develop and improve STS techniques for clinical
text.
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Abstract

Background: Novel coronavirus disease 2019 (COVID-19) is taking a huge toll on public health. Along with the non-therapeutic
preventive measurements, scientific efforts are currently focused, mainly, on the development of vaccines and pharmacological
treatment with existing drugs. Summarizing evidences from scientific literatures on the discovery of treatment plan of COVID-19
under a platform would help the scientific community to explore the opportunities in a systematic fashion.

Objective: The aim of this study is to explore the potential drugs and biomedical entities related to coronavirus related diseases,
including COVID-19, that are mentioned on scientific literature through an automated computational approach.

Methods: We mined the information from publicly available scientific literature and related public resources. Six topic-specific
dictionaries, including human genes, human miRNAs, diseases, Protein Databank, drugs, and drug side effects, were integrated
to mine all scientific evidence related to COVID-19. We employed an automated literature mining and labeling system through
a novel approach to measure the effectiveness of drugs against diseases based on natural language processing, sentiment analysis,
and deep learning. We also applied the concept of cosine similarity to confidently infer the associations between diseases and
genes.

Results: Based on the literature mining, we identified 1805 diseases, 2454 drugs, 1910 genes that are related to coronavirus
related diseases including COVID-19. Integrating the extracted information, we developed the first knowledgebase platform
dedicated to COVID-19, which highlights potential list of drugs and related biomedical entities. For COVID-19, we highlighted
multiple case studies on existing drugs along with a confidence score for their applicability in the treatment plan. Based on our
computational method, we found Remdesivir, Statins, Dexamethasone, and Ivermectin could be considered as potential effective
drugs to improve clinical status and lower mortality in patients hospitalized with COVID-19. We also found that
Hydroxychloroquine could not be considered as an effective drug for COVID-19. The resulting knowledgebase is made available
as an open source tool, named COVID-19Base.

Conclusions: Proper investigation of the mined biomedical entities along with the identified interactions among those would
help the research community to discover possible ways for the therapeutic treatment of COVID-19.
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Introduction

SARS-CoV-2 initially spread widely in China, then in Italy,
and has since been reported worldwide [1,2]. SARS-CoV-2 is
a novel coronavirus that causes COVID-19 [3]. Although
SARS-CoV-2 has gained attention as a consequence of the
global COVID-19 pandemic, other known human coronaviruses,
including betacoronaviruses (SARS-CoV, MERS, OC43,
HKU1) and alphacoronaviruses (229E, NL63), have resulted
in severe respiratory syndrome in patients and been of public
health concern [4]. To combat COVID-19, an urgent solution
is needed for the detection and therapeutic treatment of this
disease, which requires a comprehensive experimental
investigation of relevant biomedical entities (eg, genes,
noncoding ribonucleic acids [ncRNA], viruses, drugs) [5].
However, this is a relatively slow process due to the inherent
nature of experimental validation. As an alternative, faster in
silico methods can be applied [6,7], which can act as a filter
prior to wet lab validation. Virtual screening, molecular docking,
and other in silico methods have already been investigated to
discover drugs that may work against COVID-19 [8]. Still, this
is a daunting task due to the large number of possible
combinations of biomedical entities (eg, drug-gene pairs) that
need to be examined [9]. To enable comprehensive exploration
of potential therapeutic treatments, knowledge base solutions
are proposed; these would allow the scientific community to
focus on a relatively smaller number of potential biomedical
entities that may lead to the discovery of a novel treatment for
COVID-19.

Databases that focus on virus-related diseases for multiple hosts
already exist. For example, in ViRBase [10], the authors
highlighted the association between ncRNAs and viruses in 20
hosts. The VISDB database, based on literature mining,
integrated the virus interaction site in humans for five DNA
oncoviruses and four RNA retroviruses [11]. Virus Pathogen
Resources (VIPR) developed a portal that collected a
comprehensive set of information related to coronavirus and
hepatitis C virus (HCV), as well as other viruses [12,13].
However, none of the abovementioned databases are particularly
useful for COVID-19/SARS-CoV-2, as those databases were
not specific to the novel coronavirus, or they provided very
limited information about the associated genes, or they did not
include other factors involved in coronavirus-related diseases,
drugs, and drug side effects. Moreover, there is no one
knowledge base that has integrated all biomedical entities
specific to COVID-19/SARS-CoV-2. To address this gap, we
explored the potential of machine intelligence to automatically
mine the scientific literature, with the goal of developing the
first comprehensive knowledge base that integrates several
biomedical entities associated with COVID-19/SARS-CoV-2.
To achieve this, we leveraged state-of-the-art natural language
processing algorithms, sentiment analysis, and deep

learning–based techniques and applied them to a large corpus
of coronavirus-related scientific literature.

Methods

Data Sets
For this study, we used the COVID-19 Open Research Dataset
(CORD-19) [14], generated by the Allen Institute for AI. The
data set contains over 138,000 scholarly articles related to
COVID-19 and the coronavirus family of viruses. The data set
was collected using the following query to search PubMed,
PubMed Central (PMC), bioRxiv, and medRxiv: “COVID-19”
OR “Coronavirus” OR “Corona virus” OR “2019-nCoV” OR
“SARS-CoV” OR “MERS-CoV” OR “Severe Acute Respiratory
Syndrome” OR “Middle East Respiratory Syndrome.” This
query covers most research articles related to COVID-19 and
other coronaviruses (eg, MERS, SARS) and we searched up
until June 9, 2020. Unless otherwise specified, we considered
both the abstract and full body of the manuscripts (when
available) for downstream analysis.

Source of Dictionaries
We collected gene names from HUGO Gene Nomenclature
Committee (HGNC) [15], Protein Data Bank (PDB) entries
from PDB [16], micro ribonucleic acids (miRNAs) from
miRBase [17], disease names from Disease Ontology (DO)
[18], drug names from DrugBank [19], and drug side effects
from Side Effect Resource (SIDER) [20].

Overview of Methodology
We extracted disease-drug, disease-gene, drug-PDB pairs, and
their corresponding sentences from the CORD-19 literature in
a co-occurrence–based approach. To evaluate the effectiveness
of the disease-drug pairs, we used both a pretrained model
(TextBlob) and an unsupervised model (developed by the
authors using the Word2Vec model and K-means clustering)
to determine the sentiment scores of the sentences extracted for
each pair. We further used these sentiment scores along with
the minimum distance between the disease and drug term in the
corresponding sentences as input features of our neural network
model, which we used for the final classification of the
disease-drug pairs (as positive or negative). To determine the
confidence level of the extracted disease-gene associations, we
transformed each disease and gene of a pair into two separate
vectors using the Word2Vec model and calculated their cosine
similarity. We used the known disease-gene associations from
the DisGeNET database as the gold standard to determine the
confidence level of the new associations on the basis of cosine
similarity measures. Finally, we extracted the side effects of
the drugs that were found by our mining from SIDER.
Additionally, a feedback mechanism was incorporated into
COVID-19Base to collect feedback from users for future use.
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Extracting Disease-Drug Interactions
We extracted disease-drug interactions from the CORD-19
literature and classified them into one of two categories (labels):
positive and negative. The positive label means the drug is
potentially effective against COVID-19, and the negative label

means the opposite. We also determined a confidence score,
which indicates our level of confidence in that automatic label.
Figure 1 shows the workflow of extracting disease-drug
interactions and predicting the effectiveness of drugs against
diseases with confidence scores.

Figure 1. Flowchart of extracting disease-drug interactions and predicting the effectiveness of drugs against diseases with confidence scores. CORD-19:
COVID-19 Open Research Dataset.

Disease and Drug Name Extraction
To extract relevant disease-drug pairs from the CORD-19
literature, we employed a dictionary-based approach to detect
mentions of diseases and drugs in the literature. We used Disease
Ontology [18] and DrugBank [19] to prepare the disease and
drug dictionaries. We leveraged the Aho-Corasick algorithm
[21] to search the drug and disease names, considering the large
size of the drug and disease dictionaries and the corpus itself.
The Aho-Corasick algorithm is a string-searching algorithm
that efficiently locates multiple patterns in a large amount of
text. The time complexity of the algorithm is O(n + m + z),
where n is the length of the text, m is the total length of all the
patterns to be searched, and z is the total number of occurrences
of the patterns in the text.

Disease-Drug Pairs Extraction
After extracting the disease and drug names separately, we
wanted to mine the literature and identify the sentences that
contain the disease and drug pairs to semantically evaluate their
interactions. For this purpose, we searched for every

disease-drug pair from our disease and drug list in the CORD-19
literature and collected every sentence where a co-occurrence
was found. We then created a document for every disease-drug
pair, combining all extracted sentences. Thus, we built a
disease-drug pair to document mapping. We did not use a
pattern-based approach here (as was done previously in [22])
as this could result in missing some sentences containing
disease-drug pairs.

Anomaly Removal
As we automatically extracted the sentences containing the
disease-drug pairs, there was a possibility of errors in our
extracted data; therefore, we decided to check and remove any
abnormalities from our collected data before moving on to the
next stage of the pipeline. We used unsupervised anomaly
detection [23] for this task. Unsupervised anomaly detection
detects anomalies in an unlabeled data set by looking for
instances that seem to fit the remainder of the data set the least,
under the assumption that the majority of the instances in the
data set are “normal.” We used the K-means clustering algorithm
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[24], as it has been used for anomaly detection in several studies
[25-29]. We proceeded as follows. First, we used Doc2Vec [30]
to create a numeric representation of each document associated
with each disease-drug pair. We then fitted these representations
into our K-means model and observed two clear clusters of
easily discriminable sizes, where the smaller one consisted of
only 189 instances. As we know that anomalies differ from the
normal instances significantly and occur very rarely in the data,
we could assume that the instances of the smaller cluster were
indeed anomalies. We also checked a number of instances
manually to verify our assumption. We discarded these 189
instances from any further consideration.

Sentiment Analysis

Overview
We applied sentiment analysis to automatically assess the
effectiveness of a drug to treat a particular disease in the context
of each extracted drug-disease pair. First, we applied the concept
of transfer learning. We used TextBlob [31], which is a
pretrained sentiment analysis tool provided as a Python library.
However, it showed some inconsistency in some cases as
expected from a pretrained model and we felt it necessary to
perform unsupervised sentiment analysis, which is the second
model in our pipeline. We obtained a polarity score from the
TextBlob model and a sentiment rate from our unsupervised
model for each disease-drug pair, which were subsequently fed
to our neural network model to predict the final label.

TextBlob Model
TextBlob is a Python library that is widely used in natural
language processing tasks such as part-of-speech (POS) tagging,
noun phrase extraction, sentiment analysis, classification, and
translation. Given the sentences that we mined for each
disease-drug pair as input, TextBlob gives a polarity score
between –1 and 1. We recorded the polarity scores for each
disease-drug pair to use it as a feature for our neural network
model.

Unsupervised Model
We used the concept of K-means clustering again for
unsupervised sentiment analysis. First, we trained the Word2Vec
[32] model with our mined literature and got a vector
representation of every word. We then ran K-means clustering
on the estimated word vectors and found two clusters (positive
and negative). The positive cluster was decided on the basis of
the presence of several positive words (in the context of a
disease-drug pair), including “cure,” “preclude,” “inhibit,”
“prescribe,” “reduce,” and “modest.” On the other hand, the
negative cluster contained words like “risky,” “kill,” and
“danger.” We then assigned each word a sentiment value, either
+1 or –1, based on the cluster (positive or negative) they belong

to. We weighed this value by dividing it by the distance between
the word and the centroid of its cluster to describe the extent of
its potential positiveness or negativeness. We then calculated
the term frequency–inverse document frequency (tf–idf) score
[33,34] of each word in the sentence collection to consider the
significance of the unique words. Next, we built a tf–idf
representation, T, for each disease-drug pair by replacing each
word of the corresponding sentences with its tf–idf score and a
sentiment value representation, S, by replacing each word with
its sentiment value. Finally, we took their dot product (T▪S) as
the final sentiment rate of our unsupervised model.

Neural Network Model for Automatic Labeling and
Confidence Score

Overview
We used a deep neural network (DNN) model to automatically
predict the label and confidence score for our disease-drug pairs.
We used a relatively simpler neural network with two hidden
layers as such models commonly perform better for smaller
data sets compared to neural networks with many layers and
parameters [35,36].

Training Data
We manually labeled 200 disease-drug pairs to train our neural
network model. Among them, there were 110 positive instances
and the rest were negative.

Input Features
We used the polarity or sentiment score given by the TextBlob
and unsupervised models as the input features for our neural
network model, along with the minimum distance between the
disease and drug term in the corresponding document.

Model Setup and Output
The DNN structure used in this study is similar to that shown
in Figure 2. It consists of one input layer with three neurons
(each neuron corresponds to one input feature), two hidden
layers with eight and four neurons respectively, and one output
layer containing one neuron for binary classification (positive
or negative). The transfer functions of the first and second
hidden layers were the rectified linear unit (ReLU) [37] and
hyperbolic tangent function (tanh) [38], respectively. The
transfer function of the output layer was a sigmoid function
[39]. We trained the DNN model using Xavier initialization
[40], which tries to make the variance of the outputs of a layer
equal to the variance of its inputs. We used Adam optimizer
[41] and the maximum training epoch was set to 500. We split
our labeled data into training and test sets on an 80:20 ratio. We
trained our model on the training data and achieved 75%
accuracy on the test set.
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Figure 2. Schematic diagram of the deep neural network used to predict the effectiveness of drugs against diseases.

Extracting Disease-Gene Associations
Figure 3 shows the workflow of extracting disease-gene
associations. We extracted gene names along with miRNAs
from the CORD-19 literature in a dictionary-based approach
using HGNC [15] and miRBase [17]. We then extracted their
associations with diseases in a similar process to the one we
had used to extract the disease-drug pairs and collected all the
abstracts where a co-occurrence was found. Next, we applied
the concept of cosine similarity [42] to confidently infer the
associations. We transformed each disease into vector V1, each
gene (and miRNA) into vector V2, and then calculated the cosine
similarity of V1 and V2 for each pair. To create the vector
representations, we trained a Word2Vec model with all the

collected abstracts. We used the DisGeNET [43] database as
the gold standard to evaluate the performance of cosine
similarity in predicting the gene-disease linkage. First, we
calculated the maximum, average, and minimum cosine
similarity of the pairs that were common both in our findings
and in the DisGeNET database. We found that 99.7% of the
newly discovered pairs lie within this range (determined from
DisGeNET) in terms of cosine similarity. We further classified
the associations into three classes (high, medium, and low) in
terms of confidence as follows: pairs having cosine similarity
closest to the maximum (minimum) of the known ones were
considered as high (low) confidence associations, and the
remaining ones (those closest to the average) as medium
confidence associations. Moreover, pairs that were also found
in the DisGeNET database were labeled as verified associations.
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Figure 3. Flowchart of extracting disease-gene and disease-miRNA associations and determining their confidence levels. CORD-19: COVID-19 Open
Research Dataset; HGNC: HUGO Gene Nomenclature Committee; miRNA: micro ribonucleic acid.

Extracting Drug-Protein Associations
We also extracted drug-protein associations from the CORD-19
literature, applying the same co-occurrence–based approach as
mentioned above. We used PDB IDs from the Protein Data
Bank [16] for extracting protein names. Unlike the disease-gene
associations, we did not apply the concept of cosine similarity
here as we did not find any suitable data set that could be used
as the gold standard in this case.

Extracting Side Effects of Drugs
The drugs we are suggesting through this literature mining may
come with different side effects. Therefore, we also explored
the possible side effects of the drugs. We collected the drugs
with their corresponding side effects from SIDER [20] and
mapped them with the drugs mentioned in the CORD-19
literature to extract the possible side effects.

Feedback Mechanism
We implemented a feedback mechanism in COVID-19Base for
future improvement. This mechanism enables expert users from
the scientific community to share their valuable feedback on
the label (positive or negative) for a particular interaction
determined by the automatic natural language processing–based
approach. The users can voluntarily label each sentence that is

mined from the literature as a source of an interaction. This
feedback will be recorded and further processed to enrich the
labeled data set, which can be leveraged in the next version of
COVID-19Base to further improve the prediction quality for
determining effective disease-drug interactions. The
accompanying tutorial (user manual) on COVID-19Base
highlighted an example of how a user can use the feedback
mechanism.

Results

Terms and Interactions Highlighted in CORD-19 Data
Set
Based on our computational workflow, we identified 1805
diseases, 2454 drugs, 1910 genes, 11 miRNAs, and 70 PDB
entries from the CORD-19 literature (Table 1). Among the
disease-drug pairs, 21,581 were positive and 1318 were negative.
Among the disease-gene associations, 2088 were verified, and
82 associations were found with high-confidence, 12,231 with
medium-confidence, and 1488 with low-confidence. More
results are shown in Table 1. Notably, a small proportion (1.5%)
of the findings were manually labeled. Interestingly, we found
194 drug-PDB pairs for coronavirus-related diseases, which
indicates the rapid growth of experimental work to understand
the interaction mechanisms of drugs and target proteins.
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Table 1. Pairs of terms as identified in the analyzed set of documentsa.

Number of extracted pairs of termsInteraction or association

22,899 (21,581 positive, 1318 negative)Disease-drug

15,889 (2088 verified, 82 high, 12,231 medium, 1488 low)Disease-gene

56 (48 medium, 8 low)Disease-miRNA

194Drug-Protein Data Bank

aPositive (negative) indicates an (in)effective association. High, medium, and low refer to confidence associations.

COVID-19–Related Terms and Interactions
Our computational workflow identified 514 drugs and 417 genes
that are directly associated with COVID-19 (Table 2). Among

the 514 drugs, 492 were found to have a positive association
and 22 had a negative association. Among the 417 genes, 347
were medium-confidence associations and 70 were
low-confidence associations.

Table 2. Biomedical terms that are related to COVID-19a.

Number of extracted pairs of termsInteraction or association

514 (492 positive, 22 negative)COVID-19–drug

417 (347 medium, 70 low)COVID-19–gene

3 (2 medium, 1 low)COVID-19–miRNA

aPositive (negative) indicates an (in)effective association. High, medium, and low refer to confidence associations.

Genes Related to COVID-19
Our automated workflow identified C-reactive protein (CRP)
as one of the COVID-19–associated genes with “medium”
confidence. CRP is a known clinical biomarker for SARS [44]
and the level of CRP increases significantly in patients with
SARS. The level of CRP was also higher for patients with
COVID-19 in some clinical cases [45,46]. More than 25 papers
(from the CORD-19 data set) related to the association between
CRP and COVID-19 were identified through our computational
workflow. Furthermore, the genes ELANE, AZU1, MPO,
PRTN3, CTSG, and TCN1 were shown to be significantly altered
in patients with COVID-19 [47], and our automatically prepared
knowledge base highlights all of them as associated with
COVID-19 with “medium” or “low” confidence. The ACE2
and TMPRSS2 genes are known to be involved in SARS-CoV-2
infection [48]; in fact, SARS-CoV-2 uses angiotensin-converting
enzyme 2 (ACE2) as a receptor for entry into host cells [49,50].
The spike protein of SARS-CoV-2 binds with the ACE2 receptor
and the protease TMPRSS2 mediates the infection process [51].
It is important to note that ACE2 and TMPRSS2 were not directly
listed in DisGeNET as genes associated with COVID-19. In
spite of that, our data-driven approach based on a gold-standard
data set from DisGeNET was able to infer the association of
ACE2 and TMPRSS2 with COVID-19 with “medium”
confidence, which suggests that our approach is efficacious.
Analyzing the complete ACE2 interaction network, Wicik et al
[52] listed several element genes (ACE2, ANPEP, DPP4, CCL2,
MEPIA, TFRC, ADAM17, NPC1, FABP2, TMPRSS2, CLEC4M)
and all of these genes were identified as COVID-19–associated
in our automatically prepared knowledge base. In addition, we
mined three miRNAs (hsa-miR-4661-3p, hsa-miR-429, and
hsa-miR-183) that were mentioned in the abstracts of
COVID-19–related literature.

Case Studies
In this section, we discuss interesting and useful findings from
our automatically prepared knowledge base in the context of
potential drugs that can be investigated for the potential
therapeutic treatment of COVID-19.

Case Study 1: Dexamethasone Can be Considered an
Effective Drug for COVID-19
Dexamethasone, an inexpensive and commonly used steroid,
is a major breakthrough in the fight against COVID-19. We
found dexamethasone to be a positive (ie, effective) drug for
COVID-19, automatically labeled as such through our
computational workflow with a confidence score of 77.61%.
Our computational workflow also discovered the effectiveness
of this drug against pneumonia, respiratory failure, and diarrhea,
which are strongly correlated to COVID-19 [53,54]. Thus,
further exploration of this drug to fight COVID-19 is likely to
be fruitful. Recent studies suggest that dexamethasone reduces
the risk of death from COVID-19 from 40% to 28% for patients
on ventilators and from 25% to 20% for patients needing oxygen
[55].

Case Study 2: Ivermectin Might be Considered an
Effective Drug for COVID-19
Ivermectin is an effective drug against pneumonia and diarrhea,
and has recently been claimed to successfully treat patients with
COVID-19 as well [56]. It is a US Food and Drug
Administration (FDA)–approved drug used for parasitic
infections, which has the potential to be repurposed. Ivermectin
inhibits the replication of SARS-CoV-2 in vitro [57]. Recently,
a team of medical doctors in Bangladesh reported quick
recoveries of patients with COVID-19 using this drug [58]. We
found ivermectin to be a positive (ie, effective) drug for
COVID-19, automatically labeled with a confidence score of
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77.91%. It was also labeled a positive drug for pneumonia and
diarrhea in our knowledge base.

Case Study 3: Remdesivir Seems Effective Against
COVID-19
Remdesivir has been identified as a positive (ie, effective) drug
for COVID-19, automatically labeled as such through our
pipeline, with a confidence score of 68.18%. Thus, it seems to
be a promising drug for further investigation for treating
COVID-19. Interestingly, it was recently being considered as
an effective drug for treating COVID-19 [59]. Notably,
remdesivir is an antiviral drug originally developed for Ebola
treatment [60,61]. A recent clinical trial conducted by the
National Institute of Allergy and Infectious Diseases (NIAID)
showed that remdesivir helped patients with COVID-19 recover
faster and improved their survival rates. Adult patients treated
with remdesivir were found to recover 4 days faster, an
improvement of 31% compared to other patients; in addition,
the overall death rate dropped from 11.6% to 8% [62].
Remdesivir is now under consideration for use against
COVID-19 in more than ten clinical trials [63]. We found 6LU7
was one of the PDB entries for remdesivir. After exploring the
corresponding literature [64], we found that remdesivir was
shown to be an effective inhibitor of the main SARS-CoV-2
protease using molecular docking [65,66].

Case Study 4: Hydroxychloroquine Is Not an Effective
Treatment for COVID-19
Antimalaria drug hydroxychloroquine, which is one of the most
talked-about drugs for treating COVID-19, was also found in
our mining, albeit with a negative interaction. Our model found
it is a negative (ie, ineffective) drug with 64.67% confidence.
Additionally, it also revealed that this drug has 111 side effects
including anemia, hemorrhage, liver disorder, hepatitis
fulminant, cardiomyopathy, and cardiac failure, which makes
it a risky option, especially for patients with heart and liver
complications. Although the FDA had previously granted
authorization to use this drug for COVID-19, it has recently
cautioned against its use outside of a hospital setting or a clinical
trial due to its side effects and risk factors [67].

Case Study 5: Statins Drugs Could be Effective Against
COVID-19
Statins are effective as lipid-lowering drugs and mainly used
for the treatment of cardiovascular diseases [68]. Statins are
also well known for their anti‐inflammatory effects [69] and
some studies have supported the use of these drugs as part of a
COVID‐19 treatment protocol [70]. Multiple clinical trials
(eg, NCT04343001, NCT04380402) have been launched to
determine the efficacy of statins against COVID-19 [71,72]. In
our knowledge base, the majority of statin classes were shown
to be effective against COVID-19. For example, ulinastatin,
rosuvastatin, fluvastatin, and lovastatin were labeled as positive
(ie, effective) drugs against COVID-19 with 94.04%, 79.38%,
78.88%, and 70.75% confidence scores, respectively. Through
our automated computational workflow, we found only one
mention of atorvastatin in the literature [73]. In that single
article, Deliwala et al [73] mentioned atorvastatin as part of a
prevention plan against cortical stroke for a 31-year-old female

patient with COVID-19, without referring to the effectiveness
of atorvastatin against COVID-19. Consequently, our knowledge
base labeled atorvastatin with a negative sentiment and a rather
low confidence score (61.22%) for COVID-19. We anticipate
that as the number of articles related to atorvastatin use in
COVID-19 treatment protocols increases, our model will be
able to effectively infer the sentiment (effective versus
ineffective) of this drug. Based on our finding, it is safe to state
that statins, as low-cost and well-tolerated drugs, should be
investigated in more detail in clinical trials; such drugs may
help low- and middle-income countries in particular, where
expensive drugs might not be affordable.

Discussion

Principal Findings
In our knowledge base, through a computational workflow, we
not only extracted the drugs and other biomedical terms that
are mentioned in the literature, but also identified “term pairs”
based on their co-occurrence, which will allow the scientific
community to investigate in depth the associations between
term pairs like disease-gene and disease-drug. Many drugs were
associated with COVID-19, representing the cumulative effort
of the scientific community to repurpose existing drugs rather
than pursue novel drug discoveries, which is a rational approach
in a pandemic situation [74]. We leveraged an automated
approach to highlight the effectiveness of drugs against the
disease based on sentiment analysis of the text in the literature.
Through this literature mining, we found dexamethasone,
ivermectin, remdesivir, and others in the list of potential drugs
for COVID-19 treatment. We highlighted hydroxychloroquine
as an ineffective drug against COVID-19. We extracted
disease-gene associations from the literature and, based on
cosine similarity against the gold-standard DisGeNET data set,
provided a confidence level for the associations between
diseases and genes. We found 194 drug-PDB associations, which
highlighted the large amount of work performed by the scientific
community to understand the mechanism behind drug-target
interactions and virus-host protein interaction mechanisms for
coronavirus-related diseases. Surprisingly, we found few
miRNAs related to COVID-19, indicating the primary focus of
the scientific community is toward protein-based drugs rather
than RNA-based drugs, though there have been successful
RNA-based antiviral drugs. One such drug is Miravirsen, which
binds miR-122 to prevent it from hybridizing with the RNA
genome of HCV, depriving HCV of its essential cellular cofactor
and blocking HCV replication [75]. We expect more research
along these lines in the coming months.

Research Implications
Currently, we are facing the largest public health emergency
since the 1918 influenza outbreak [76]. From the beginning of
this outbreak, the scientific community has invested large
amounts of effort to create vaccines and identify therapeutic
solutions. Vaccines for SARS-CoV-2 might come too late to
have any effect on the first wave of the COVID-19 pandemic
[77]. However, vaccines might be useful in subsequent waves
of COVID-19 or in a postpandemic scenario in which
COVID-19 becomes a seasonal virus [77]. In this scenario, the
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identification of drugs with good efficacy and minimal side
effects is a rational goal that can be achieved in the near future
to combat SARS-CoV-2 [48]. Although promising
pharmacological results with repurposed drugs are emerging
every day, unfortunately, no drug has been approved thus far
for the treatment of COVID-19. Repurposed drugs are under
investigation worldwide, many in preclinical and clinical stages
[78]. With increasing information about SARS-CoV-2, along
with publications about similar respiratory diseases (eg,
pneumonia, SARS), it will be essential to investigate existing
drugs that are already known to be effective against other
respiratory diseases. As a prime example, dexamethasone, an
FDA-approved drug, was known to be effective against
pneumonia [79], respiratory failure [80], and other diseases.
However, there was no evidence of its effectiveness against
COVID-19 until its recent breakthrough in a clinical trial [55].
Although final approval of the drug is still pending, had it been
investigated earlier, more lives could have been saved.

The research in this study is expected to support the scientific
community and decision makers in identifying candidate drugs
with proper evidence from the scientific literature. This will
also help stakeholders explore existing drugs that are already
known to be effective against other respiratory diseases.
Although careful manual curation of the identified associations
of biomedical entities is the ultimate goal, our novel approach
estimates the effectiveness of drugs for coronavirus-related
diseases based on natural language processing, sentiment
analysis, and deep learning to help the scientific community
shorten the potential list of drugs, ultimately saving time and
resources.

Tool and Availability
We made our computational workflow and the resulting database
an open source tool named COVID-19Base for use by the

scientific community [81,82]. It not only identifies the terms
and associations, but also highlights the relevant literature
through its digital object identifier (DOI) so that any researcher
using this tool can easily check the original source for more
detailed information. As the number of scientific publications
related to COVID-19 is constantly increasing, we will update
the knowledge base on a monthly basis and integrate all recent
updates in the knowledge base. COVID-19Base has already
gone through its first transformation (from COVID-19Base 1.0
to COVID-19Base 2.0), as the CORD-19 data set was updated
during the manuscript preparation phase. The earlier version of
the CORD-19 data set contained about 44,000 papers, whereas
the current version includes more than 138,000. The knowledge
base materials and the source code of our computational
approach are available on GitHub [83].

Limitations
Understandably, our findings as presented in the knowledge
base may have some errors due to the inherent limitations of
the methods and approaches adopted. This is why the identified
inferences and associations are made available to users for
review and a feedback mechanism is included in
COVID-19Base.

Conclusions
We proposed a dictionary-based automated computational
workflow to find the associations of six different thematic areas
related to COVID-19/SARS-CoV-2 and other
coronavirus-related diseases in humans. We prepared a
knowledge base and made it available as a tool for the scientific
community. We believe this knowledge base will help the
research community explore the existing drugs and biomedical
entities for coronavirus-related diseases, and the lessons learned
before this outbreak will allow us to find an effective treatment
for COVID-19.
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Abstract

Background: Most of the mortality resulting from COVID-19 has been associated with severe disease. Effective treatment of
severe cases remains a challenge due to the lack of early detection of the infection.

Objective: This study aimed to develop an effective prediction model for COVID-19 severity by combining radiological outcome
with clinical biochemical indexes.

Methods: A total of 46 patients with COVID-19 (10 severe, 36 nonsevere) were examined. To build the prediction model, a
set of 27 severe and 151 nonsevere clinical laboratory records and computerized tomography (CT) records were collected from
these patients. We managed to extract specific features from the patients’ CT images by using a recently published convolutional
neural network. We also trained a machine learning model combining these features with clinical laboratory results.

Results: We present a prediction model combining patients’ radiological outcomes with their clinical biochemical indexes to
identify severe COVID-19 cases. The prediction model yielded a cross-validated area under the receiver operating characteristic
(AUROC) score of 0.93 and an F1 score of 0.89, which showed a 6% and 15% improvement, respectively, compared to the models
based on laboratory test features only. In addition, we developed a statistical model for forecasting COVID-19 severity based on
the results of patients’ laboratory tests performed before they were classified as severe cases; this model yielded an AUROC
score of 0.81.
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Conclusions: To our knowledge, this is the first report predicting the clinical progression of COVID-19, as well as forecasting
severity, based on a combined analysis using laboratory tests and CT images.

(JMIR Med Inform 2020;8(11):e21604)   doi:10.2196/21604
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COVID-19; severe case prediction; computerized tomography; machine learning; CT; scan; detection; prediction; model

Introduction

In December 2019, an epidemic of pneumonia caused by a
newly identified coronavirus (SARS-CoV-2) emerged in China
and has been spreading worldwide ever since [1]. According to
the World Health Organization, to date, the COVID-19
pandemic has affected more than 200 countries worldwide,
causing global panic and contributing to fears of market
recession and mass unemployment. The novel virus causing
COVID-19 was identified to have originated from the
Orthocoronavirinae subfamily, the same subfamily as
SARS-CoV and MERS-CoV [2], and it was thus officially
named SARS-CoV-2. This virus might invade the human airway
epithelial cells by binding to the angiotensin-converting enzyme
2 receptor (ACE2), in a mechanism similar to that of SARS-CoV
[3,4].

The clinical features of COVID-19 are atypical, ranging from
mild systematic symptoms, including intermittent fever (83%)
and lower respiratory tract reactions such as cough (61%), to
less common ones such as shortness of breath (14.5%), muscle
ache (18.6%), headache (11.8%), and diarrhea (6.1%) [1,5].
Some patients with COVID-19 might develop severe
complications such as acute renal failure (2.1%), acute
respiratory distress syndrome (ARDS, 8.9%), or shock (2.2%),
and some might even die (3.7%) [1,6]. The clinical and
epidemiological spectrum of COVID-19 is quite diverse and is
still not fully understood. Previous reports have suggested that
the whole world’s population is generally prone to COVID-19
[7]. Nevertheless, older patients who have underlying diseases
such as cerebral infarction, chronic obstructive pulmonary
disease, bronchiectasis, or diabetes are more prone to severe
pneumonia, respiratory failure, septic shock, or even death
caused by multiple organ failure [6].

SARS-CoV-2 is highly infectious and can be primarily
transmitted through direct or indirect contact, droplets, and
aerosol. Diagnosis of COVID-19 usually involves a combination
of the patient’s travel history, clinical symptoms, and
radiological and biochemical findings. Patchy ipsilateral
pulmonary consolidations are visible on a computerized
tomography (CT) scan initially, during the early course of
COVID-19. As the infection progresses, the consolidations are
reduced and appear as bilateral ground-glass opacities, marking
the prominent radiological features of COVID-19 [8]. The
“white lung” radiograph, a characteristic finding suggesting
that the patient urgently requires oxygen inhalation, has only
been observed in a few critical patients with ARDS [9-11].
Other biochemical index changes associated with a COVID-19
diagnosis include lymphopenia, increased C-reactive protein
and lactate dehydrogenase (LDH) levels, and thrombocytopenia
[5].

Antiviral medication and glucocorticoids are most commonly
used for the clinical treatment of COVID-19, with antibacterial
medication sought when bacterial co-infection is detected [12].
Given the insufficient clinical trial data for the safety and
efficacy of remdesivir and chloroquine, there is still no
persuasive evidence for effective medicine for the treatment of
COVID-19 [13]. It is noteworthy that approximately 11.5% of
all reported patients with COVID-19 developed severe illness
characterized as ARDS. These patients were transferred to an
intensive care unit, as they required mechanical ventilation and
even extracorporeal membrane pulmonary oxygenation
(ECMO), the efficacy of which is very limited according to a
retrospective study, wherein 5 of 6 patients receiving ECMO
eventually died [14,15]. In fact, the mortality rate of severely
ill patients with a confirmed diagnosis of COVID-19 is 60%,
indicating the importance of early detection and prediction of
COVID-19 severity [14,15]. However, at present, it is a critical
challenge to identify a patient with COVID-19 who might
require intensive care before certain clinical symptoms are
observed. Therefore, there is an urgent need to develop an
effective prediction or forecasting model for patients with
COVID-19.

Our study aimed to address this challenge: we developed a
prediction model for COVID-19 clinical progression, by
combining radiological outcome based on CT scans with
biochemical indexes. To extract essential features from CT
scans, we segmented the lungs from the CT volumetric images
by using a deep convolutional neural network (CNN). Finally,
we also developed a model to forecast COVID-19 severity based
on the results of the patients’ laboratory tests before the patients
were classified as severe cases. To our knowledge, this is the
first study to report a prediction model for assessing COVID-19
severity by combining radiological outcomes with clinical
biochemical indexes. We believe that our prediction model will
shed light on predicting disease severity for all patients with
COVID-19.

Methods

Patient Information
We collected samples from 46 patients who visited People’s
Hospital of Yicheng City between January 16, 2020, and March
4, 2020, and were diagnosed with COVID-19 according to the
Chinese Government Diagnosis and Treatment Guideline (Trial
5th version; Medicine, 2020). For a confirmed diagnosis of
COVID-19, nucleic acid was extracted from sputum or throat
swab samples using a nucleic acid extractor (EX3600, Shanghai
Zhijiang Biotechnology Co.) and a nucleic acid extraction
reagent (No. P20200201, Shanghai Zhijiang Biotechnology
Co.).

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e21604 | p.453http://medinform.jmir.org/2020/11/e21604/
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/21604
http://www.w3.org/Style/XSL
http://www.renderx.com/


Fluorescence-based quantitative polymerase chain reaction
(PCR; ABI7500) and SARS-CoV-2 nucleic acid detection kit
(triple fluorescence PCR, No. P20200203, Shanghai Zhijiang
Biotechnology Co.) were used for nucleic acid detection. This
kit uses a one-step reverse transcription–PCR combined with
Taqman technology to detect RNA-dependent RNA polymerase
(RdRp), envelope (E), and nucleocapsid (N) genes. PCR results
were concluded to be positive if (1) RdRp gene was positive
(cycle threshold [Ct]<43) and either E or N gene was positive
(Ct<43), or (2) if two sequential tests for RdRp were positive
and those for E and N genes were negative. The 46 study
patients with COVID-19 were classified into 2 types: (1)
nonsevere, comprising patients showing mild symptoms without
radiological manifestations of pneumonia, fever, or respiratory
tract symptoms with radiological manifestations of pneumonia,
and (2) severe, comprising patients meeting any of the following
criteria—respiratory rate ≥30 breaths/min, pulse oxygen
saturation ≤93% in resting state, partial pressure of arterial
oxygen ≤300 mm Hg (1 mm Hg=0.133 kPa), respiratory failure
requiring mechanical ventilation, shock incidence, and
admission to intensive care unit with other organ failure. In
total, 10 patients were categorized as severe cases and 36, as
nonsevere cases. The last follow-up of these patients was on
March 10, 2020.

Ethics Approval
Approval for studies on CT screening and clinical test results
was obtained from the Medical Ethics Committee of The
People’s Hospital of Yicheng City, China (2020Yc002)

Data Collection
We collected and reviewed clinical information of 46 patients
with COVID-19 after admission, including clinical signs and
symptoms, comorbidities, travel history, laboratory tests, and
CT scans. To consolidate all patients’ records into a single table,
missing records for a given day were noted as “NA” (not
available). In all, we obtained 178 records (27 severe and 151
nonsevere cases) from 105 different laboratory tests and chest
CT images. Note that throughout the clinical course, each patient
had more than one record variably classified as severe or
nonsevere. Patients with at least one severe record were
classified as severe cases.

Data Processing and Statistical Analysis
We identified 44 laboratory tests that had more than 50%
missing values (NA), and we then imputed the NAs with the
mean values. Related laboratory tests were identified based on
the criterion that the P value (Mann-Whitney U test) between
the severe and nonsevere groups is smaller than .05. In all, we
found that 36 laboratory tests were related to the detection of
COVID-19 severity. The patients’ CT images were processed
using a pretrained CNN with a U-Net structure [16] to segment
the lung lobes from the background. The intensities were then
normalized to grayscale for all patients before further analysis.

We then analyzed the intensities of the 3D CT volumes within
lung masks to obtain CT features for each record.

Severity Prediction Models
Prediction models were developed to predict patient severity
based on laboratory and CT signatures collected at
corresponding dates. Each patient record was considered a
sample for a model; as a result, 178 samples were evaluated
using those models. Before using model prediction, we used
random forest importance score, mutual information, and fold
change as possible approaches to select important model features
while avoiding potential overfitting. We found mutual
information to be the most robust approach. We considered
different candidate machine learning models, including random
forest classifier, gradient boost classifier, XGB classifier, logistic
classifier, and supported vector machine. Random forest was
found to be the best classifier, and model parameters were
optimized using a genetic algorithm (Tree-Based Pipeline
Optimization Tool). The area under the curve of the receiver
operating characteristic (AUROC) and F1 scores were used to
evaluate model accuracy considering the dataset imbalance. All
models were trained with 5-fold cross-validation with stratified
train-test splits that preserve the percentage of samples in severe
and nonsevere groups. All cross-validated results were averaged
over 20 runs.

Severity Forecasting Models
Forecasting models were built to forecast patient severity based
on laboratory and CT signatures collected from nonsevere cases
at admission. In these models, instead of the patients’ records,
the patients themselves were considered as samples to build
forecasting relationships. CT records were not collected as
frequently as laboratory tests were performed, and initial,
nonsevere CT records were not available for 3 severe cases.
Therefore, we built two separate random forest models based
on CT features and laboratory tests with 7 and 10 severe cases,
respectively. Other model details were identical to those of the
severity prediction models.

Results

Overview of Study Patients
We collected clinical data of 46 patients with COVID-19 who
were admitted at the People’s Hospital of Yicheng City, between
mid-January and early-March 2020. We recorded 305
biochemical test results from 105 different tests, based on the
clinical reports of all 46 study patients (Multimedia Appendix
1). General patient information is shown in Table 1. The general
trend that older patients with COVID-19 tend to develop more
systemic symptoms was not observed in our study [17].
However, patients with comorbidities, especially diabetes and
hypertension, tended to develop more severe symptoms than
others. Moreover, patients with severe COVID-19 typically
experienced fatigue, anorexia, malaise, chest congestion, and
shortness of breath.
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Table 1. Characteristics and symptoms of study patients.

ValuesCharacteristic

Nonsevere cases (n=36)Severe cases (n=10)All cases (N=46)

46.5 (24-71)56.8 (33-71)48.8 (24-71)Age in years, mean (range)

Sex, n (%)

19 (53)6 (60)25 (54)Male

17 (47)4 (40)21 (46)Female

Exposure, n (%)

19 (53)5 (50)24 (52)Wuhan

2 (6)2 (20)4 (9)Family

5 (14)0 (0)5 (11)Community

10 (28)3 (30)13 (28)None

Comorbidity, n (%)

6 (17)5 (50)11 (24)Hypertension

4 (11)2 (20)6 (13)Cardiovascular disease

1 (3)2 (20)3 (7)Chronic liver disease

2 (6)3 (30)5 (11)Diabetes

1 (3)0 (0)1 (2)Leukoderma

1 (3)0 (0)1 (2)Chronic kidney disease

1 (3)0 (0)1 (2)Hyperuricemia

2 (6)0 (0)2 (4)Chronic lung disease

Symptoms , n (%)

22 (61)6 (60)28 (61)Dry Cough

7 (19)2 (20)9 (20)Cough with phlegm

Fever

5 (14)3 (30)8 (17)High

10 (28)4 (40)20 (43)Mid

17 (47)3 (30)14 (30)Mild

16 (44)9 (90)25 (54)Fatigue

24 (67)9 (90)33 (72)Anorexia

24 (67)10 (100)34 (74)Malaise

4 (11)3 (30)7 (15)Headache

1 (3)0 (0)1 (2)Nausea

3 (8)2 (20)5 (11)Diarrhea

0 (0)1 (10)1 (2)Dyspnea

11 (31)5 (50)16 (35)Chest congestion

13 (36)6 (60)19 (41)Shortness of breath after activity

In all, 52% (24/46) patients had a travel history to or from
Wuhan within the past 1 month, and 20% (9/46) patients had
clear exposure history in the local city (Table 1). According to
the patients’ medical records, 80% of the severe cases had one
or more comorbidities, whereas only 34% of the nonsevere
cases had comorbidities. This finding is consistent with that of
previous studies [18]. Moreover, 81% (37/46) patients had cough
and only 20% (9/46) patients reported sputum production. Fever

was the most common symptom; however, severe cases (7/10,
70%) had a higher proportion of mid- to high-grade fever (ie,
>38.9°C) than the nonsevere cases (15/36, 42%). More than
half of the patients (25/46, 54%) experienced fatigue, and
approximately three-quarters of them had anorexia (33/46, 72%)
or malaise (34/46, 74%); these symptoms were observed in
almost all severe cases (fatigue, 9/10, 90%; anorexia, 9/10, 90%;
and malaise, 10/10, 100%). Headache, nausea, diarrhea, and
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dyspnea were rarely observed in both severe and nonsevere
cases. Moreover, less than half of all patients reported chest
congestion (16/46, 35%) or shortness of breath after activity
(19/46, 41%), and these symptoms were approximately 20%
more common in severe cases than in nonsevere cases.

Prediction Based on Laboratory Tests
Data processing yielded 61 laboratory tests results, 36 of which
were significantly related to severity. Eight related laboratory
tests that showed the largest fold change are illustrated in Figure
1A. Among these tests, D-dimer, LDH, and lymphocytes were
found to be associated with mortality risk [17]. Principal
component analysis results clearly showed separation between
the severe and nonsevere groups, indicating that the
COVID-19–related laboratory tests can be used to identify
disease severity (Figure 1B). To build a statistical model to
predict severity, we first selected the most important laboratory
tests to avoid overfitting. Three different approaches—fold

change, random forest importance score, and mutual
information—were considered the top-ranking laboratory
features. In fact, the three approaches led to very similar ranking,
and the top features obtained from mutual information resulted
in the largest intersection with those obtained from the other
two approaches (Figure 1C). This finding suggests that mutual
information is the most robust feature selector among the three
abovementioned approaches; therefore, we used mutual
information to select laboratory features to be used in the model.
We used a random forest model with hyperparameters optimized
by a genetic algorithm (see Methods) to predict severity based
on laboratory features. Our results suggested that the prediction
accuracy does not further increase with an increase in the
number of laboratory features beyond 12. As a result, a signature
of the top 12 laboratory features was considered, and the
corresponding model yielded a cross-validated AUROC score
of 0.88 and an F1 score of 0.69 (Figure 1D).

Figure 1. Correlation of laboratory tests with COVID-19 severity. (A) Top-8 laboratory tests ranked by fold change. (B) Principal component (PC)
analysis of all laboratory tests. (C) Venn diagram of the top features selected by 3 different approaches: random forest importance score, mutual
information, and fold change. (D) Area under receiver operating characteristic of classification using a signature of 12 laboratory tests. The asterisk
annotations denote the following: * 1.00e-02<P≤5.00e-02, ** 1.00e-03<P≤1.00e-02, *** 1.00e-04<P≤1.00e-03, **** for P≤1.00e-04.

Extraction of CT Features
To extract CT features, we first segmented the lungs from the
CT volumetric images using a deep CNN, U-Net. Because the
CNN was pretrained with several annotated datasets, including
a COVID-19 dataset from MedSeg [16], we directly transferred
the trained CNN to segment CT images of the study patients.
The CT slices acquired across a clinical course of a patient are

shown in Figure 2A. Right after onset, the patient was diagnosed
with nonsevere disease, with no apparent opacity visible in lung
CT. The patient was classified as severe on Day 4, and this
continued for 2 weeks thereafter, with increasing amounts of
ground-glass opacity and patchy consolidation. The ground-glass
opacity and consolidation started to fade away from Day 27,
and on Day 30, the patient was confirmed to be asymptomatic.
As seen in Figure 2A, the opacity of the segmented lung lobes
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is associated with disease severity. The opacity can be
represented by the intensity distribution within the segmented
lung volumes (Figure 2B). Note that only the slices in the middle
are shown in Figure 2A for illustration purposes; all slices were
considered, however, to determine intensity distribution. As the
symptoms became severe, the background became increasingly
opaque, as indicated by the peak locations and peak heights of
the intensity distribution. The distribution also changed from
unimodal to bimodal. Therefore, we considered peak location
and height as well as the first four moments of the intensity
distribution (ie, mean, standard deviation, skewness, and
kurtosis) as CT features. Since the intensity distribution can
become bimodal, we also added the Otsu threshold to reflect
the bimodality and entropy to supplement standard deviation.
Three exemplary CT features observed along the clinical course

of the patient are shown in Figure 2D. Thus, Otsu threshold is
an excellent predictor for severity based on visualization. We
then analyzed all 178 CT records and determined the
corresponding intensity distributions (Figure 3A and 3B). We
found that distributions of severe and nonsevere cases were in
direct contrast in terms of peak height and skewness. Principal
component analysis also showed improved separation between
the 2 groups (Figure 3C). Among the 8 CT features examined,
peak location and entropy were not significantly related to
severity, whereas all the other 6 CT features showed a
statistically significant relation (Figure 3C). Mean and standard
deviation, as well as skewness and kurtosis, were highly
correlated; therefore, standard deviation and kurtosis were not
considered as CT features.

Figure 2. Computed tomography (CT) feature extraction. (A) Segmented lung images from the middle CT slice for a patient with a full course of
COVID-19 from nonsevere to severe and then from severe to nonsevere. The patient’s severe records are presented in red color. (B) Intensity histograms
of the volume CT within segmented lung masks for five consecutive records of the patient. (C) Peak location and Otsu threshold features from the
intensity histogram on Day 18. (D) Variation of 3 different CT features along the course of the disease.
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Figure 3. Computed tomography (CT) intensity distribution and extracted features of patients with COVID-19. (A) Intensity distribution of CT volumes
from nonsevere cases. (B) Intensity distribution of CT volumes from severe cases. (C) Principal component analysis of all CT features. (D) All CT
features between severe and nonsevere groups. “Peak” stands for peak location, and “height” stands for peak height. The asterisk annotations denote
the following: * 1.00e-02<P≤5.00e-02, ** 1.00e-03<P≤1.00e-02, *** 1.00e-04<P≤1.00e-03, **** P≤1.00e-04.

Prediction Based on CT and Laboratory Features
The CT feature extraction enables quantitative prediction with
signatures of both CT and laboratory features. We first analyzed
the Spearman correlation between the CT and laboratory features
(Figure 4A). Most features were not significantly correlated;
however, lymphocyte, neutrophil, D-dimer, and platelet–large
cell ratio showed good correlation with several CT features.
Similarly, we used mutual information to select features to be
used in the model. We used a random forest model with
optimized hyperparameters to predict severity from CT and

laboratory features. We selected a signature of 16 features from
the feature number analysis (Figure 4B). The corresponding
prediction model yielded a cross-validated AUROC score of
0.93 and an F1 score of 0.81 (Figure 4C), which are considerably
improved from the corresponding scores of the model with
laboratory tests only (Figure 1D). The signature includes CT
peak height, CT intensity mean, CT intensity skewness, CT
Otsu threshold, lymphocyte percentage, gamma-glutamyl
transpeptidase, LDH, C-reactive protein, white blood cell,
D-dimer, cholinesterase, neutrophil percentage, hemoglobin,
tricyclic antidepressant, albumin, and chloride.
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Figure 4. Prediction based on computed tomography (CT) and laboratory features. (A) Spearman correlation heatmap between CT and laboratory
features. “Peak” stands for peak location, and “height” stands for peak height. A summary table describing all CT and laboratory features and their
abbreviations is provided in Multimedia Appendix 2. (B) Model accuracy metrics with an increased number of features. (C) Area under receiver operating
characteristic of classification using a signature of 15 CT and laboratory features.

Forecasting Disease Severity
Forecasting disease severity has significant clinical importance,
as it allows clinicians to better prepare for treatment course. In
addition to predicting severity based on CT and laboratory
signatures, we also developed a statistical model to forecast
severity from patient records upon admission when they were
considered nonsevere. Although CT features are excellent
predictors of severity, they are not as good for forecasting,
yielding an AUROC of 0.68. In contrast, the random forest

model based on laboratory tests yielded an AUROC of 0.81,
indicating excellent forecasting predictability (Figure 5A). Other
metrics considered for forecasting are presented in Table 2. This
statistical model comprised 8 laboratory tests, among which
lymphocyte and neutrophil counts (percentage) showed the
highest fold change. In addition to comorbidity, we identified
8 laboratory tests that could be used for severity forecasting:
individual counts of lymphocyte, neutrophil, monocyte, and
eosinophil; red blood cell distribution width; hemoglobin;
procalcitonin; and platelet–large cell ratio.
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Figure 5. COVID-19 severity forecasted using the prediction model. (A) Forecasting severity using patient’s nonsevere records noted upon admission.
(B) Laboratory tests showing a significant relation to the severity forecast.

Table 2. Metrics of prediction and forecasting models. Mean and standard deviation values across 5 cross-validation splits are shown. AUROC: area
under the receiver operating characteristics.

Forecasting modelPrediction modelFeatures

Laboratory only, mean (SD)CT only, mean (SD)Laboratory and CTa, mean (SD)Laboratory only, mean (SD)

0.61 (0.23)0.55 (0.22)0.82 (0.05)0.75 (0.2)Precision

0.61 (0.11)0.56 (0.23)0.79 (0.1)0.7 (0.15)Recall

0.81 (0.14)0.68 (0.22)0.93 (0.03)0.86 (0.1)AUROCb Score

0.60 (0.16)0.56 (0.22)0.81 (0.05)0.69 (0.17)F1 Score

0.83 (0.06)0.78 (0.12)0.88 (0.03)0.87 (0.04)Accuracy

aCT: computed tomography.
bAUROC: area under the receiver operating characteristic.

Discussion

In this study, we collected clinical records from 46 patients with
COVID-19 (27 severe and 151 nonsevere records) and
developed a prediction model using a combination of
radiological outcomes and clinical biochemical indexes, to
identify disease severity. Using the model thus developed, we
successfully achieved an AUROC score of 0.93 to identify the
patient’s severity status. Furthermore, we established a model
for forecasting disease severity based on the combined features
recorded before the patients were classified as severe cases,
resulting in an AUROC score of 0.81.

In the history of confrontation between human beings and
pathogens, humans have always been prone to losing the battle
when the development of effective medicine or vaccine is
extremely difficult owing to the high variability of the
pathogenic genome, such as in the case of influenza virus, HIV,
or SARS. Even though the reported mortality rate of COVID-19
(1.4% [5]) is not as high as that of SARS (10% [19]), individuals
with underlying health conditions such as hypertension,
cardiovascular disease, chronic kidney disease, and diabetes
(2.89-, 3.84-, 2.22-, and 2.65-fold higher risk, respectively [20])

are much more vulnerable to COVID-19. Approximately half
of the patients with COVID-19 are above 50 years of age [5];
these patients are much more likely to develop severe symptoms
such as those characterized by ARDS or multiple organ failure.
Moreover, the significant need for early prediction of clinical
progression has aroused much attention worldwide, yet it
remains to be fully addressed.

Many studies highlight the potential hallmarks of COVID-19.
Biochemical and radiological outcomes are the most widely
recognized indexes in clinical treatment and decision making
[21]; these include interleukin-6 level [22], lymphocyte count,
neutrophil-to-lymphocyte ratio [23], aspartate aminotransferase
level [24], and ground glass opacity on CT scan images
[11,13,25]. An artificial intelligence tool focuses on early
detection by screening publicly available radiological results
of patients with COVID-19 with an accuracy of 86.7% [26-28].
Another recent study developed a system based on deep learning
models to quantify the infectious areas in the lungs of patients
with COVID-19, to predict the severity of clinical course [29].
A prognostic model based on the XGBoost algorithm with a
reported accuracy greater than 90% used 3 biochemical features,
including LDH, to predict the mortality rate and clinical
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outcomes [30], whereas another machine learning framework
based on random forest, decision tree, and support vector
machine used 3 different clinical features, including
aminotransferase, for early prediction of clinical severity [31].
However, the accuracy of the latter model was 70%-80% when
an adequate dataset was not available, as only incomplete
information from 53 patients was used for the analysis.
Interestingly, all published research for the prediction of clinical
severity focused on either biochemical or radiological indexes
only. To our knowledge, our study presents the first prognostic
model using both biochemical indexes and CT scan results based
on neural network and deep learning, which significantly
improves the predictive capability as suggested by an AUROC

score of 0.93. The limitations of this study include a limited
sample size and incomplete information about the patients’past
medical history—challenges often encountered by clinicians in
critical and urgent scenarios. Our future work will be focused
on increasing sample size and improving data quality.
Conclusions

In conclusion, the course of clinical progression might be clearer
with the application of our model, and we believe our effort
could provide useful opinions for early identification of severely
ill patients. Thus, advanced interventions could be applied to
potentially reduce mortality rates and alleviate the health care
burden regarding the management of COVID-19 cases.
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Abstract

Background: The increased frequency of epidemics such as Middle East respiratory syndrome, severe acute respiratory
syndrome, Ebola virus, and Zika virus has created stress on health care management and operations as well as on relevant
stakeholders. In addition, the recent COVID-19 outbreak has been creating challenges for various countries and their respective
health care organizations in managing and controlling the pandemic. One of the most important observations during the recent
outbreak is the lack of effective eHealth frameworks for managing and controlling pandemics.

Objective: The aims of this study are to review the current National eHealth Strategy of Saudi Arabia and to propose an integrated
eHealth framework that can be effective for managing health care operations and services during pandemics.

Methods: A questionnaire-based survey was administered to 316 health care professionals to review the current national eHealth
framework of Saudi Arabia and identify the objectives, factors, and components that are key for managing and controlling
pandemics. Purposive sampling was used to collect responses from diverse experts, including physicians, technical experts,
nurses, administrative experts, and pharmacists. The survey was administered at five hospitals in Saudi Arabia by forwarding the
survey link using a web-based portal. A sample population of 350 was achieved, which was filtered to exclude incomplete and
ineligible samples, giving a sample of 316 participants.

Results: Of the 316 participants, 187 (59.2%) found the current eHealth framework to be ineffective, and more than 50% of
the total participants stated that the framework lacked some essential components and objectives. Additional components and
objectives focusing on using eHealth for managing information, creating awareness, increasing accessibility and reachability,
promoting self-management and self-collaboration, promoting electronic services, and extensive stakeholder engagement were
considered to be the most important factors by more than 80% of the total participants.

Conclusions: Managing pandemics requires an effective and efficient eHealth framework that can be used to manage various
health care services by integrating different eHealth components and collaborating with all stakeholders.

(JMIR Med Inform 2020;8(11):e19524)   doi:10.2196/19524

KEYWORDS

COVID-19; eHealth framework; infectious disease; pandemic; eHealth; public health

Introduction

Background
eHealth can be basically defined as the application of
information and communications technology (ICT) in the health

care sector [1]. eHealth is considered to be one of the major
developments of the past few decades and has revolutionized
the operation of health care services. Various studies [2-4] have
indicated the positive impact of eHealth approaches in
improving health care service delivery, minimizing operational
costs, increasing process efficiency, and most importantly,
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managing health care information. Focusing on the concept of
“application” derived from the definition in [1], the success of
eHealth depends on how it is applied and managed in different
areas of health care operation. To improve the process of eHealth
implementation, different frameworks were developed by
different countries (eg, Austria in the European Union) and
health care organizations according to their needs and
specifications [5,6]. However, these frameworks and documents
mainly focus on examples and present outlines (high level
designs); meanwhile, they offer very little information to guide
the process of development [1]. A few studies [7-9] have
attempted to provide frameworks for strategic planning and
implementation of eHealth strategies. However, these studies
are mostly related to normal health care operations. In a few
studies [10,11], frameworks were developed for health care
management during pandemics; however, these studies are
limited in scope, focusing on frameworks for assessing
preparedness and readiness but not for managing health care
operations during pandemics. These studies focused on readiness
strategies, such as resource management, finances, and
vaccination; none of them highlighted an operational framework
for pandemics that includes eHealth approaches or stakeholders’
roles and responsibilities. In addition, these studies were
distributed across different regions and may not be applicable
in all cases.

National eHealth frameworks have been formulated based on
the vision and selected objectives targeting health care
management and dissemination of general health care services
[6,12]. These frameworks may not be effective in dealing with
pandemics, which may require sudden changes in health care
policies, strategies, and information management. For instance,
various myths and pieces of misinformation about COVID-19
were observed to be circulating over the internet and proved to
be challenging for governments and health care officials to
address [13]. In addition, pandemics have been identified more
frequently in recent years, including severe acute respiratory
syndrome (SARS), H7N9 influenza, Zika virus, Ebola virus,
Middle East respiratory syndrome (MERS), and COVID-19.
Considering these unexpected risks and other health care
challenges, sudden changes in health care policies and strategies
may be inevitable. In these conditions, creating awareness
among the public, disseminating legitimate information, and
making changes to health care services such as access and
delivery are aspects of eHealth that can be useful in managing
pandemics. eHealth can be one of the most effective operations
during pandemics, as it can enable remote management of health
care operations and services. Focusing on the gaps identified
in relation to the management of health care operations during
pandemics, and considering these challenges and the possibilities
of using eHealth approaches to pandemic management, the aims
of this paper are to review the existing national eHealth
framework of Saudi Arabia and to propose an integrated eHealth
framework for managing pandemics in Saudi Arabia.

Literature Review
According to the World Health Organization (WHO) [14], of
its 194 member countries, only 58% have an eHealth strategy,

and only 55% have established legislation in relation to eHealth
data. The frameworks developed by these countries were based
on their needs and considered various contexts, such as finance,
resources, and technological capabilities. Because few countries
have an eHealth framework and proper eHealth legislation, it
can be challenging for countries to coordinate and manage health
care operations during pandemics, when there is a need for
collaboration among countries to manage the pandemic.
However, it is equally important to manage health care
operations internally and control the rapid spread of disease and
infection during pandemics. Different health care components
may need to be effectively managed during pandemics.
Accordingly, this section provides a review of the literature
regarding various components of eHealth frameworks and their
applicability in pandemics according to the guidelines prescribed
by the WHO [15].

Stakeholders
Stakeholders are considered to be among the important
components of pandemic management processes. Usually, a
pandemic requires greater participation of various stakeholders
in health care management, as shown in Figure 1; this is
applicable not only to health care practitioners but also to society
as a whole [16]. Therefore, the stakeholders in pandemic times
include society, where every individual shares the responsibility
for containing the spread of infectious diseases. However, there
is a need to define the roles and responsibilities of all
stakeholders, including health care workers, research
organizations, health care equipment manufacturers, and
pharmaceutical companies, to prepare for pandemics [17].
Health care service providers and practitioners have the
responsibilities of planning and delivering health care services,
managing health care resources, etc. Regulatory authorities may
need to monitor the health care service operations across various
hospitals and formulate standards and regulations to be adopted
by health care service providers and practitioners. Accordingly,
manufacturing organizations should focus on meeting the
growing needs for medicines, equipment, and other resources,
while the information and communications management unit
should focus on managing web-based health care operations
and creating public awareness. Governments should monitor
all health care operations and administer these at different levels,
including cities, towns, and villages, in both public and private
hospitals to prevent contamination and risk of infection.
Pandemics may have a serious impact on people’s mental health.
Anxiety, depression, and stress are illnesses that can result from
fear about pandemics or under preventive measures such as
isolation and social distancing [18,19]. Therefore, it is essential
to provide support and awareness to the people. eHealth can be
effective in this context, as support, services, and information
can be remotely shared among people using various applications.
Stakeholders usually rely on less timely and traditional sources
of disease surveillance; therefore, there is a need for timely and
reliable pandemic intelligence using effective communication
technologies [20].
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Figure 1. Stakeholders in health care management. EHR: electronic health record; IT, information technology; NGO: nongovernmental organization.

Operations Management
Operations management is another important area to be
considered during pandemics. Available resources such as
finance, medical supplies, equipment, devices, nurses, and
practitioners need to be effectively managed, resulting in
maximum efficiency of health care operations [21]. Large
upfront investments in diagnosis, tests, and treatment were
identified to result in the most efficient use of resources during
pandemics [22]. In addition, pharmaceutical company operations
related to research and development must be managed for
maximum output. eHealth can play an important role in all these
health-related operational activities by effectively disseminating
quality information across the supply chain. In addition,
operations such as diagnosis, disease surveillance, monitoring,
tracing, and tracking can be effectively managed through mobile
apps, which can limit the number of patients visiting hospitals
and prevent the spread of infection.

Information Management
Information management is one of the most important aspects
to be considered during pandemics. The successful management
of a pandemic mostly relies on how information is managed
and shared among stakeholders, which can help them take timely
actions. The increasing number of myths related to COVID-19
is an example of poor information management, and rapid spread
of incorrect information through social media platforms can
result in serious damage, such as destruction of 5G towers in
the United Kingdom [15] and drinking raw alcohol to prevent
transmission of SARS-CoV-2 in Iran [23]. Effective monitoring
and tracking and, most importantly, creating awareness about
novel diseases and the precautions to be taken by the responsible
authorities are key to the operational management and
containment of infectious disease.

Strategy Development
The next set of factors focuses on the approach for developing
strategies. These factors include strategic context; experiences
from previous events and research; formulating a mission and
objectives; identifying the target components; analyzing
opportunities and gaps; developing strategies; implementation;
monitoring and reviewing the approaches; and making necessary
changes to approaches after deployment. Strategic context is
related to the main area the approach is targeting. It may be
related to containing infectious disease, reducing the spread of
misinformation, or any other specific context related to
pandemics [24]. Experiences from the past, such as approaches
adopted by different governments to control pandemics such
as SARS, MERS, Zika virus, and Ebola virus, can be used to
identify the context. The mission statement is the foundation
for developing the approach to managing pandemics. It must
clearly define the purpose of the approach and instill a sense of
motivation and hope among all the stakeholders [25] involved
in containing pandemics. It should inspire and present a message
of contributing to the delivery of the best health care services
to people who are affected by pandemics through integrated
clinical practice, education, research, and effective resource
management to contain the pandemic.

Formulation of Objectives
The next step focuses on formulating the objectives. The
objectives define the set of goals or activities that need to be
achieved. These can include statements related to developing
the workforce, developing research activities, improving health
care services and delivery, etc. [25]. Next, the components that
need to be targeted are identified; these can include different
areas and activities related to health care management [24].
Based on the objectives, opportunities and gaps for achieving
the specified objectives must be identified. Based on the
identified components, objectives, and available resources, the
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necessary strategies for managing pandemics must be developed
and implemented. The overall approach being adopted for
managing pandemics must be monitored and evaluated. Based
on the evaluation, the approach can be updated by making
necessary changes in areas that are not effective. These
guidelines can be used by different countries to develop eHealth
strategies, as the basic components that must be considered are
outlined. However, the success of the framework depends on
how the strategies are formulated and implemented, which
mainly involves the application of ICT to the health care
framework.

As part of this study, the National eHealth Strategy of Saudi
Arabia (shown in Figure 2) is reviewed in the context of its
applicability to managing pandemics. The framework provides

the details and objectives of the approach, which are usually
updated every five years. However, the current strategy is
unclear and reflective in relation to various components, and it
lacks a clear approach and process, supporting the findings of
[1]. Necessary components such as information management,
operations management, and stakeholders’participation are not
included in the framework. In addition, two important aspects,
namely dissemination of legitimate information among all
stakeholders (information accessibility) and preventing the
circulation of wrongful information (information misuse), are
not considered in the strategy. In this study, the strategy was
further reviewed by health care experts in the context of
pandemic management and the need for integrating additional
components was assessed using a questionnaire-based survey,
which is discussed in the next section.

Figure 2. The National eHealth Strategy of Saudi Arabia. ICT: information and communications technology; MOH: Ministry of Health.

Methods

Survey
The purposes of this study were to review the current National
eHealth Strategy of Saudi Arabia in the context of managing
pandemics and to propose an integrated eHealth framework that
can be used in the general health care context as well as for
managing pandemics. The questionnaire was divided into four
components. The first component focused on questions related
to the current National eHealth Strategy (four items); the second
component focused on the key considerations in an eHealth
framework (nine items); the third component focused on key
factors in the eHealth framework (one item); and the fourth
component focused on assessing the need for an integrated
eHealth framework for managing pandemics such as COVID-19
in Saudi Arabia (two items). The items in the questionnaire
were developed based on the components reviewed in the
background study and the National eHealth Strategy toolkit

provided by the WHO [24]. A 5-point Likert scale [26] was
used to collect the responses to the questions. The participants
could present their opinions on five scales (1, strongly agree;
2, agree; 3, neutral; 4, disagree; 5, strongly disagree) relating
to each item in the questionnaire. The questionnaire was
translated into Arabic by a professional translator. However,
both English and Arabic versions were used in the process of
data collection. The survey was designed using the Google
Surveys platform, and survey links to the English and Arabic
versions were created to invite the participants. A pilot study
was conducted with six health care professionals (three
practitioners, two nurses, and one manager). Based on the
feedback from the participants, a few changes in the
questionnaire formulation and multiple-choice options were
made to address grammatical errors. In addition, the Cronbach
alpha for all the items in the four components was identified to
be >0.85, revealing good consistency. The English version of
the survey is provided in Multimedia Appendix 1.
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Recruitment
Health care professionals were recruited using emails that
included information about the purpose of the survey and the
survey link. An additional note asking the participants to forward
the email to their colleagues was included to increase the number
of participants. Initially, using the portals at five hospitals (King
Fahad Hospital in Jeddah, General Hospital in Medina, King
Abdulaziz Medical City in Riyadh, King Khalid Ibn Abdul Aziz
in HafarAlBatin, and King Khaled Hospital in Majma'ah), the
email requesting participation in the survey was forwarded to
all health care professionals working in these hospitals.

Sampling
This study used purposive sampling, whereby a nonprobability
sample was obtained based on the purpose and the objective of
the study, which mainly focused on reviewing the current
National eHealth Strategy and proposing a new integrated
eHealth framework for managing pandemics. Accordingly, the
survey link was initially forwarded to 257 health care
professionals working at five hospitals in Saudi Arabia.
Snowball sampling is an effective technique to reach a larger
sample population in a short time. In this technique, existing
study subjects are requested to recruit future subjects from
among their acquaintances [27]. As a result of using snowball
sampling (requesting participants to forward emails to their
colleagues in other hospitals), a final sample of 350 participants
was obtained. Of these participants, 23 were removed due to
low-quality responses and incomplete data, and 11 more were
removed because they did not work for health care–related
organizations. As a result, 316 eligible participants completed
the survey.

Analytical Process
The survey was developed using the Google Surveys platform
and was conducted from March 9 to April 6, 2020. Frequencies
were calculated to analyze the collected data. The data were
analyzed using four themes relevant to the study: review of the

current National eHealth Strategy; objectives of the eHealth
framework; importance of ICT; and need for an integrated
eHealth framework in the context of managing pandemics in
Saudi Arabia. The results are discussed in the following section.

Results

The final sample size recruited for this study was 316
respondents. Among the sample of respondents, 221/316 of the
participants were male (69.9%), and 95/316 (30.1%) were
female. In terms of age, the majority of the participants were
aged 35-44 years (147/316, 46.5%), followed by 25-34 years
(110/316, 34.8%), 45-54 years (30/316, 9.5%), and 18-24 years
(15/316, 4.8); only 4.4% (14/316) of the participants were older
than 54 years. In terms of education, the majority of the
participants had the qualification of a bachelor's degree
(161/316, 50.9%). Numerous participants held a master’s degree
(74/316, 23.4%) or doctorate (24/316, 7.6%), reflecting the level
of expertise of the participants. In addition, 18% (57/316) of
the participants had a diploma or high school qualification. In
terms of profession, the sample was evenly distributed across
the relevant experts. Of the participants, 26.3% (83/316) worked
in administrative departments, while 23.4% (74/316) were
nurses, 20.6% (65/316) were physicians, and 19.9% (63/316)
were technical experts. In addition, 9.8% (31/316) of the
participants were involved in other health care activities, such
as research and development, pharmaceutical operations, and
academics. In terms of work experience, 54.8% (173/316) of
the participants had more than 10 years of experience, while
27.5% (87/316) had 5-10 years of experience. This indicates
that 82.2% (260/316) of the participants had more than five
years of experience, reflecting that the majority of the
participants were reliable. In addition, 12.3% (39/316) of the
participants had less than two years of experience, and 5.4%
(17/316) had two to five years of experience. Table 1 shows the
frequency distributions of these variables.
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Table 1. Frequency distributions of key variables (N=316), n (%).

ValueVariable

Gender

221 (69.9)Male

95 (30.1)Female

Age (years)

15 (4.8)18-24

110 (34.8)25-34

147 (46.5)35-44

30 (9.5)45-54

14 (4.4)>54

Education

57 (18)High school graduate or diploma

161 (50.9)Bachelor’s degree

74 (23.4)Master’s degree

24 (7.6)Doctorate

Profession

65 (20.6)Physician

74 (23.4)Nurse

63 (19.9)Technical expert

83 (26.3)Administrator

31 (9.8)Other health care operation

Work experience (years)

39 (12.3)<2

17 (5.4)2-5

87 (27.5)5-10

173 (54.8)>10

The next set of results focuses on reviewing the current national
eHealth framework in Saudi Arabia. The effectiveness of the
current framework in managing pandemics and infectious
diseases was identified to be ineffective by the majority of the
participants; 50.3% (159/316) of the participants disagreed and
8.9% (28/316) of the participants strongly disagreed with the
statement that the current eHealth framework is effective,
comprising nearly 60% of the total participants. Similarly, the
statement that the current eHealth framework covers all major
objectives of health care management received mixed responses.
Although 40.2% (127/316) of the total participants disagreed
and 7% (22/316) of the total participants strongly disagreed, a
considerable number of participants (32%, 101/316) were
neutral. However, the findings suggested that the current eHealth
framework lacks a few objectives related to health care
management. Similarly, considering the statement on inclusion
of essential objectives for managing pandemics, 50% (158/316)

of the participants disagreed, and 10.1% (22/316) of the
participants strongly disagreed. Focusing on the need for
revising the current framework, 53.8% (170/316) of the total
participants strongly agreed and 16.5% (52/316) of the total
participants agreed that the current framework should be revised,
accounting for almost 70% of the total participants.

In addition, 91.4% (289/316) of the total participants agreed
that there is need for a new effective and efficient eHealth
framework for Saudi Arabia. It can be observed from Figure 3
that the opinions about the current eHealth framework slightly
differed between physicians and nurses. A slightly greater
number of physicians than nurses stated the opinion that the
current eHealth framework is ineffective for managing
pandemics. However, the majority of both physicians and nurses
stated the opinion that the current eHealth framework needs
major revisions.
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Figure 3. Comparison of the opinions of physicians and nurses regarding the current eHealth framework in Saudi Arabia.

The next set of results (as shown in Table 2) focuses on the key
considerations for developing a new integrated eHealth
framework for managing pandemics in Saudi Arabia. In response
to the statement that the new framework, in contrast to the
existing framework, should focus on long-term objectives,
32.3% (101/316) of the participants strongly agreed with the
statement, and 57.6% (182/316) of the participants agreed with
it. Focusing on the distinction of services during normal and
pandemic conditions may be useful to clearly outline the service
delivery guidelines in these two conditions, which may clear
any ambiguity regarding the operations and services.

Accordingly, the idea of having different sets of objectives for
the two conditions was supported by 94.6% (299/316) of the
participants, among which 30.7% (97/316) strongly agreed with
this statement and 63.9% (202/316) agreed with it. It is
interesting to observe that 94% (297/316) of the total participants
agreed that focusing on compatibility and integration is
important. Accordingly, the need for inclusion of all
stakeholders, including government, health care practitioners,
businesses, and governments, and the need for clear roles and
responsibilities of all stakeholders were supported by more than
85% of the total participants.
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Table 2. Frequency distribution of key considerations related to the national eHealth framework of Saudi Arabia for managing pandemics (N=316), n
(%).

Strongly disagreeDisagreeNeutralAgreeStrongly agreeItem

4 (1.3)4 (1.3)24 (7.6)182 (57.6)102 (32.3)The new framework should focus on long-term objectives

1 (0.3)4 (1.3)27 (8.5)184 (58.2)100 (31.7)It should have different objectives relevant to managing
health care services during pandemics

0 (0)4 (1.3)13 (4.1)202 (63.9)97 (30.7)It should include regular health care objectives along with
the objectives for controlling and managing pandemics

1 (0.3)7 (2.2)33 (10.4)166 (52.5)109 (34.5)It should include all stakeholders: the public, health care
practitioners, businesses, and government

3 (1.0)0 (0)17 (5.4)175 (55.4)121 (38.3)It should specify clear roles and responsibilities for all
stakeholders

The next set of results (as shown in Table 3) focuses on
identifying the key factors to be considered in the framework
for managing pandemics. The results demonstrate that public
awareness, promotion of precautionary methods, dissemination
of genuine information, increased stakeholder participation,
increased reachability and accessibility of electronic services,

improved communication, promotion of self-management and
self-control approaches, formulation of new guidelines, and
regular monitoring and updating of processes and approaches
were identified to be the key factors in managing pandemics by
the majority (>80%) of the total participants.

Table 3. Frequency distribution of key objectives to be included in the new eHealth framework (N=316), n (%).

Strongly disagreeDisagreeNeutralAgreeStrongly agreeItem

2 (0.6)4 (1.3)18 (5.7)168 (53.2)124 (39.2)Develop awareness-raising programs

2 (0.6)2 (0.63)8 (2.53)168 (53.1)136 (43.0)Promote precautionary methods during pandemics

3 (1.0)8 (2.5)31 (9.8)159 (50.3)115 (36.4)Make accurate information accessible to the public

5 (1.6)4 (1.3)19 (6.0)173 (54.8)115 (36.4)Increase participation of all stakeholders at individual,
community, and national levels

3 (1.0)6 (1.9)14 (4.4)166 (52.5)127 (40.2)Increase the richness and reachability of electronic services

2 (0.6)0 (0)11 (3.5)176 (51.3)140 (44.6)Heighten consciousness and improve communication

4 (1.3)7 (2.2)31 (9.8)176 (55.7)98 (31.0)Promote self-management and self-control approaches
among individuals

2 (0.6)3 (1.0.)23 (7.3)182 (57.6)106 (33.5)Formulate new guidelines for managing health care services
during pandemics

3 (1.0)1 (0.3)24 (7.6)182 (57.6)106 (33.5)Review the framework at regular intervals and update the
objectives

Focusing on the use of ICT, it may be considered that ICT is
effective in managing information flow and streamlining
operations to increase efficiency. Accordingly, in relevance to
the importance of ICT for tracking and monitoring the spread
of infectious disease, the majority of the participants (74.1%,
234/316) considered it to be important. In view of the rising
number of pandemics in the past few decades, the importance
and immediate need for an eHealth framework for Saudi Arabia
were assessed in the context of COVID-19. The findings
revealed that more than three-fourths of the participants (78.8%,
249/316) agreed that developing an integrated framework is
very important. The results of the survey reflect the need for an
integrated eHealth framework and various components that need
to be considered to manage pandemics. The findings are
accordingly discussed in the next section.

Discussion

Principal Findings
The results of this study clearly indicate that the current national
eHealth strategy is ineffective for handling pandemics, as it
does not incorporate all the necessary components and objectives
for managing pandemics using eHealth strategies. In addition,
89.9% (284/316) of the survey participants were in favor of
developing an integrated eHealth framework for managing
pandemics. Focusing on these gaps, the necessary components
of the framework were identified based on the findings (Table
2, Table 3) related to the key considerations and key factors to
be included in the framework for managing and controlling
pandemics. Firstly, it is important to determine the strategic
context. The strategic context describes the priorities and
challenges that eHealth can address. This context can be
developed by reviewing the health statistics of the population,
current health strategy, priorities, and goals. As identified from
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the key considerations (Table 3), 88.9% (281/316) of the
participants stated that long-term objectives should be
considered. As pandemics can have long term impacts [28,29],
the framework should focus on both short-term (as adopted in
the current National eHealth Strategy) and long-term objectives.
In addition, it is necessary to consider and review the current
health care system. Accordingly, 93% (294/316) of the total
participants stated that the objectives related to general health
care and health care services during pandemics must be
considered. In addition, the priorities and goals must be revised
according to the situations that arise during pandemics. In
addition, past trends and experiences in dealing with pandemics
can be used as a valuable source of information for setting the
context, priorities, and goals [29].

A vision statement presents a long-term objective, while a
mission statement considers short-term objectives for achieving
the vision. Managing and controlling epidemics requires
short-term objectives that are effective in delivering health care
services and preventing the spread of infectious disease using
eHealth approaches. Based on the mission statement, the next
step is to assess the components required to achieve the mission.
These components can also be considered as building blocks
for achieving the mission; they include leadership and
governance, strategy and investment, services and applications,
standards and interoperability, infrastructure, legislation, policy
and compliance, and the workforce [24]. The leadership,
standards and interoperability, investment, policy, and
compliance components are ensured by governments and health
care ministries when establishing the mission and overseeing
all health care operations. Although infrastructure, services, and

applications are related to the ICT environment, all other
components can be considered as enablers in creating the
environment for managing pandemics.

The next step is to analyze the opportunities, gaps, risks, and
barriers for creating an eHealth environment for the components
identified. While the opportunities suggest possible eHealth
solutions and applications relevant to components, gaps can be
identified in relation to services and infrastructure [29-32]. For
instance, opportunities for collaboration between research and
development and health care units such as hospitals, physicians,
and pharmaceutical companies can be achieved by using a
common electronic platform or portal for sharing information
related to diseases, such as symptoms, diagnosis factors, effects
of various medicines, and need for medicines and medical
equipment. Lack of effective collaboration between these
components can create risks and gaps related to the delivery of
health care services; this can be assessed from the recent
outbreak of COVID-19, where shortages of medical equipment
and vaccines and a lack of information are clearly evident in
various regions [32,33]. Based on the assessment of
opportunities and gaps, strategies can be developed and
implemented. As identified from the findings (Table 3),
strategies such as promotion of precautionary methods, creating
awareness, promotion of self-management and self-control
practices, and increasing accessibility to genuine information
were considered to be highly important during pandemics. One
of the most important aspects in the process of developing
strategies during pandemics is rapid monitoring and review of
the overall development and implementation process.
Accordingly, the whole approach is presented in Figure 4.

Figure 4. Approach for developing eHealth strategies during pandemics.

A few components must be managed throughout the process,
including operations management, stakeholders' engagement,
and information management, as shown in Figure 5, representing
an integrated eHealth framework for managing and controlling
pandemics in Saudi Arabia. Health care operations during
pandemics involve service delivery and administration of health
care activities; moreover, the scope of operations is increased
by engaging all the stakeholders and their respective activities.
This process requires high-level leadership and support, an
appropriate governance structure, a multidisciplinary team, and
an agreed timeline and resources for completing the tasks with

maximum efficiency in the minimum amount of time [24]. For
instance, the manufacturing of masks, testing kits, and medicines
such as hydroxychloroquine is being implemented on a
“wartime” footing in different countries for managing and
controlling COVID-19 [34,35], and lack of effective leadership
and strategy may result in various risks and challenges for
controlling pandemics [36,37]. This represents a collaborative
effort under the leadership of governments with various
stakeholders, including physicians, pharmaceutical companies,
and manufacturers of testing kits, operating with maximum
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efficiency to address the needs of health care systems during a pandemic.

Figure 5. Proposed integrated eHealth framework for pandemic management.

Stakeholder engagement is another important component that
must be managed during pandemics. The engagement process
should focus on government's leadership roles, such as
overseeing the engagement of all stakeholders; identifying
different stakeholder groups, such as health care professionals,
the public, pharmaceutical companies, medical equipment
manufacturers, administrators, managers, and all other personnel
involved with and related to health care activities; developing
an approach for managing these groups; and defining the points
of consultation and dissemination of information across all
stakeholder groups. Some major stakeholder groups, as analyzed
in [24], include decision-makers, key influencers, engaged
stakeholders, broader stakeholders, and the general public.
Leaders should ensure supportive and constructive engagement
of all stakeholders during a pandemic, involving everyone in
the process of managing and controlling the pandemic. Great
benefits of ICT in health care management can be realized
during pandemics. ICT can help prevent the spread of
misinformation and can create awareness about infectious
diseases, promote precautionary methods, provide accessibility
of health care services through enhanced web-based or mobile
applications, disseminate information and services in remote
areas, and promote self-management and self-control practices
during pandemics. All these factors were rated to be highly
important by the majority of the survey participants (Table 3).

Thus, the three additional components are integrated with the
strategy development components to form an integrated eHealth
framework for managing and controlling pandemics. The
process of review and monitoring is accordingly applied to all
the components in the integrated eHealth framework, as shown
in Figure 5. Accordingly, all the essential components of an
eHealth strategy for managing pandemics are identified and
integrated.

Limitations
In this study, various eHealth components required for managing
and controlling pandemics were identified. However, functions
within these components may differ from an application
perspective in different regions. There is a need for clear
definitions and explanations of these functions; these are not
presented in this study, as it focused only on identifying the key
components at the national level. In addition, the framework
was developed specifically in a Saudi Arabian context based
on a review of the current National eHealth Strategy; thus, it
may not be applicable to other countries. However, it was
ensured that the selection of components was generalized and
focused on the necessity for health care management during
pandemics.

Implications
Both theoretical and practical implications can be derived from
this study. The literature review and the proposed framework
can be used by researchers as a concept for developing and
evaluating various strategies during pandemics, such as the
lockdown strategy during the COVID-19 pandemic. In addition,
the proposed framework offers valuable information for
academicians and researchers regarding eHealth components
and approaches for developing and implementing eHealth
strategies. Practical implications include the consideration of
the proposed framework by the Saudi Arabian government and
the Ministry of Health in developing and implementing effective
eHealth strategies during pandemics by relating the eHealth
strategies to the various components proposed in the framework.

Future Research
The framework proposed in this paper is specific to Saudi
Arabia. Future research will focus on evaluating the framework
in the context of Saudi Arabia. Although the framework was

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e19524 | p.473http://medinform.jmir.org/2020/11/e19524/
(page number not for citation purposes)

AlsharifJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


designed in the context of Saudi Arabia, it may be applicable
to other regions with similar operational health care
infrastructures and strategies. Therefore, future research may
focus on validating the framework in similar countries in the
Middle East and in other developing countries. In addition, both
qualitative and quantitative methods can be used in the
evaluation of the framework, which may lead to the collection
of various types of data from which various inferences can be
made. The author also proposes to extend the framework to
various health care operations and the involvement of
stakeholders (roles and responsibilities) using the approach of
collective intelligence, where active engagement of all global
stakeholders is considered to overcome the challenges of
pandemics.

Conclusion
This study reviewed the current National eHealth strategy of
Saudi Arabia; the review revealed various limitations and
drawbacks in relation to health care management during
epidemics. Accordingly, a survey instrument was administered
to health care professionals to identify the necessary eHealth
components and an approach was described for developing and
implementing the strategies in relation to the identified
components. The proposed framework is considered to be
effective and efficient, as it is designed to be used for managing
both general health care services and essential health care
services during pandemics. This study proposes the main
components of an eHealth framework for managing and
controlling pandemics. Future work will focus on evaluating
the identified components and identifying the necessary
functions related to each component that are necessary during
pandemics.
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Abstract

Background: The application of China’s big data sector in cancer research is just the beginning. In recent decades, more and
more Chinese scholars have used the Surveillance, Epidemiology, and End Results (SEER) database for clinical cancer research.
A comprehensive bibliometric study is required to analyze the tendency of Chinese scholars to utilize the SEER database for
clinical cancer research and provide a reference for the future of big data analytics.

Objective: Our study aimed to assess the trend of publications on clinical cancer research in mainland China from the SEER
database.

Methods: We performed a PubMed search to identify papers published with data from the SEER database in mainland China
until August 31, 2020.

Results: A total of 1566 papers utilizing the SEER database that were authored by investigators in mainland China were
identified. Over the past years, significant growth in studies based on the SEER database was observed (P<.001). The top 5
research topics were breast cancer (213/1566, 13.6%), followed by colorectal cancer (185/1566, 11.8%), lung cancer (179/1566,
11.4%), gastrointestinal cancer (excluding colorectal cancer; 149/1566, 9.5%), and genital system cancer (93/1566, 5.9%).
Approximately 75.2% (1178/1566) of papers were published from the eastern coastal region of China, and Fudan University
Shanghai Cancer Center (Shanghai, China) was the most active organization. Overall, 267 journals were analyzed in this study,
of which Oncotarget was the most contributing journal (136/267, 50.9%). Of the 1566 papers studied, 585 (37.4%) were published
in the second quartile, 489 (31.2%) in the third quartile, 312 (19.9%) in the first quartile, and 80 (5.1%) in the fourth quartile,
with 100 (6.4%) having an unknown Journal Citation Reports ranking.

Conclusions: Clinical cancer research based on the SEER database in mainland China underwent constant and rapid growth
during recent years. High-quality and comprehensive cancer databases based on Chinese demographic data are urgently needed.

(JMIR Med Inform 2020;8(11):e21931)   doi:10.2196/21931

KEYWORDS

cancer; China; data collection; bibliometrics; PubMed; SEER program

JMIR Med Inform 2020 | vol. 8 | iss. 11 |e21931 | p.477http://medinform.jmir.org/2020/11/e21931/
(page number not for citation purposes)

Lin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:wusg@xmu.edu.cn
http://dx.doi.org/10.2196/21931
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
The incidence of human cancer is increasing worldwide. It is
estimated that the global burden of cancer will increase by more
than 60% by 2040 [1]. Cancer has been an important public
health problem in low- and middle-income countries, as well
as in upper-middle-income countries. Cancer research has
become one of the leading research fields of bioscience around
the world, and the number of publications on cancer increases
at a rate of more than 2% per year [2].

A high-quality cancer database can provide researchers with
convenient data analysis and build a sharing platform among
researchers, which could pave the way for revealing the
mechanism of tumorigenesis and its progression [3]. To share
clinical data with different regions, some other countries plunged
into building multicenter databases far ahead of China [4]. In
1973, the US National Cancer Institute combined the tumor
registration stations in several regions to form the Surveillance,
Epidemiology, and End Results (SEER) database. The SEER
program is a globally accessible authoritative cancer database
representing approximately 34.6% of the US population, which
includes non-Hispanic White, non-Hispanic Black, Hispanic,
and Asian populations [5]. The SEER program collects data on
patient demographics, tumor location, tumor stage, first course
of therapy, and vital status. The SEER database is a valuable,
population-based resource that can be used to study the diagnosis
and treatment across demographic characteristics and geographic
areas, and it has become a unique research resource for oncology
practice. It provides morbidity and mortality data on
various histopathological subtypes, and data on molecular
characteristics are also expanding. The database is being further
developed to capture other biomarker data and the results of
specific populations, and to expand the biobank to support
cutting-edge cancer research that can improve oncology
practices. Therefore, the SEER program plays an important role
in clinical cancer research, public health management, and
policy making [5].

In recent years, China has made significant progress in clinical
cancer research, and many studies have gained international
recognition [6-10]. Although major hospitals have established
databases in China, they have not shared their research findings
with one another. Since the SEER database is a globally
accessible authoritative cancer database, more and more
scholars, particularly those from China, have used it to conduct
clinical cancer research in recent years. There are a lot of
differences between the United States and China, including their
population’s genetic makeup, health system, health services,
health insurance, health policies, socioeconomic status, and
culture. Therefore, the research findings in the SEER cancer
registries may not be generalizable to the people of China.
However, several recent studies found that the characteristics
of the data from the SEER program were consistent with those
from Chinese institutions [11-14]. There is currently no
comprehensive bibliometric study that has characterized the
clinical cancer research in China based on the SEER database.
Carrying out a comprehensive bibliometric analysis is helpful

to analyze the contribution of Chinese scholars to clinical cancer
research and provide a specific clinical reference for the future
of big data analytics.

Objective
This study aimed to evaluate the characteristics of clinical cancer
research using SEER data from mainland China using a
bibliometric approach.

Methods

Search Strategy
Using the search terms “Surveillance, Epidemiology, and End
Results or SEER, and China,” we identified related publications
from the PubMed database before August 31, 2020. PubMed
is a free, publicly available database established by the US
National Library of Medicine [15]. As one of the largest
databases in the life science and biomedical fields worldwide,
it comprises more than 30 million biomedical abstracts from
journals and online books.

Publications with first authors or corresponding authors affiliated
with mainland Chinese institutions were included in the study,
while those that utilized the SEER-Medicare database
(SEER-Medicare data are not released outside of the United
States) and special types of publications, including comments,
letters, and reviews, were excluded. Papers from Taiwan
Province, Hong Kong, and Macao Special Administrative
Regions were also excluded from this analysis. This study was
approved by the ethics committee of the First Affiliated Hospital
of Xiamen University (Xiamen, Fujian, China).

Indices
The indices analyzed in this study included the number and
trend of publications, research topics, type of affiliation
(university, hospital, or other research center), geographical
distribution, journal, Journal Citation Reports (JCR) ranking,
and status of international cooperation.

Statistical Analysis
Descriptive statistical analyses were used in this study.
Characteristics were evaluated and analyzed using Microsoft
Excel, and linear regression was performed using SPSS
statistical software (version 22.0; IBM Corp). P values <.05
were considered statistically significant.

Results

Number and Trend of Publications
The flowchart of publication selection for this study is shown
in Figure 1. We retrieved a total of 1667 publications, of which
1566 publications were included in this study. Figure 2 shows
the trend in publications on clinical cancer research using the

SEER database in mainland China (R2=0.430, P<.001). Chinese
authors first used the SEER database in 1999. The single paper
in the SEER database that was published in 1999 was authored
by Guo et al [16], who were affiliated with the People’s Hospital
of Beijing Medical University and had collaborated with Huvos
and colleagues from Memorial Sloan-Kettering Cancer Center
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in the United States. Interestingly, there were no papers from
Chinese institutions that utilized the SEER database during the
11 years from 2000 to the end of 2011. However, the number
of papers published per year increased rapidly from 2012 to

2019: 2012 (n=6), 2013 (n=12), 2014 (n=19), 2015 (n=43),
2016 (n=96), 2017 (n=181), 2018 (n=288), and 2019 (n=459).
Despite the COVID-19 pandemic in 2020, there were 461
publications as of August 31, 2020.

Figure 1. Flowchart of publication selection for the study.

Figure 2. The trends in publications on clinical cancer research in mainland China from the Surveillance, Epidemiology, and End Results database
between 1999 and 2020.

Research Topics
Table 1 presents the main research topics of the 1566 papers
included in the study. Breast cancer was the most frequently

researched topic (213/1566, 13.6%), followed by colorectal
cancer (185/1566, 11.8%), lung cancer (179/1566, 11.4%),
gastrointestinal cancer (excluding colorectal cancer; 149/1566,
9.5%), and genital system cancer (93/1566, 5.9%). These top
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5 research topics were the focus of 52.3% (819/1566) of the
included papers.

Figure 3 shows the publication trends on the top 5 cancer sites
in mainland China over time. It shows an increasing interest in
research exploring breast cancer, lung cancer, gastrointestinal
cancer (excluding colorectal cancer), colorectal cancer, and

genital system cancer (in both genders). Chinese researchers
were also studying rare cancers. A total of 164 papers discussed
rare cancers, such as pulmonary lymphoepithelioma-like
carcinoma, spindle cell carcinoma, thymoma, and adenoid cystic
carcinoma of the breast, and this number was expanding rapidly
in recent years.

Table 1. Main cancer research topics of publications in mainland China identified in the Surveillance, Epidemiology, and End Results database.

Number of publicationsMain cancer research topics

213Breast cancer

185Colorectal cancer

179Lung cancer

149Gastrointestinal cancer (excluding colorectal cancer)

93Genital system cancer

83Pancreatic cancer

72Liver cancer

62Thyroid cancer

62Esophageal cancer

49Bone cancer

Figure 3. The trends in publications on the top 5 cancer sites in mainland China from the Surveillance, Epidemiology, and End Results database between
2012 and 2020.

Geographical Distribution of Publications
Figure 4A shows the distribution of the publications using the
SEER database whose first authors were affiliated with Chinese
institutions. These first authors who used the SEER database
to publish papers came from 25 provinces and municipalities
of China. Among all of these regions, first authors were most
often affiliated with institutions in Shanghai (369/1566, 23.6%),
followed by Guangdong (199/1566, 12.7%), Zhejiang

(174/1566, 11.1%), Hubei (102/1566, 6.5%), and Jiangsu
(102/1566, 6.5%).

Figure 4B shows the distribution of publications using the SEER
database whose corresponding authors were affiliated with
Chinese institutions. These corresponding authors who used the
SEER database to publish papers came from 27 provinces or
municipalities of China. A similar distribution was observed in
the papers whose corresponding authors were affiliated with
Chinese institutions, mostly concentrated in Shanghai,
Guangdong, Zhejiang, Jiangsu, and Hubei.
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Figure 4. The distribution of the publications stratified by first authors (A) and corresponding authors (B) using the Surveillance, Epidemiology, and
End Results database.

Top 10 Most Contributing Author Affiliations
The top 10 affiliated organizations of the most contributing first
authors and corresponding authors extracted from the 1566
publications are presented in Tables 2 and 3. More than 75%
(1178/1566) of papers were published from the eastern coastal
region of China, Overall, the organization that was affiliated
with the top contributing first authors was Fudan University
Shanghai Cancer Center (163/1566, 10.4%), followed by Sun
Yat-sen University Cancer Center (73/1566, 4.7%), the First
Affiliated Hospital of Xi’an Jiaotong University (48/1566,
3.1%), West China Hospital of Sichuan University (42/1566,
2.7%), the Second Affiliated Hospital of Zhejiang University
School of Medicine (41/1566, 2.6%), and the First Affiliated
Hospital of Xiamen University (41/1566, 2.6%). All affiliations
of first authors extracted from the 1566 publications (excluding
three papers whose first authors were affiliated with the United
States) were classified into three sectors (university, hospital,
and government agency). The most contributing institution
sector was hospital (1501/1563, 96.0%), followed by university
(60/1563, 3.8%), and government agency (2/1563, 0.1%). Of

the 1501 papers from hospitals, 1459 (97.2%) publications were
produced from the best tertiary hospitals, and 1475 (98.3%)
were from hospitals affiliated with universities.

The organization that was affiliated with the top contributing
corresponding authors was Fudan University Shanghai Cancer
Center (165/1566, 10.5%), followed by Sun Yat-sen University
Cancer Center (77/1566, 4.9%), Zhongshan Hospital of Fudan
University (43/1566, 2.7%), the First Affiliated Hospital of
Xi’an Jiaotong University (43/1566, 2.7%), and the Second
Affiliated Hospital of Zhejiang University School of Medicine
(42/1566, 2.7%). All affiliations of corresponding authors
extracted from the 1566 papers (excluding 35 publications’
organization affiliations of corresponding authors affiliated with
the United States, Germany, Australia, and Japan) were also
classified into three sectors (university, hospital, and government
agency). Similarly, the most contributing institution sector was
hospital (1474/1531, 96.3%), followed by university (54/1531,
3.5%), and government agency (3/1531, 0.2%). In the 1474
papers whose corresponding authors came from hospitals, 1440
(97.7%) publications were from best tertiary hospitals, and 1458
(98.9%) were from hospitals affiliated with universities.

Table 2. Top 10 affiliated organizations of the most contributing first authors.

Number of publicationsAffiliations of first authors

163Fudan University Shanghai Cancer Center

73Sun Yat-sen University Cancer Center

48The First Affiliated Hospital of Xi’an Jiaotong University

42West China Hospital of Sichuan University

41The Second Affiliated Hospital of Zhejiang University

41The First Affiliated Hospital of Xiamen University

39Zhongshan Hospital of Fudan University

33Affiliated Union Hospital of Fujian Medical University

32Union Hospital of Tongji Medical College of Huazhong University of Science and Technology

27Renmin Hospital of Wuhan University
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Table 3. Top 10 affiliated organizations of the most contributing corresponding authors.

Number of publicationsAffiliations of corresponding authors

165Fudan University Shanghai Cancer Center

77Sun Yat-sen University Cancer Center

43The First Affiliated Hospital of Xi’an Jiaotong University

43Zhongshan Hospital of Fudan University

42The Second Affiliated Hospital of Zhejiang University

42West China Hospital of Sichuan University

33Union Hospital of Tongji Medical College of Huazhong University of Science and Technology

31Affiliated Union Hospital of Fujian Medical University

27Renmin Hospital of Wuhan University

27Shandong Cancer Hospital Affiliated to Shandong University

Journals and Journal Visibility
Overall, 267 journals were analyzed in the present study, of
which the most contributing journal was Oncotarget (136/267,
50.9%), followed by Cancer Medicine (98/267, 36.7%), Journal
of Cancer (76/267, 28.5%), Medicine (Baltimore) (72/267,
27.0%), and Cancer Management and Research (69/267, 25.8%).
The JCR ranking was retrieved from Web of Science, a global

citation database. The top 30 most common journals extracted
from the 1566 publications are shown in Figure 5. The
distribution of the JCR ranking of the 1566 publications is
depicted in Figure 6. A total of 37.4% (585/1566) of the
publications were published in the second quartile, followed by
the third quartile (489/1566, 31.2%), first quartile (312/1566,
19.9%), unknown JCR ranking (100/1566, 6.4%), and fourth
quartile (80/1566, 5.1%).

Figure 5. The distribution of the publications stratified by the top 30 most common journals.
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Figure 6. The distribution of the 1566 papers stratified by journal rankings published from Journal Citation Reports (JCR). Q1: first quartile; Q2:
second quartile; Q3: third quartile; Q4: fourth quartile.

International Cooperation
A total of 180 publications were jointly produced by
organizations from China and 23 other countries including the
United States (114/180, 63.3%), Russia (17/180, 9.4%), Italy
(12/180, 6.7%), Australia (10/180, 5.6%), and Japan (10/180,
5.6%). Chinese institutions first cooperated with institutions
from other countries using the SEER database in 1999.

Similarly, no papers were jointly produced by institutions from
China and other countries utilizing the SEER database during
the 11 years from 2000 to the end of 2011. However, the number
of papers produced through international cooperation increased
substantially from 2016 (9/1566, 0.6%) to 2019 (65/1566, 4.2%).
As of August 31, 2020, a total of 45 papers had been published
in the year 2020 with international cooperation (Figure 7).

Figure 7. The trends in publications with international cooperation using the Surveillance, Epidemiology, and End Results database between 1999 and
2020.

Discussion

The large sample size of the SEER database and strong statistical
guarantees for current cancer concerns add much clinical value
to research based on the SEER database. However, the
application of China’s big data sector in cancer research is just
the beginning. In the recent decade, more and more Chinese
scholars have used the SEER database for clinical cancer
research. A comprehensive bibliometric study is required to

analyze the tendency of Chinese scholars to utilize the SEER
database for clinical cancer research and provide a reference
for the future of big data analytics. In the present study, we
completed a bibliometric study of the SEER database-related
publications in China, some prominent characteristics of which
were found. First, SEER database-related publications have
made continuous and rapid growth in China in recent years.
Second, the research topics mainly focused on high-incidence
and high-mortality cancers, such as breast cancer, colorectal
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cancer, lung cancer, gastrointestinal cancer (excluding colorectal
cancer), and genital system cancer. Third, publications regarding
clinical cancer research using the data from the SEER program
were mainly from the best tertiary hospitals in the eastern coastal
region of China.

Our study revealed a rapidly growing interest in clinical cancer
research from the SEER program in China. With the exception
of 1 paper published in 1999, Chinese scholars did not utilize
the SEER database for clinical cancer research until 2012. This
trend has grown rapidly since 2012, reaching 459 papers in the
year 2019. The Covid-19 pandemic has changed almost every
aspect of life and society in the year 2020. However, 461
publications were published in the first 8 months of 2020,
indicating that the COVID-19 pandemic has not had a negative
impact on publications in the SEER database. This phenomenon
might attribute to the development of cancer research and
informationization in China. Over the past decades, Chinese
researchers have gradually made more in-depth use of cancer
databases and noticed the important role of the SEER program.
This finding was consistent with other studies that have
demonstrated an increase in cancer research papers from China
[17,18]. In addition, we noticed that not only Chinese scholars,
but also scholars from France [19,20], South Korea [21,22],
Japan [23], Italy [24], and Switzerland [25], have used the SEER
database to conduct clinical cancer research.

With respect to the research topics, the SEER database-related
publications were unbalanced, mainly concentrated on breast
cancer, colorectal cancer, lung cancer, gastrointestinal cancer,
and genital system cancer. Publications on these five cancer
sites of the SEER database accounted for 52.3% of all 1566
publications. This regular pattern of distribution of the research
topics was consistent with the top 5 cancer sites for estimated
cases worldwide for both sexes, which were lung cancer, breast
cancer, colorectal cancer, prostate cancer, and stomach cancer
[1]. Although these top 5 research topics have been widely
studied, Chinese researchers’ interest in them has increased
steadily. Moreover, the findings from the SEER studies have
been introduced into the treatment guidelines of the National
Comprehensive Cancer Network (NCCN) Guidelines and the
European Society for Medical Oncology (ESMO) Guidelines,
which demonstrate the critical role of the SEER database in
clinical cancer research [26,27].

In addition to playing a significant role in the study of these
high-incidence cancers, the SEER database is often used to
explore rare diseases. Because rare cancers are very uncommon,
it is difficult to collect data from a single institution. The SEER
database provided substantial valuable data for the study of rare
cancers and avoided the selection bias found in single-center
retrospective studies. Nevertheless, the results from the SEER
database are also retrospective, and prospective studies are
needed to validate the results from the SEER database. However,
rare cancers are challenging to study prospectively because of
their low incidence. The latest NCCN and ESMO guidelines
cited several publications on rare cancers based on SEER data,
such as male breast cancer, occult breast cancer, and
mesenchymal chondrosarcoma [28-30]. Thus, these publications
based on SEER data provided insight to help clarify the

characteristics, treatment protocols, prognostic indicators, and
risk stratification of rare cancers [31,32].

With respect to geographical and institutional distribution,
papers published from China using the SEER database were
extremely unbalanced. More than 75% of papers were published
from the eastern coastal region of China, which was the area
with the highest incidence of cancer morbidity in mainland
China [33]. In our analysis, more than 90% of publications were
produced by the best tertiary hospitals, while 4 of the top 5
contributing organizations were located in the eastern coastal
region of China. Regarding the population and economic levels,
high-quality medical resources are distributed unevenly in
China, with 71 of the 2018 top 100 hospitals in China situated
in the eastern coastal region of China [34-37]. In addition, most
medical colleges in China are located in this region and could
provide resources for cancer research [38]. By relying on
universities, researchers at affiliated hospitals can get more
research support.

The findings from the SEER program may contribute to cancer
prevention and treatment, whether the cancer is common or
rare. Nevertheless, the SEER program still has its limitations
in that its vital statistics only consist of death and survival data,
and there are no data regarding locoregional recurrence and
distant metastasis after adopting the corresponding treatment.
In addition, the SEER database only represents people who live
in the United States. Whether the results of SEER-based research
can be applied to other countries, especially to areas of
high-incidence cancers like China, needs to be verified by data
from other countries. Some Chinese researchers combined the
SEER database with their databases to conduct studies and
found that the characteristics of the data from the SEER program
were consistent with that from Chinese institutions [11-14].
This indicated that the SEER database could provide valuable
data for clinical oncology treatment in China. The above results
indicate that clinical cancer research based on the SEER
database may provide a valuable reference for clinical cancer
researchers in China.

China should establish cancer databases based on its
demographic characteristics. To our knowledge, Chinese cancer
registration work was started much later than in other upper
middle-income countries [4]. The number of cancer registries
in China has increased rapidly since 2002, while a significant
gap still exists between China and other upper middle-income
countries. At present, the items and contents of population-based
cancer data in China are limited. Therefore, high-quality cancer
databases based on Chinese demographic data are urgently
needed to better reflect the oncology practices in China [39-42].

The limitation of our analysis is that we only collected
publications from the PubMed database, which may ignore
some publications that were not indexed in PubMed, resulting
in incomplete data.

Conclusions
In conclusion, our study suggests that clinical cancer research
regarding the SEER database has rapidly increased in China in
the past decade. High-quality and national comprehensive cancer
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registries from China are needed to provide a reference for the future of big data analytics.
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