JMIR Medical Informatics

Impact Factor (2023): 3.1
Volume 8 (2020), Issue 10 ISSN 2291-9694 Editor in Chief: Christian Lovis, MD, MPH, FACMI

Contents

Review

Clinical Decision Support Systems for Pressure Ulcer Management: Systematic Review (e21621)
Sabrina Araujo, PauliNno SOUSA, INES DULTA. . . . . ..t ottt ettt ettt e e e e e e e e e e e e e e e e 4

Viewpoints

Clinical Decision Support May Link Multiple Domains to Improve Patient Care: Viewpoint (€20265)
David Kao, Cynthia Larson, Dana FletCher, KrisS Stegner. . . . ... .t e e e e e e e e e e s 15

Data Object Exchange (DOEX) as a Method to Facilitate Intraorganizational Collaboration by Managed
Data Sharing: Viewpoint (€19267)

Ronald Hauser, Ankur Bhargava, Ronald Talmage, Mihaela Aslan, John CONCato. . . ... ... .ottt e 104

Original Papers

Implementation of a Cohort Retrieval System for Clinical Data Repositories Using the Observational Medical
Outcomes Partnership Common Data Model: Proof-of-Concept System Validation (e17376)
Sijia Liu, Yanshan Wang, Andrew Wen, Liwei Wang, Na Hong, Feichen Shen, Steven Bedrick, William Hersh, Hongfang Liu. . .................. 25

Automated Cluster Detection of Health Care—Associated Infection Based on the Multisource Surveillance
of Process Data in the Area Network: Retrospective Study of Algorithm Development and Validation
(e16901)

Yunzhou Fan, Yanyan Wu, Xiongjing Cao, Junning Zou, Ming Zhu, Di Dai, Lin Lu, Xiaoxv Yin, Lijuan Xiong. . . .. .. .. .vueit i 36

Investigating the Acceptance of Video Consultation by Patients in Rural Primary Care: Empirical Comparison
of Preusers and Actual Users (€20813)
Marius Mueller, Michael Knop, Bjoern Niehaves, Charles Adarkwah. . . .. .. ... . e e e 49

Factors Associated With Influential Health-Promoting Messages on Social Media: Content Analysis of Sina
Weibo (e20558)

Qingmao Rao, Zuyue Zhang, Yalan Lv, Yong Zhao, Li Bai, Xiaorong HOU. . . . . . ..ottt e 64
Construction of a Digestive System Tumor Knowledge Graph Based on Chinese Electronic Medical Records:

Development and Usability Study (e18287)
Xiaolei Xiu, QINg Qian, SIZNU WUL. . . . ...t e 78

JMIR Medical Informatics 2020 | vol. 8 | iss. 10 | p.1

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Predictive Models of Mortality for Hospitalized Patients With COVID-19: Retrospective Cohort Study
(e21788)

Taiyao Wang, Aris Paschalidis, Quanying Liu, Yingxia Liu, Ye Yuan, loannis Paschalidis. . . . ......... .. e 96

Personalized Web-Based Cognitive Rehabilitation Treatments for Patients with Traumatic Brain Injury:
Cluster Analysis (e16077)

Alejandro Garcia-Rudolph, Alberto Garcia-Molina, Eloy Opisso, Jose Tormos MUfi0z. . .. ... ... ... .. e 112

How High-Risk Comorbidities Co-Occur in Readmitted Patients With Hip Fracture: Big Data Visual Analytical
Approach (e13567)

Suresh Bhavnani, Bryant Dang, Rebekah Penton, Shyam Visweswaran, Kevin Bassler, Tianlong Chen, Mukaila Raji, Rohit Divekar, Raed Zuhour,
Amol Karmarkar, Yong-Fang Kuo, Kenneth Ottenbacher. . . ... ... e e 128

Fueling Clinical and Translational Research in Appalachia: Informatics Platform Approach (e17962)
Alfred Cecchetti, Niharika Bhardwaj, Usha Murughiyan, Gouthami Kothakapu, Uma Sundaram. . ........... ... ... . .. 143

Phenotypically Similar Rare Disease Identification from an Integrative Knowledge Graph for Data
Harmonization: Preliminary Study (e18395)
Qian Zhu, Dac-Trung Nguyen, Gioconda Alyea, Karen Hanson, Eric Sid, Anne Pariser. . .. ... .. . i 155

Building a Pharmacogenomics Knowledge Model Toward Precision Medicine: Case Study in Melanoma
(€20291)

Hongyu Kang, Jiao Li, Meng Wu, Liu Shen, Li HOU. . . . ... e e e e e e e e e e e e 166

BeyondSilos, a Telehealth-Enhanced Integrated Care Model in the Domiciliary Setting for Older Patients:
Observational Prospective Cohort Study for Effectiveness and Cost-Effectiveness Assessments (€20938)

Jordi Piera-Jiménez, Signe Daugbjerg, Panagiotis Stafylas, Ingo Meyer, Sonja Miller, Leo Lewis, Paolo da Col, Frans Folkvord, Francisco
LUPIAREZ-VIlIANUEVAL . . . . oo e e e e e e e 182

Feasibility of Asynchronous and Automated Telemedicine in Otolaryngology: Prospective Cross-Sectional

Study (e23680)
Dongchul Cha, Seung Shin, Jungghi Kim, Tae Eo, Gina Na, Seonghoon Bae, Jinsei Jung, Sung Kim, In Moon, Jaeyoung Choi, Yu Park. . . .
1 9 8

A Novel Approach to Assessing Differentiation Degree and Lymph Node Metastasis of Extrahepatic
Cholangiocarcinoma: Prediction Using a Radiomics-Based Particle Swarm Optimization and Support Vector
Machine Model (e23578)

Xiaopeng Yao, Xingiao Huang, Chunmei Yang, Anbin Hu, Guangjin Zhou, Mei Ju, Jianbo Lei, Jian Shu. .. ............ ... ... .. ... .. .. .... 207

Assessment of Myosteatosis on Computed Tomography by Automatic Generation of a Muscle Quality Map
Using a Web-Based Toolkit: Feasibility Study (e23049)

Dong Kim, Kyung Kim, Yousun Ko, Taeyong Park, Seungwoo Khang, Heeryeol Jeong, Kyoyeong Koo, Jeongjin Lee, Hong-Kyu Kim, Jiyeon Ha,
YU SUNG, YOUNGDIN SN, . . e 220

Blood Uric Acid Prediction With Machine Learning: Model Development and Performance Comparison
(e18331)
Masuda Sampa, Md Hossain, Md Hoque, Rafiqul Islam, Fumihiko Yokota, Mariko Nishikitani, Ashir Ahmed. . ......... .. ... ... . ... .. . ..., 228

AutoScore: A Machine Learning—Based Automatic Clinical Score Generator and Its Application to Mortality

Prediction Using Electronic Health Records (e21798)
Feng Xie, Bibhas Chakraborty, Marcus Ong, Benjamin Goldstein, Nan Liu. . . . ... ... . e s 241

JMIR Medical Informatics 2020 | vol. 8 | iss. 10 | p.2

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Institution-Specific Machine Learning Models for Prehospital Assessment to Predict Hospital Admission:
Prediction Model Development Study (€20324)

Toru Shirakawa, Tomohiro Sonoo, Kentaro Ogura, Ryo Fujimori, Konan Hara, Tadahiro Goto, Hideki Hashimoto, Yuji Takahashi, Hiromu Naraba,
KeNSUKE NaKAMUIA. . . .ottt et e e e e e e e e 260

Prognostic Machine Learning Models for First-Year Mortality in Incident Hemodialysis Patients: Development
and Validation Study (e20578)

Kaixiang Sheng, Ping Zhang, Xi Yao, Jiawei Li, Yongchun He, Jianghua Chen. . .. ... ... e e 270

Predictive Models for Neonatal Follow-Up Serum Bilirubin: Model Development and Validation (e21222)
JOSEPN CNOU. . . oot 281

Machine-Learning Monitoring System for Predicting Mortality Among Patients With Noncancer End-Stage
Liver Disease: Retrospective Study (e24305)
Yu-Jiun Lin, Ray-Jade Chen, Jui-Hsiang Tang, Cheng-Sheng Yu, Jenny Wu, Li-Chuan Chen, Shy-ShinChang. . ............................ 297

Exploring Eating Disorder Topics on Twitter: Machine Learning Approach (e18273)
Sicheng Zhou, Yunpeng Zhao, Jiang Bian, Ann Haynos, RUi ZNaNng. . . . . ... ...t e e 313

A Computer-Interpretable Guideline for COVID-19: Rapid Development and Dissemination (€21628)
Shan Nan, Tianhua Tang, Hongshuo Feng, Yijie Wang, Mengyang Li, Xudong Lu, Huilong Duan. . . . ...ttt 328

Enabling External Inquiries to an Existing Patient Registry by Using the Open Source Registry System for
Rare Diseases: Demonstration of the System Using the European Society for Immunodeficiencies Registry

(e17420)
Raphael Scheible, Dennis Kadioglu, Stephan Ehl, Marco Blum, Martin Boeker, Michael Folz, Bodo Grimbacher, Jens Gobel, Christoph Klein,
Alexandra Nieters, Stephan Rusch, Gerhard Kindle, Holger Storf. . . ... ... 340

JMIR Medical Informatics 2020 | vol. 8 | iss. 10 | p.3

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Araujo et &

Review

Clinical Decision Support Systems for Pressure Ulcer
Management: Systematic Review

Sabrina Magalhaes Araujo', RN, MSc; Paulino Sousa™?, RN, MScN, PhD; Inés Dutra*®, PhD

IMedical Informatics, Faculty of Medicine and Faculty of Sciences, University of Porto, Porto, Portugal

2Nursing School of Porto, Porto, Portugal

3Health Information Systems & Electronic Health Records, Center for Health Technology and Services Research, University of Porto, Porto, Portugal
4Department of Computer Science, Faculty of Sciences, University of Porto, Porto, Portugal

SArtificial Intelligence for Health Care, Center for Health Technology and Services Research, University of Porto, Porto, Portugal

Corresponding Author:

Paulino Sousa, RN, MScN, PhD
Nursing School of Porto

Rua Dr. Antonio Bernardino de Almeida
Porto, 4200-072

Portugal

Phone: 351 225073500

Email: paulino@esenf.pt

Abstract

Background: Theclinical decision-making processin pressure ulcer management is complex, and its quality depends on both
thenurse's experience and the availability of scientific knowledge. Thisprocess should follow evidence-based practicesincorporating
health information technologies to assist health care professionals, such as the use of clinical decision support systems. These
systems, in addition to increasing the quality of care provided, can reduce errors and costsin health care. However, the widespread
use of clinical decision support systemsstill haslimited evidence, indicating the need to identify and eval uate its effects on nursing
clinical practice.

Objective: Thegoal of thereview wasto identify the effects of hursesusing clinical decision support systemson clinical decision
making for pressure ulcer management.

Methods: The systematic review was conducted in accordance with PRISMA (Preferred Reporting Itemsfor Systematic Reviews
and Meta-Analyses) recommendations. The search was conducted in April 2019 on 5 el ectronic databases: MEDLINE, SCOPUS,
Web of Science, Cochrane, and CINAHL, without publication date or study design restrictions. Articles that addressed the use
of computerized clinical decision support systemsin pressure ulcer care applied in clinical practice were included. The reference
lists of eligible articles were searched manually. The Mixed Methods Appraisal Tool was used to assess the methodological
quality of the studies.

Results: The search strategy resulted in 998 articles, 16 of which were included. The year of publication ranged from 1995 to
2017, with 45% of studies conducted in the United States. Most addressed the use of clinical decision support systems by nurses
in pressure ulcers prevention in inpatient units. All studies described knowledge-based systems that assessed the effectson clinical
decision making, clinical effects secondary to clinical decision support system use, or factorsthat influenced the use or intention
to use clinical decision support systems by health professionals and the success of their implementation in nursing practice.

Conclusions: The evidencein the available literature about the effects of clinical decision support systems (used by nurses) on
decision making for pressure ulcer prevention and treatment is still insufficient. No significant effects were found on nurses
knowledge following the integration of clinical decision support systems into the workflow, with assessments made for a brief
period of up to 6 months. Clinical effects, such as outcomes in the incidence and prevalence of pressure ulcers, remain limited
in the studies, and most found clinically but nonstatistically significant results in decreasing pressure ulcers. It is necessary to
carry out studiesthat prioritize better adoption and interaction of nurseswith clinical decision support systems, aswell as studies
with arepresentative sample of health care professional's, randomized study designs, and application of assessment instruments
appropriate to the professional and institutional profile. In addition, long-term follow-up is necessary to assess the effects of
clinical decision support systemsthat can demonstrate amorereal, measurable, and significant effect on clinical decision making.
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Introduction

Background

A pressure ulcer isan injury resulting from tissue compression
and inadequate perfusion to the skin and underlying structures,
usually over a bony prominence [1,2]. Pressure ulcer
management performed by health care professionals involves
phases of prevention, classification, diagnosis, and treatment.
Theimplementation in clinical practice of appropriate strategies
for pressure ulcer prevention isindispensable for improving the
quality of nursing care.

The clinical decision-making process in pressure ulcer care
phases is complex, and its quality depends on both the
professional’'s experience and the availability of accurate
knowledge[3]. Decision making should follow evidence-based
practices, represented by the management of individualized care
for each patient and integrating the use of the best evidence
from scientific research [4,5]. The decisions made by nurses
should be based on their clinical judgment, with consideration
of recommendations in pressure ulcer management guidelines
and aview to appropriate clinical practice [1].

Evidence-based guidelines for pressure ulcer prevention and
treatment are widely available but are often overlooked or
complex to implement in clinical practices. Schaarup et al [6]
point out that many randomized controlled trials have concluded
that health care professionals are often forced to rely only on
their experiences when making wound care decisions because
of the low evidence base in studies.

In order to guide professionalsin decision making and following
recommended guidelines, health information technology that
has been incorporated into the clinical workflow, such asclinical
decision support systems, may be used. These el ectronic systems
are designed to generate patient-specific assessments or
recommendations by comparing characteristics with a
knowledge base to directly assist health care professionals in
clinical decision making [7]. These systems can be classified
into 2 types: (1) knowledge-based clinical decision support
systems, expert systems based on inference mechanisms, and
(2) nonknowledge-based clinical decision support systems, an
inductive system with the application of artificial intelligence
(machinelearning), such asthe use of artificial neural networks
[8]. The main methodologies for clinical decision support
systems are machine learning, knowledge representation,
visualization techniques, and text mining [9].

Knowledge acquisition for these systems is related to the
identification and assessment of the best available knowledge
[3], making their effectiveness dependent on high-quality
clinical research evidence that is up-to-date, easily accessible,
and interpretable by computers[4]. The use of clinical decision

http://medinform.jmir.org/2020/10/e21621/

support systems, in addition to assisting decision makers, can
increase the quality of care provided [6,8,10] and reduce errors
[8,10,11]. However, there is still limited evidence available on
the widespread use of these systems [12], and the quality or
relevance of research evidence may restrict their effectiveness
[4].

Objective

The purpose of this systematic review wasto identify the effects
of nurses using clinical decision support systems on clinical
decision making for pressure ulcer management. Evaluation of
these effects can clarify whether the incorporation of these
systemsin the workflow improves clinical nursing practice and
nurses knowledge.

Methods

Protocol Registration

This systematic review was conducted in accordance with
recommendations by the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) [13]. A
protocol was devel oped to guide this review and was registered
intheInternational Prospective Register of Systematic Reviews
(PROSPERO CRD42019127663) [14].

Search Strategy

The literature search was conducted in April 2019 on 5
electronic databases: MEDLINE/PubMed, Scopus, Cochrane,
Web of Science, and CINAHL. The search strategy is reported
in detail in Multimedia Appendix 1. Search results were
exported and managed in EndNote (Clarivate Analytics).
Reference lists of eligible articles were also screened manually
for additional studies.

Study Selection

In the first selection phase, studies were screened by assessing
titles, abstracts, and keywords, after removing duplicates. The
second phase of the full-text review was independently
performed by 2 reviewers applying predefined inclusion and
exclusion criteria. Eligibility criteria are presented in Textbox
1. The study design of the articleswas not limited to high-quality
randomized trials to increase the sample of clinical decision
support systems publications on pressure ulcers. Qualitative,
guantitative, and mixed method studies were included. There
was no restriction on the year of publication.

Articles were reviewed by 2 nurses (SA, PS), and using the
criteria, those evaluated as appropriate were included. Any
disagreement between the reviewerswas resolved by consensus
or by athird author (ID) through discussion. Cohen K statistic
was calculated to quantify the agreement between reviewers.
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Textbox 1. Eligibility criteria.
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Inclusion criteria

« described a computer-based clinical decision support systems used by health care professionals for pressure ulcer management

« addressed aclinical decision support systems that generated patient-specific recommendations

Exclusion criteria
o studiesthat were not written in English

. systems developed to aid teaching only and not to clinical practice

« clinical decision support systems for use on skin lesions or wounds other than pressure ulcers
« clinical decision support systems for use on a smartphone or any other device than the computer
« clinical decision support systems that only generated evaluation results, without specific recommendations

« clinical decision support systems that have not been evaluated or implemented in areal clinical setting

Data Extraction

First author, journal of publication, year, country, study design,
aim, pressure ulcer phase (prevention, classification, diagnosis,
treatment) for the clinical decision support system application,
health care setting involved, participants, type of clinical
decision support system and guidelines used, main function of
the clinical decision support system, identified evidence, and
results of included studies were extracted by one reviewer and
confirmed by another.

Clinical Decision Support Systems Classification

Two types were considered in the classification of the clinical
decision support systems [8]: knowledge-based (deductive
system based on inference engines, usually intheform of if-then
rules) and non—knowledge based (inductive system with
application of artificial intelligence). Another classification used
inthisreview divided the clinical decision support systemsinto
5 groups, according to their methodologies: machine learning
(artificial neural networks, logistic regression, support vector
machines), knowledge representation (ontol ogy-based systems,
guideline-based, fuzzy logic), information visualization
(visualizetion algorithms to encode abstract concepts and
information), text mining (natural language processing and
information retrieval), and multipurpose (various attributes and
characteristics of existing domains, includes decision trees and
Bayesian logic) [8,9].

http://medinform.jmir.org/2020/10/e21621/

Study Quality

The methodological quality of included studies was assessed
using therevised version of the Mixed Methods Appraisal Tool
(MMAT) [15]. The MMAT contains achecklist with 5 questions
to assess methodol ogical quality for each study design category,
defined by MMAT with a number from 1 to 5: (1, qualitative;
2, quantitative randomized controlled trials, 3, quantitative
nonrandomized; 4, quantitative descriptive; 5, mixed methods).
Each criterion must be answered as “yes,” “no,” or “can't tell.”
The studies were analyzed separately and were considered to
be of high quality when meeting 100% (5/5) of the criteria,
considerable quality with 80% (4/5) of the criteria, moderate
quality with 60% (3/5) of the criteria, low quality with 40%
(2/5) of thecriteria, and very low quality with 20% (1/5) of the
criteria.

Results

Search Results

The search strategy yielded a total of 996 articles, and 2
additional articles were identified manually, resulting in 998
articles. After removing duplicates, 548 articles were analyzed
in the first phase, in which, 515 articles were excluded,
therefore, 33 articleswere eligible for the second phase. Access
to 6 articleswas not possible, and 11 were excluded for different
reasons (see Multimedia A ppendix 2). Hence, 16 studies[16-31]
met all the eligibility criteria and were included in this review.
A flow diagram of the selection processis presented in Figure
1
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Figure 1. Flow diagram of the selection process.

Records identified through
database searching (n =996)

l

Araujo et a

Records identified through
other sources (n =2)

l

Identification

Records after duplicates
removed (n = 548)

o

Y

Records screened
(n =548}

Records excluded
{n=515%)

¥

Mo access to full-text

| | Screening

Y

Y

(n=6)

Eligibility

Full-text articles assessed
for eligibility (n =27)

Full-text articles excluded
(n=11)

L

Studies included in
qualitative synthesis

(n =16)

| Included | |

Kappa Statistics

When analyzing the selection of the 16 studiesincluded in the
qualitative synthesis, the value obtained from the Cohen k
coefficient was 0.67. This value represents substantial strength
of agreement between reviewers[32].

Study Quality

In assessing methodol ogical quality using MMAT [15], included
studies were classified according to category, and each group
was analyzed separately for quality assessment. Methodological
quality results are presented in Multimedia Appendix 3. Of the
16 studies, 3 used qualitative research, only 1 was arandomized
controlled trial, 8 studies used a nonrandomized quantitative
approach, and 2 studies used mixed methods. A total of 5 studies
wererated as high-quality, 6 studies were rated as considerable
quality, 2 studies were rated as moderate quality, and 1 study
was rated as low quality. There were no studies rated as very
low quality; however, 2 articles [16,18] did not receive a
classification because all 5 criteria analyzed obtained a “can't
tell” answer. These 2 studies did not meet any quality criteria
intheir study category. Both described clinical decision support
systems for the care of pressure ulcers but did not describe
methodol ogy used for analysis and data collection, which made

http://medinform.jmir.org/2020/10/e21621/
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assessment with MMAT unfeasible. No study was excluded
based on quality assessment.

Study Char acteristics

General characteristics of included studies are shown in
Multimedia Appendix 3. Included studies were conducted
between 1995 to 2017 in the following countries: United States
of America [16,17,20,21,25-27], Italy [18], Canada [19],
Norway [22-24], South Korea[28], Belgium [29], and Singapore
[30,31]. The studies were published in 9 different journals and
in symposium proceedings, most of which related to health
informatics (9/16, 60%), followed by nursing sciences (3/16,
20%). Theclinical decision support systemswere implemented
to support nurses' clinical decisions in multiple clinical and
health care settings such as nursing homes [22-24,26,27,29];
hospital inpatient units (medical-surgical) [16-18,20,21,30,31];
acute, home, and extended care [19]; intensive care [28]; and
long-term care facilities [25]. The clinical decision support
systemswere used in pressure ulcer prevention [18,20,21,25-29],
prevention and treatment [16,17,19], pressure ulcer prevention
and evaluation of nutritional status [22-24], and treatment
[30,31]. Interventions in the studies were based on the
implementation of clinical decision support systemsin clinical
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practice with follow-up periods ranging from 1 month [18] to
12 months [19,27] or more [31].

All included studies describe knowledge-based systems—13
out of 16 systemswere classified as knowledge representation,
with methodologies such as decision rules (if-then model)
[20,30,31], guideline modeling language (GLIF, Guideline
Interchange Format) to validate the logic of enhanced decision
rules [21], or clinical practice guidelines represented through
the graphic editor GUIDE, written in Java[18]; and 3 out of 16
systems were classified as multipurpose, with 2 using decision
trees [30,31] and 1 using a Bayesian network model [28].

In 7 out of 13 systems classified as knowledge representation,
the clinical decision support systems were devel oped based on
Agency for Healthcare Research and Quality guidelines for
pressure ulcer prevention and treatment [16-19,25-27]. The
Braden Scale [16,19-21] and the Risk Assessment Pressure
Scale[22-24], both for pressure ulcer risk screening, aso appear
as evidence bases. The Pressure Sore Status Tool [19], an
instrument for pressure ul cer eval uation; the American Medical
Directors Association guidelines for pressure ulcer prevention
[25,26]; and opinions of pressure ulcer experts on the
decision-making rules of the clinical decision support systems
[16,18-21,29] were other knowledge described in the articles.
In addition, literature reviews to identify the best evidence for
pressure ulcer care were also used to create the systems
[16,19,23,28,29,31]. The classification, evidence base, and
function of the clinical decision support systemsare detailed in
Multimedia Appendix 4.

Clinical Decision Support Systemsin Analysis

Effectson Nurses' Clinical Decision Making

Few studies evaluated the effects on nurses decision making.
Nurses acknowledged advantages after a month of testing the
implementation of a computerized guideline for pressure ulcer
prevention in a general medicine ward; users reported that the
daily prevention work-plans generated by the clinical decision
support systems and the detailed storage of actions were useful
in making decisions for planning patient discharge [18].

On the other hand, nurses at a public tertiary hospital in
Singapore reported low credibility and confidence in the

http://medinform.jmir.org/2020/10/e21621/
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implemented clinical decision support systems [30]. This
assessment, influenced by the workplace culture, had
consequences for the adoption of the system and for nurses
decision making. Instead of what was recommended by the
clinical decision support system, many nurses preferred to follow
their past experiences or opinions of leaders and wound experts
when determining the treatment modalities for the wound [30].
The same was observed in the study by Clarke et a [19] in
which some nurses perceived the care plans generated by the
clinical decision support systems as elementary, preferring to
trust on their own assessment skills.

Regarding the knowledge acquired by professionals after the
implementation of clinical decision support systems, which
could have a positive effect on decision-making skills in the
care of pressure ulcers, the results were paradoxical. Clarke et
al [19] observed an increasein knowledge about pressure ulcers
prevention, treatment strategies, resources required, and the
importance of interdisciplinary teams in the daily planning of
interventions. However, in the studies by Zielstorff et al [17]
and Beeckman et a [29], the results showed no significant
improvement in nurses knowledge about pressure ulcer
prevention and treatment, when comparing the knowledge
assessment instrument results applied to health care
professionalsin theintervention and control groups, before and
after the implementation of clinical decision support systems.

Factors That I nfluence the Use or I ntention to Use and
Successful | mplementation in Clinical Practice

Nurses had favorable attitudes toward use when a clinical
decision support system [28] was implemented in an intensive
care unit using data from the electronic health record to predict
hospital-acquired pressure ulcers. In nursing homes, some
nursing personnel who were comfortable with computer
technology evaluated the use of clinical decision support systems
with positive feedback, while others expressed resistanceto use
[23]. In the studies, various reasons that influenced nurses
adoption of the systems to support clinical decision making in
pressure ul cer care were observed. Professional, organizational,
and software-design barriers affected the use of clinical decision
support systems by nurses. The main advantages and difficulties
of using theclinical decision support systemsthat were assessed
by users are presented in Textbox 2.
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Textbox 2. Advantages and difficulties assessed by usersin using clinical decision support systems to care for pressure ulcers.

Advantages

. Easytouse[17,18,23,30]

«  Detailed documentation [18,19,24,25]

«  Improved planning [18,19,25]

o Workload assessment [18]

o Useful at the patient discharge [ 18]

o  Education [18]

«  Facilitates handing on duties to the next shift nurses [18]

«  Implementing and following the protocols [16,29]

Difficulties

o Lack of flexibility [18,23]

o Lack of logical flow [23,30]

o Lack of timefor datainput [17,18,23]
o  Lack of computer skills[19,23]

o Lack of training [19,23]

o  Lack of computer infrastructure [19]

« Resistance to use computers [23]

«  Workplace culture [30]

o  Lack of trust and credibility in clinical decision support systems [30]
«  Frustration with clinical decision support systems use [19,30]

« Improved the recording of nursing assessments and comprehensiveness [24,25]

. Lack of information about the clinical decision support systems implementation [23]

Thefactors associated with successful clinical decision support
system implementation in clinical practice were involvement
of the administrator or head of nursing in the process [25,26],
emphasizing the importance of leadership that was actively
engaged; the presence of an internal champion [26] as a key
nurse [29], who can be a persuasive leader as the force for
change, and participation of an interdisciplinary team,
facilitators, and a quality improvement team [25,26,29] in the
health care organization. In addition, consideration of clinical
workflow [18,31], training and previous education activitiesfor
professionals on the use of clinical decision support systems
[19,22-25,28,29] and the importance of preventing pressure
ulcers [28,29] performed before implantation of the clinical
decision support systems were also described in the articles as
factors associated with success.

Clinical Effectson Pressure Ulcer Incidence and
Prevalence

Preliminary results in one study [16], indicated a significant
reduction, from 7% to 2%, in pressure ulcer incidence in the
case units, 6 months postimplementation of aclinical decision
support system for pressure ulcer prevention in an American
hospital. In the study by Olsho et a [27], this clinical effect
occurred in nursing homes that jointly implemented 4
components (nutrition, weight summary, priority, trigger
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summary), avoiding approximately 2.6 pressure ulcers per 100
patients per month (P=.035).

In 7 long-term institutions that implemented aclinical decision
support system [25], there was a decrease in the percentage of
high-risk residents with pressure ulcers from 13.0% (before
implementation) to 8.7% (12 months after implementation),
with a combined reduction of 33%. However, quality control
decreased in 5 facilitiesand increased dlightly in 2 facilities that
did not implement all the system reports.

In the intervention group of an intensive care unit, adoption to
the clinical decision support systems [28] for pressure ulcer
prevention allowed a 21% to 4% reduction in the prevalence of
hospital-acquired pressure ulcer and decreased the length of
stay by approximately one-third (7.6 to 5.2 days). Beeckman
et al [29] aso observed adecreasein the preva ence of pressure
ulcers after using a clinical decision support systems in the
experimental group. The result was clinically meaningful but
nonstatistically significant. Therefore, no overall significant
effect was found on pressure ulcer prevalence [29].

Discussion

Principal Results

Asfor theimpact on nurses' knowledge with the use of clinical
decision support systems, only 3 included studies evaluated this
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effect and obtained paradoxical results. Therewas no description
of the time of data collection to assess knowledge, nor of the
type of assessment used, in the study [19] that identified an
increase in nurses knowledge after the intervention. In studies
in which this effect was not identified, few nurses participated
inthe posttest [17], and there were limitationsin the knowledge
guestionnaire applied before and after the clinical decision
support systemsimplementation [29]. The assessment instrument
for nurses was used with health care professionals who had no
nursing education background and may have been too difficult,
resulting in low scores on the instrument [29].

Evidence of the effect of clinical decision support systems on
clinical knowledgeis still insufficient, with evaluations carried
out after short periods of system implementation that may not
demonstrate measurable effects[17] aswell aswith small sizes
in the assessed sample.

As for the factors that influenced the use or intention to use
clinica decision support systems and the success of
implementations in included articles, the professionals played
important roles in the process. Several professional and
organizational barriers were identified in the adoption of the
clinical decision support systems, as well as in nurses
relationships with the use of the systems. Relying on their own
assessments, instead of the recommendations generated by the
clinical decision support systems, was an observation found
only in studiesthat analyzed the use of systemsin pressure ul cer
treatment.

Gerrish et a [33] reported that nurses rely heavily on
communication with colleagues and their personal experience
rather than formal sources of knowledge. Dowding et al [34],
also described that nurses report relying on their experience
when dealing with tasks in which decisions seemed more
familiar and using the clinical decision support for situations
with which they had little experience.

The interaction between the nurse and the technology must be
considered by involving end users during al stages of the
implementation and in evaluations of the system [34,35]. The
user's computer knowledge and training on the clinical decision
support systems aso directly affected the adoption of the
systems. Ammenwerth et al [36] identified that a professional’s
computer knowledge and previous acceptance of the nursing
process were 2 factors that were significant predictors of user
acceptance of computerized nursing systems. The other factors
observed were the fit between the nursing workflow and the
functionality of the system [36].

An important basis for clinical decision support system design
is an understanding of the clinical care process and local
workflow. Decision support can be provided continuously
throughout the care process, at the most effective level of
nursing care (from the user'sinitial assessment to the outcome
evaluation) [37]. The use of clinical decision support systems
allowed increased compliance with pressure ulcer prevention
protocols, improving professional attitudes, in addition to
encouraging more complete documentation and more
comprehensive nursing assessments[24,25]. The other benefits
included consistency in the quality of nursing care and greater
access to information on best practices [38].
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Clinical decision support system implementation must be based
on models of technology adoption, evidence-based practices,
and conceptual models in nursing practice. The success of
clinical decision support system implementation will clearly
depend on the analysis of critical successfactors, and modeling
efforts should allow for the broadest and most effective use of
the systems [39]. Only 4 studies [19,23,28,29] addressed the
use of some model or conceptual framework as a guide,
organizing implementation strategies and elucidating the
variables found.

Clarke et al [19] used 5 phases of the adoption of innovation
[40] and 5 factorsinfluencing therate of adoption of innovations
[41] models;, Fossum et a [23] applied the Task Technology
Fit model [42]; to measure the user's attitude toward the system,
Cho et a [28] used the United Theory of Acceptance and Use
of Technology [43] model questionnaire; and Beeckman et al
[29] used amodel for effective implementation [44].

To trigger improvement in nursing practice, it isimportant that
clinical decision support systems havefollowing characteristics:
automatic provision of decision support, facilitating clinical
practice and decreasing the professional’s effort; provision of
recommendations, rather than just evaluations; and provision
of decision support at the time and location of clinical decision
making [45,46]. According to Kawamoto et a [45], nursing
practices improved significantly in 94% of the analyzed trials
when all these characteristics were present in the clinical
decision support system.

Automatic prompting in clinical decision support systems can
improve integration into the workflow and provide the
opportunity to correct inadvertent deficienciesin care[47]. The
decision support system [16] that used an alert logic had a
positive impact in reminding nurses about the completion of
each patient's processes. Only 6 out of 50 admissions were
completed on the system without prompting alerts. The
availability of this tool in clinical decision support systems
affectsthe performance of professionals[10,47]. However, these
reminders should be relevant to the patient’s profile so that the
user does not reject them [10]; interfaces with many alerts can
generate frustration when using the clinical decision support
systems, decreasing workflow, quality, efficiency, and safety
in providing patient care [10].

Asfor theclinical effectsfrom using aclinical decision support
systems, the reduction in the pressure ulcer incidence was
considered to be of low evidence. One of the studies [16] with
thisfinding did not meet any MMAT quality criteriain its study
category. In the other [27], the analysis was subject to several
important limitations, and there was an imprecision associated
with the estimate when the 95% confidenceinterval was applied.

In reducing pressure ulcer prevalence, there was apossible bias
in the study by Cho et al [28] from the long time elapsed
between the intervention and the observation, which may have
positively influenced the results of both the reduction of pressure
ulcers and the length of intensive care unit stay [48]. The study
by Fossum et al [22] showed no effect on patient outcomesin
relation to pressure ulcer risk and prevalence. However, all the
groups that were evaluated had smaller samples than those
recommended by power analysis calculations. The positive
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clinical effects shown in the included studies were mostly
clinically significant but without statistical significance.

Assessing and interpreting the clinical effects generated by the
clinical decision support system intervention, as well as
obtaining results with strong evidence in clinical practice, can
be a difficult task. This can happen because clinical decision
support systemsare knowledge-based, using, for example, expert
opinions and prevention scales when creating the algorithms.
There is till no strong evidence that the risk of developing
pressure ulcer decreases with the use of pressure ulcer risk
assessment instruments (such as the Braden scale) when
compared to | ess standardized risk assessment based on nurses
clinical judgment [49].

Thus, if the evidence from the system's knowledge base has
scientific limitations, the clinical effects generated by clinical
decision support system may aso be limited. There is also a
difficulty in identifying, in the widely available literature, the
best knowledge to be used to create this type of system [3]. In
thisway, clinical decision support systemswill only be able to
facilitate the implementation of evidence-based care when the
systems can follow the literature in identifying high-quality
studies and incorporate the best evidence to generate more
appropriate recommendations [4].

Limitations

This systematic review was limited by the €ligibility of
heterogeneous studies, publication bias, location bias, and
nonconducted meta-analysis. There was a pluraity of
methodol ogical approaches, not limited to randomized controlled
trials. However, this is often a necessary approach to expand
the understanding of clinical acceptance influenced by clinical
decision support system development and deployment [50].

In addition, most of the studies eval uated were not randomized,
with an inherent risk of bias. However, the quasi-experimental
design is often used in many medical informatics articles to
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evaluate the benefits of specific interventions when it is not
logigtically feasible or ethical to conduct a randomized
controlled trial [51]. Finally, the analysis of the results was
limited, with some included studies that published only
preliminary results [16-19].

Directions for Future Studies

Effects of clinical decision support systems used by nurses in
the management of pressure ulcers lack results of strong
evidence in the literature. It is necessary to carry out studies
that prioritize better adoption and interaction of nurses with
these systems by making this the focus during the devel opment
of clinica decision support systems and in planning
implementation strategies, as well as having studies with
representative samples of health care professionals, randomized
designs, and the application of assessment instruments
appropriate to the professiona profile and consistent with the
health care organization. Longer periods should be used for the
evaluation of the effects of the clinical decision support systems,
which may have amore real, measurable, and significant effect
on clinical decision making. In addition, these studies should
be accompanied by the creation and implementation of systems
based on recommendations and successful models, for better
adoption by nurses to clinical decision support systemsin the
pressure ulcers treatment.

Conclusions

Evidenceintheavailableliteratureisstill insufficient regarding
the effects of nurses who use clinical decision support systems
on clinical decision making for pressure ulcer prevention or
treatment. No significant effects were found on nurses
knowledge following theintegration of clinical decision support
systems into workflows, with assessments made for a brief
period of up to 6 months of implementation. Clinical effects,
such as outcomes in the incidence and prevalence of pressure
ulcers, remain limited, and most were clinically significant but
nonstatistically significant.
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Abstract

Integrating clinical decision support (CDS) across the continuum of population-, encounter-, and precision-level care domains
may improve hospital and clinic workflow efficiency. Dueto the diversity and volume of electronic health record data, complexity
of medical and operational knowledge, and specifics of target user workflows, the development and implementation of
comprehensive CDS is challenging. Additionally, many providers have an incomplete understanding of the full capabilities of
current CDS to potentially improve the quality and efficiency of care delivery. These varied requirements necessitate a
multidisciplinary team approach to CDS development for successful integration. Here, we present a practical overview of current
and evolving applications of CDS approachesin alarge academic setting and discuss the successes and challenges. We demonstrate
that implementing CDS tools in the context of linked population-, encounter-, and precision-level care provides an opportunity
to integrate complex algorithms at each level into a unified mechanism to improve patient management.

(IMIR Med Inform 2020;8(10):€20265) doi:10.2196/20265
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clinical decision support; popul ation medicine; evidence-based medicine; precision medicine; care management; electronic health
records

Introduction leveraging the breadth of electronic health data combined with

up-to-date practice recommendations in the context of local
workflow requirements. Ideally, CDS applications will
seamlessly translate enhanced decision-making into action to
optimize health care delivery [10]. For maxima impact,
information and processes are delivered to providers on an
ongoing basis; ideally, they arefully integrated with institutional
workflows[11,12].

The US health care sector has marched steadily toward adoption
and standardization of health information technology systems
over the past decade with much anticipation of their potential
[1]. Clinicians face the increasing challenge of incorporating
new guidelines into clinical practice as the volume and
complexity of electronic health data continue to grow [2-7].

However, evidence of improvements in the quality, safety, and
efficiency of patient care stemming from electronic medical
records (EMRs) is mixed [3,5,8].

Clinical decision support (CDS) systems are broadly defined
asinformation and toolsused in patient care, such asreminders,
alerts, and guidelines[9]. Automated CDSis devel oped to assist
clinician decison-making and improve patient care by

https://medinform.jmir.org/2020/10/e20265
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The increasing investment in the combination of traditional
evidence-based and precision medicine also requiresinnovation
in CDS approaches [13]. Incorporating ‘omic medicine and
collectively characterizing and measuring molecular datafrom
fieldsincluding molecular diagnogtics, environmental exposures,
and lifestyle behaviorswill require considerable assistance from
EMRs, CDS tools, and other expert systems given the scope
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and complexity of the data involved. Given that contemporary
EMRs are not equipped to capture and access ‘ omic “big data,”
one important function of CDS will be to access and use data
from multiple disparate sources to generate recommendations
ranging from discrete decisions such as choosing a medication
to long-term chronic disease prevision. Additionally, future
CDS applications should ideally operate using consistent,
portable CDS knowledge bases to facilitate shared
implementation and querying strategies between institutions
that leverage data al ong the spectrum from highly individualized
‘omics to population-level evidence-based medicine without
requiring multiple, possibly inconsistent implementations at
different institutions.

CDSisuniquely positioned to support population-, encounter-,
and precision-level medicine as a continuum of care delivery
through EMR and clinical informatics systems. Implementing
CDS tools across the spectrum of these three clinical care
domains may potentially improve efficiency and quality of care
for patients. Medicare bundled payments and other
pay-for-performance model sincentivize efficient and consistent
care transitions from the emergency department (ED) to
inpatient settings to outpatient settings [14]. Therefore, new
CDS solutions should reflect the reality of integrated care
delivery. However, significant effort isrequired in planning and
development to ensure that CDS applications align with end-user
workflows to maximize efficiency and provider uptake. In
addition, effective provider education and change management
are critical for CDS implementation. Here, we summarize and
provide examples of the implementation of CDS tools within
each clinical care domain as well as across all three domains
and the challenges that were encountered during this
implementation at alarge medical center.

Overview of the Three CDS Health Care
Domains

Population-Level CDS

Thegoal of population health isto improve long-term outcomes
of patient cohorts by means of preventive interventions, patient
engagement, care coordination, and other activities outside
clinical visits. Population-level CDS requires integration with
very different workflows that are unique to a broad range of
providers, such as care managers, social workers, or patient
outreach staff, all independent of discrete, face-to-face
encounters. Potential population health CDS applications may
include identifying target patients (eg, patient registries) and
monitoring of long-term treatment profiles (eg, guideline
adherence dashboards), clinical outcomes (eg, urgent clinic
visits or hospitalization), and care transitions (eg,
post-hospitalization follow-up). By leveraging data asiit enters
the EMR irrespective of timing, CDS can support many
providers in surveilling and delivering integrated patient- and
disease-focused careto target patient populations. The range of
population health CDS is currently limited in part by alack of
clear and consistent workflows. Asthese standardsevolve, CDS
will likely become critical for successful population health
management given the challenges of the unpredictable timing
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of important clinical events, complexity of data, and novel
interpretation methods that will be required.

Encounter-Level CDS

Encounter-level CDSisthe most common and familiar type of
CDS, and the most evidence has been obtained to date regarding
its efficacy. Encounter-level applications generaly provide
important information, give reminders, or suggest a course of
care during a discrete clinical interaction such asaclinic visit,
a hospitalization, an elective procedure, or even a telephone
call. Thismodel allows providersto takeimmediate action that
affects patient care, thereby providing the right information to
theright person at theright time through the EM R, whichisthe
right channel to enact arecommendation. Encounter-level CDS
applications are often high-value use cases because practice
guidelines, performance metrics, and safety measures often have
important implications for patient outcomes, reimbursement,
or public reporting of performance; also, direct suggestions
within a clinical workflow (eg, when an order is placed) can
change a provider's action in a timely manner. Examples of
encounter-level CDS include alerts regarding drug-drug or
drug-allergy interactions, risk-based vital sign monitoring
recommendations, or remindersin computerized provider order
entry systemsto place ordersfor tests or medications[8,15,16].
In addition, encounter-level CDS systemsareincreasingly able
to support complex, interactive applications to standardize care
delivery for specific clinical scenarios in accordance with
evidence-based recommendations.

Precision-Level CDS

Precision-level CDS integrates complex, voluminous, and
disparate data regarding a patient’s specific characteristics in
multiple domains to provide clinical guidance [17]. Although
theterm “precision medicine” is often associated with genetic-
or genomic-guided medical therapy, it applies to any
individualized management strategy based on apatient’s unique
combination of traits, such asdemographics, clinical and family
history, physical traits (eg, weight, blood tests), activity, mental
health, socioeconomic status, and environment, among many
others[18]. Telemonitoring and remote care delivery education
are also considered to be precision medicine tools in chronic
disease management that are intended to optimize accessto care
and empower patientsto managetheir own health [19,20]. These
tools facilitate communication between the patient and the
provider about the patient’sindividualized risks and needs; they
also formulate beneficial and achievable treatment plans and
provide personalized education.

Applications of CDS Domains in Health
Care

At our institution, we have used dozens of frameworks to
implement hundreds of applicationsrepresenting thethree CDS
domains outlined above. Herein, we present the successes and
challenges we observed with the application of these
frameworks.
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Population-Level CDS

Our medical center is expanding its population heath care
management servicesto evolve with the growing focus of payers
on management of high-risk patient groups and on performance
metrics regarding integrated care delivery. This is being
accomplished in part by the creation of EMR patient registries
for chronic diseases such as diabetes, chronic obstructive
pulmonary disease (COPD), and heart failure. Using regional
health information exchanges, the statewide all-payer claims
database, and our institutional clinical data warehouse, these
registries integrate comprehensive data regarding clinical
encounters, management changes, medication use, and outcomes
both within and outside of our health care system for patients
in each registry. We are developing CDS alerts based on these
diverse data and on patient assessments and previous
intervention outcomes to trigger tasks and education goals for
the patient. For example, patients in a diabetes registry may
have visit documentation and lab results stored in the EMR. If
a patient’s routine assessments include elevated hemoglobin
A1C and poor familiarity with home monitoring equipment,
the care manager receives a notification recommending
goal-setting with the patient (eg, for home monitoring and
stabilizing the patient’s hemoglobin A1C) and adding tasks (eg,
an order for ablood glucose monitor, future lab tests, or patient
education). Although the role of CDS in the population health
domain is growing, challenges remain due to the lack of
established standards and provider workflows for care
management, resulting in inconsistent delivery of notifications
to the right people or at the right time and in the right format.

Encounter-Level CDS

Variability in management of common diagnoses such as
pneumonia, heart failure, and COPD exacerbation may lead to
poor outcomes. Conversely, improved standardization of care
can improve outcomes [21,22]. Care pathways are one method
of encouraging treatment standardization to improve patient
outcomes while permitting flexibility within specific patient
presentations [23]. They are often presented as workflows,
prompting providers to adhere to recommended care practices.
Historically, these pathways have been represented as static
flowcharts that the provider can follow in a stepwise fashion,
often asaprinted diagram or as adigital picture. However, this
method is inefficient and the flowcharts are often overlooked,
asthedecision aid is not made directly availablein aprovider's
workflow. At our institution, we have embedded evidence-based
care pathways within the EMR using web-based content in the
clinica workflow for evaluation and treatment of patients
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presenting with common chief concerns such as chest pain or
headache. The interface provides an interactive decision
tree-like diagram similar to historic representations of care
pathways to facilitate standardized patient management.
However, the visual tool is implemented using a combination
of native EMR functionality and third-party vendor technol ogy,
which allowsthe provider to place orders, perform calculations,
and await results. CDS care pathways have been implemented
most extensively in our ED. For example, the EMR will present
achest pain care pathway to the provider within the EMR record
of a patient reporting a chief concern of chest pain (Figure 1).
The provider navigates through the diagram workup steps and
initial treatment (eg, aspirin, beta-blocker, nitroglycerin), and
an interactive calculator is presented for the Thrombolysis In
Myocardia Infarction score, which isasimplerisk-stratification
algorithm for non—ST-segment el evation myocardial infarction
and unstable angina[24].

The care pathway linksto an order placement queue for actions
such as medications or additional tests, whichisprovided inline
withinthe EMR. Importantly, orders can be placed directly from
the flow diagram rather than requiring the provider to switch
back and forth between applications or refer back to a printed
diagram when taking a clinical action. Instead, the decision
support is provided directly within the provider's workflow.
Later in the encounter, the provider can return to the pathway
at any given step (e.g., when new test results become available).
By embedding order recommendations based on risk
stratification within the care pathway, adherence to institutional
care standards becomes the most efficient clinical workflow for
the provider while preserving the ability to take alternative
actionsthat may be warranted by the clinical scenario. Seamless
integration of CDS technology within the EMR workflow
providesastraightforward way to standardize care that promotes
adherence to guideline-based therapy.

Important challenges in care pathway development include
limitations of native EMR functionality in terms of dynamic
data collection (eg, provider-entered data), visualization
technology, and ability to trandate clinical decisionsinto action.
At our ingtitution, implementation of these care pathways was
made possible only by partnering with athird-party CDS vendor
who developed the EMR interface as well as the data capture,
analysis, and visualization technologies to achieve seamless
clinical workflow integration. Based on our experiences with
third-party technology for care pathways, we anticipate that the
ability of a system to integrate with content and technology
vendorswill greatly expand options for innovative use of CDS.
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Figure 1. Example of an encounter-level care pathway clinical decision support application using synthetic patient dat
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Well-described predictive models can provide a specific
assessment of a patient’s risk using a rea-time EMR.
Implementing CDS based on risk scores can support evaluation
and intervention using guideline-directed therapy. EMRS now
include some risk models as part of their native functionality,
such asthe Length of stay, Acuity of admission, Comorbidities,
Emergency department (LACE+) model or Early Warning
Scores (EWS) [25-29]. Simple applications can alert case
managers or nursing supervisors, respectively, when apatient’s
risk score exceeds a specific threshold, prompting further patient
evaluation. For example, we use EWS on medical-surgical
wards for early identification of patient deterioration.
Score-driven CDS is calculated and presented to the patient’s
nurse manager, who generates arapid response aert to evaluate
the patient. Recent advancesin EWS CDS systems have enabled
real-time collection of patient vital signs and more diverse
clinical data, more frequent calculation of EWS, and use of
more complex models that predict clinical deterioration,
allowing interventions to be initiated earlier to prevent or
minimize adverse outcomes.

Important considerations include the timing, amount, and
reliability of the data used for these scores. Data collection can
be achieved directly from the EMR via third-party collection
devicesimported to the EMR or by manual entry, and significant
challenges exist in extracting accurate data from the EMR or
when providers are required to enter additional datato support
complex predictive models[30]. New tools are in devel opment
to addressthese challenges and improve the quality of dataused
in these risk scores, coordinate various data sources, optimize
entry and extraction of data with the EMR, and support
implementation of larger libraries of complex models.

Aswith al CDS, asignificant challenge in generating specific
application requirements is optimization of CDS-workflow
integration. Application requirements can be highly specific to
disease processes, clinical venues, provider groups, or
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institutions, al of which must be considered. Furthermore, the
same data (eg, risk assessment) may need to be delivered in a
variety of ways depending on the care venue and providers. For
the same CDSresult, in some cases, an interruptive alert during
aclinicvisit may be preferred for physicians, awork list element
may be preferred for care mangers, and an educational email
may be preferred for a patient. The variable requirements of
different CDS applications require a wide range of technical
functionality. We addressed this by devel oping an array of CDS
tools, including the EMR, third-party software, and custom
applications built in-house in collaboration with a clinica
champion.

Precision-Level CDS

Many existing CDS applications have been directed at providers
based on coarse classifications (eg, presence of diabetes or
hospitalization for acute myocardial infarction). With increasing
focus on shared decision-making, emerging CDS tools are
directed at providing individualized assessments and predictions
to facilitate complex discussions between patients and providers.
Dependence on many varied data inputs can discourage
clinicians from using such models on a practical basis despite
their superior predictive ability. Novel data streams such as
genomic analyses and fitness trackers, or the variety of data
requirements for highly accurate predictive algorithms, can
eclipse human capacity to comprehensively process data. CDS
analytics are therefore essential to synthesize the amount,
breadth, and complexity of data necessary for precision
medicine, such asin the cases of genomic medicine, datafrom
wearable devices, and complex patient-reported outcome
instruments.

As the least well-developed of the three domains, precision
medicine CDS faces many challenges. Thereisrelatively little
knowledge or understanding of how to implement and use
applications requiring myriad data points to generate highly
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patient-specific management plans, and developing this
knowledge is outside the capacity of most heath care
organizations. Precision medicine strategies may need to both
educate and support providers in decision-making where the
foundational knowledge to create the CDS is not widespread.
Finally, optimal methods of patient engagement (eg, format and
mode of delivery) using this information are not yet well
understood.

At our institution, we have approached these complex challenges
by developing tools such as an interactive CDS application in
collaboration with members of the Surgical Outcomes and
Applied Research Program within the Department of Surgery.
This application is based on the published Surgical Risk
Preoperative Assessment System (SURPAS), which is a set of
risk predictive algorithms devel oped from the American College
of Surgeons National Surgical Quality Improvement Program
data to predict 11 adverse postoperative outcomes using 8
preoperatively available predictor variables [31].

The SURPAS intervention allowsindividualized inputsinto the
model that provide a precise and personalized risk assessment
instead of acategorized level of risk. Using thismethod ensures
precision medicine CDS in which the model will not make the
same recommendations for different patients. Within the EHR,
SURPA S automatically combines previoudly existing EHR data
for each patient with provider-entered patient data to calculate
the patient's procedure-specific likelihood of 11 different
surgical complications. Then, the patient- and procedure-specific
risk assessments are compared to national averages ranging
from renal injury to 30-day mortality. During the preoperative

Kao et a

officevisit, patients are presented with their individualized risks
of postoperative adverse outcomes as an infographic education
tool, which streamlinesthe risk discussion and consent process,
encourages patient engagement, and alerts providers to
individual patient risk profiles that may guide preparations for
postoperative care (Figure 2). Finally, risk estimates can be
imported directly into clinic notes to document the basis for
patient-centered care decisions.

Precision-level CDS can also provide recommendations in the
context of both complex risk assessment and a patient’s current
management. For example, our ingtitution leverages EMR data
to generate aerts based on risk modeling to identify patients
for initiation or modification of cholesterol management
protacols. In 2013, the Adult Treatment Panel IV on cholesterol
management updated practice guidelines for patients with
prevention of atherosclerotic cardiovascular disease (ASCVD).
The guideline now provides recommendations for determining
the appropriate intensity of statin therapy based on four
recommended risk groups, one of which is defined by acomplex
ASCVD risk model [32]. We have built a multimodal CDS
application that uses extracted data, including the ASCVD risk
score, to classify patients according to four specified risk groups
to determine the recommended intensity of statin therapy, if
any. The algorithm then evaluates the presence and intensity of
ongoing statin therapy to generate a recommendation to the
provider only if a change in statin therapy is indicated. The
results and recommendations are visualized as alerts presented
to the provider viathe EMR during the encounter to facilitate
guideline-based care (Figure 3).

Figure 2. Screenshot of the Surgical Risk Preoperative Assessment System, a personalized risk assessment clinical decision support application used
to guide postoperative care, with synthetic patient data.
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Figure 3. Anatherosclerotic cardiovascular disease risk scoring agorithm to classify patients according to their risk group. ALT: alanine aminotransferase;
ASCVD: atherosclerotic cardiovascular disease; EMR: electronic medical record; NL: normal.
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Discussion

CDS Implementation Across All Three Domains

Care delivery across al three clinica care domains using
integrated CDS applications has the potential to improve
efficiency and quality for individua patients; however,
significant planning and devel opment effort isrequired to ensure
that applicationsalign with severa typesof end-user workflows.
The three different levels of CDS have distinct, valuable roles
with specific requirements and functiondity (Table 1). All 3
levels should be used in concert when optimizing and
coordinating a patient’s care. Figure 4 presents a construct

Table 1. Sdlient features of each domain according to each level of CDS.

RULES ANALYSIS ENGINE
EVALUATION OF CURRENT
STATIN THERAPY

EMR

Evaluation for

Exclusive Criteria

* Allergy to statins

* On hemodialysis

* Diagnosis of hepatic
cirrhosis

* ALT > x3 NL

* AST >x3NL

* Age <21and >79 years

Algorithm
output
sent to

EMR

Exclusion Criteria Met?
Yes —end algorithm
No = run ASCVD algorithm

demonstrating therel ationship of these care domains. Although
the diagram flows from population to encounter to precision
domains, in practice, workflows may practically or temporally
move across the domains in any order, depending on the
algorithm and the condition in question. The person requesting
an application as well as the intended end users should ideally
be engaged in the devel opment process to optimize integration
into the providers' workflow and to maximize provider uptake.
Historically, the available technology has determined the types
of CDS applicationsthat can be requested; however, asthe CDS
capabilities of an ingtitution grow, clinical use casesincreasingly
determine the selection of technical approaches from the

organization’s “toolbox.”

Festure CDS level
Population Encounter Precision
Alert timing Asynchronous Synchronous Both
Datatiming Cumulative At time of encounter Preemptive
Basis Evidence-based Evidence-based Individualized
Strategies Dashboards, iterative risk scores, Interruptive alerts, risk scores, care  Either population- or encounter-based

work lists

Clinical examples Diabetic foot exam, HIV drug effi-

cacy, annua cholesterol

Heart failure guidelines, QT-prolong-
ing drugs, performance metrics, dete-
rioration index

pathways, passive aerts

Telemonitoring and mobile health,
CYP2D6/opiate metabolism, polygenic risk
scores, BRCA cancer screening

8CDS: clinical decision support.
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Figure 4. Overview of the integration and relationship of CDS across three domains of health care. CDS: clinical decision support.
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As an example, our institution is developing an end-to-end,
multi-tiered precision medicine framework that will use complex
predictive models that integrate clinical data with a patient’'s
genetic profile (ie, a single gene or a few genes) or genomic
profile (ie, many or al genes) to assist in clinica
decision-making. First, patients undergo genome-wide single
nucleotide polymorphism analysis to produce clinically
actionable genetic data, such as genesthat increase disease risk
or impact drug effectiveness. These data are then returned to
the patient’s individual record in the EMR, which may occur
long before the genes become clinically relevant (eg, when a
clinician attempts to prescribe a specific medication whose
effectiveness could be influenced by the patient’s genotype).
CDS applicationswill use these datato support population care
management, encounter-based tools, integrated third-party data
collection methods, and genetic and genomic data, producing
result displays that are customized separately for patients and
providers. At a population level, high-risk patients will be
identified with the help of select genetic data that are relevant
for assessing the patients' risk of developing certain diseases.
Care pathways relevant to these high-risk populations may
recommend increased intensity of disease screening or review
of possible preventive interventions. Assigned care managers
will coordinate long-term care management for those patients;
this may include appropriate proactive care plans such as
lifestyle modifications, genetic counseling, family education,
or frequent diagnostic screening tests. At the encounter level,
CDS will aert providers when ordering a medication affected
by a patient’s genetics by providing real-time feedback to the
clinician using evolving evidence regarding relevant
pharmacogenetic markers. Patient education and engagement
will be enhanced by combining genetic information with the
results of risk modeling algorithms. This information will be
shared with patients along with educational resources and
genetic counseling as appropriate, facilitating collaborative
decision-making between the patient and provider. This

https://medinform.jmir.org/2020/10/e20265

RenderX
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Encounter/provider-level
recommendations for patients with

Recommendations to providers

and patients for management based
on a specific variant or type of a
general condition

framework has required contributions from a wide array of
experts, including basic genomic scientists, the pathology
laboratory and clinical laboratory systems, clinical
informaticians, pharmacists, EMR technical staff, patient
representatives, hospital legal representation, and ethics
committees. We have also greatly increased the technical
capacity of our EMR to return the genetic datain aformat that
can be used by al three levels of CDS.

Toillustrate how CDS can impact an individual patient through
the three care domains, we present the trgjectory of LK, a
hypothetical patient with COPD, at different stages of care
management in Table 2. Although this specific example is
theoretical, we have developed similar applications at our
institution at each level of carefor different disease domains as
described above. We use the example of LK to cohesively
illustrate how all these applications could be integrated to
support a comprehensive, holistic approach to the care of her
chronic disease. Management of LK’'s COPD used
population-level CDS via the registry (COPD), management
protocols (annual spirometry and symptoms), and alerts
regarding both planned (care provider) and unplanned (ED or
inpatient) patient encountersto coordinate care (eg, home health
evaluation). The encounter-based CDS hel ped providers choose
and implement the correct guideline-based medications for
different scenarios (corticosteroid for worsening COPD,
cefepimewhen hospitalized for COPD, hydrocodone vs codeine
based on CYP2D6 genotype, influenza vaccine on hospital
discharge). Precision-level CDS helped refine management
based on LK’s specific characteristics including her genetics
(selection of cefepime based on age and forced expiratory
volume in first second of expiration [FEV1] selection of
hydrocodone, and use of capnography monitoring based on
CYP2D6). In this case, each CDS domain provided a level of
integrated care coordination to manage LK’'s COPD and
contributed significantly to LK’s management and improved
quality of care.
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Table2. Integration of CDS across the population, encounter, and precision care domains of LK, ahypothetical 68-year-old female patient with COPD.

Care management action Associated CDS? level

LK isassigned a care management team (disease registry) that monitors her clinical status using annual office spirometry. Population
After 3 years, longitudinal analytics alert LK’s care managers that her spirometry is declining and her symptomsarein-  Population
creasing.

Based on this trend, the team schedul es an appointment with her health care provider. The provider considers startinga  Encounter
long-acting beta-agonist alone, but when hetriesto order one, heisprompted to start aninhaled corticosteroid in accordance

with present guidelines.

After 6 months, LK has a severe COPDP exacerbation. She contacts her care team through an EMRS, and they advise her  Population

to go to the emergency department.

When LK is admitted to the hospital, the EMR recommends intravenous cefepime because she meets the criteria for

complicated COPD based on her age of older than 65 years and arecent spirometry FEV 1d measurement of less than 50%
predicted. During her hospitalization, LK develops arib fracture from coughing and has severe pain. A genomic analysis
performed two years earlier as part of the institution’s precision medicine program determined that she had multiple copies
of the CYP2D6 gene, indicating an increased likelihood of excessive sedation from codeine-containing cough syrups due
to rapid conversion into morphine.

Encounter and precision

The hospitalist is aerted to her pharmacogenetic status and prescribes hydrocodone instead of codeine for management
of pain and cough, and capnography monitoring is used to monitor for respiratory depression or failure.

Encounter and precision

LK isready for discharge after 5 days. Based on her known COPD and hospitalization, the EMR recommends an influenza
vaccine prior to discharge.

Population and encounter

The discharging team arranges follow-up with LK’s primary care provider. Her chronic care managers receive an alert
that she is being discharged and contact her three days later. Through avideo call, they learn that she is having trouble
with daily activities due to deconditioning and the rib fracture. A home health evaluation is arranged, and physical therapy
and home health nursing are prescribed. LK improves over the next 2 weeks and returns to her baseline surveillance
schedule.

Population

8CDS: clinical decision support.

PCOPD: chronic obstructive pulmonary disease.

CEMR: electronic medical record.

dFEVl: forced expiratory volume in first second of expiration.

and resources created by third-party vendors. Conceptualizing

Conclusions CDStoolsin the context of linked population-, encounter-, and

CDS is challenging to design and implement; however,
significant progress has been made, with improvementsin timely
and workflow-specific management recommendations, EMRs,

Acknowledgments

precision-level health care affords an opportunity to integrate
complex algorithms at each level into a unified mechanism for
improving care across al levels of patient management.

Special thanksto Robert Meguid, MD (Surgical Outcomes and Applied Research Program, University of Colorado) for supplying
information about the SURPAS program and to Steven W Lee, PhD (Medtronic, Inc) for providing medical writing and editorial

support. Thiswork was funded by Medtronic, Inc.

Authors Contributions

All authors prepared, reviewed, and approved the final manuscript.

Conflictsof Interest

CL and DF are consultants of Medtronic, Inc. KS is a former employee of Medtronic, Inc. DK has no conflicts of interest to

declare.

References

1.  Shekelle PG, Morton SC, Keeler EB. Costs and benefits of health information technology. Evid Rep Technol Assess (Full
Rep) 2006 Apr(132):1-71. [doi: 10.23970/ahrgepcertal32] [Medline: 17627328]

2. Report to Congressional Requesters: Patient safety: Hospitals face chall enges implementing evidence-based practices. US
Government Accountability Office. 2016 Feb. URL: https:.//patientsaf etymovement.org/wp-content/upl oads/2016/03/

GAO_Report.pdf [accessed 2020-09-14]

https://medinform.jmir.org/2020/10/e20265

JMIR Med Inform 2020 | vol. 8 |iss. 10 [20265 | p.22
(page number not for citation purposes)


http://dx.doi.org/10.23970/ahrqepcerta132
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17627328&dopt=Abstract
https://patientsafetymovement.org/wp-content/uploads/2016/03/GAO_Report.pdf
https://patientsafetymovement.org/wp-content/uploads/2016/03/GAO_Report.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Kao et d

3.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Bright TJ, Wong A, Dhurjati R, Bristow E, Bastian L, Coeytaux RR, et al. Effect of clinical decision-support systems: a
systematic review. Ann Intern Med 2012 Jul 03;157(1):29-43 [EREE Full text] [doi:
10.7326/0003-4819-157-1-201207030-00450] [Medline: 22751758]

Fillmore CL, Bray BE, Kawamoto K. Systematic review of clinical decision support interventionswith potential for inpatient
cost reduction. BMC Med Inform Decis Mak 2013 Dec 17;13:135 [FREE Full text] [doi: 10.1186/1472-6947-13-135]
[Medline: 24344752]

Jones SS, Rudin RS, Perry T, Shekelle PG. Health information technology: an updated systematic review with afocus on
meaningful use. Ann Intern Med 2014 Jan 07;160(1):48-54 [ FREE Full text] [doi: 10.7326/M 13-1531] [Medline: 24573664]
Roshanov PS, Misra S, Gerstein HC, Garg AX, Sebaldt RJ, Mackay JA, CCDSS Systematic Review Team. Computerized
clinical decision support systems for chronic disease management: a decision-maker-researcher partnership systematic
review. Implement Sci 2011 Aug 03;6:92 [EREE Full text] [doi: 10.1186/1748-5908-6-92] [Medline: 21824386]
Roshanov PS, You JJ, Dhaliwal J, Koff D, Mackay JA, Weise-Kelly L, CCDSS Systematic Review Team. Can computerized
clinical decision support systems improve practitioners diagnostic test ordering behavior? A decision-maker-researcher
partnership systematic review. Implement Sci 2011 Aug 03;6:88 [FREE Full text] [doi: 10.1186/1748-5908-6-88] [Medline:
21824382]

Stabile M, Cooper L. Review article: the evolving role of information technology in perioperative patient safety. Can J
Anaesth 2013 Feb;60(2):119-126. [doi: 10.1007/s12630-012-9851-0] [Medline: 23224715]

Bates DW, Kuperman GJ, Wang S, Gandhi T, Kittler A, Volk L, et al. Ten commandments for effective clinical decision
support: making the practice of evidence-based medicine areality. JAm Med Inform Assoc 2003;10(6):523-530 [FREE
Full text] [doi: 10.1197/jamia.M 1370] [Medline: 12925543]

Campbell RJ. Thefiverightsof clinical decision support: CDStools hel pful for meeting meaningful use. Journal of AHIMA
2013;84(10):42-47.

Kindig D, Stoddart G. What is population health? Am J Public Health 2003 Mar;93(3):380-383. [doi: 10.2105/ajph.93.3.380]
[Medline: 12604476]

Redekop WK, Mladsi D. The faces of personalized medicine: aframework for understanding its meaning and scope. Value
Health 2013;16(6 Suppl):S4-S9 [FREE Full text] [doi: 10.1016/j.jval.2013.06.005] [Medline: 24034312]

Afzal M, Riazul Isam SM, Hussain M, Lee S. Precision medicine informatics: principles, prospects, and challenges. IEEE
Access 2020;8:13593-13612. [doi: 10.1109/access.2020.2965955]

Snow V, Beck D, Budnitz T, Miller DC, Potter J, Wears RL, American College of Physicians, Society of General Internal
Medicine, Society of Hospital Medicine, American Geriatrics Society, American College of Emergency Physicians, Society
of Academic Emergency Medicine. Transitions of Care Consensus Policy Statement American College of Physicians-Society
of General Internal Medicine-Society of Hospital Medicine-American Geriatrics Society-American College of Emergency
Physicians-Society of Academic Emergency Medicine. JGen Intern Med 2009 Aug 3;24(8):971-976 [ FREE Full text] [doi:
10.1007/s11606-009-0969-x] [Medline: 19343456]

Cornu P, Steurbaut S, De Beukeleer M, Putman K, van de Velde R, Dupont AG. Physician's expectations regarding
prescribing clinical decision support systemsin a Belgian hospital. Acta Clin Belg 2014 Jun;69(3):157-164. [doi:
10.1179/2295333714Y.0000000015] [Medline: 24820921]

Cresswell KM, Bates DW, Williams R, Morrison Z, Slee A, Coleman J, et al. Evaluation of medium-term consequences
of implementing commercial computerized physician order entry and clinical decision support prescribing systemsin two
‘early adopter' hospitals. JAm Med Inform Assoc 2014 Oct;21(e2):e194-e202 [FREE Full text] [doi:
10.1136/amiajnl-2013-002252] [Medline: 24431334]

Coallins FS, Varmus H. A new initiative on precision medicine. N Engl J Med 2015 Feb 26;372(9):793-795 [FREE Full
text] [doi: 10.1056/NEJM p1500523] [Medline: 25635347]

Nayak L, Ray I, De RK. Precision medicine with electronic medical records: from the patients and for the patients. Ann
Transl Med 2016 Oct;4(Suppl 1):S61 [FREE Full text] [doi: 10.21037/atm.2016.10.40] [Medline: 27868029]

Guidi G, Pettenati M, Miniati R, ladanza E. Heart failure analysis dashboard for patient's remote monitoring combining
multiple artificial intelligence technologies. In: Conf Proc IEEE Eng Med Biol Soc. 2012 Presented at: 2012 Annual
International Conference of the IEEE Engineering in Medicine and Biology Society; August 28-September 1, 2012; San
Diego, CA p. 2210-2213. [doi: 10.1109/EMBC.2012.6346401]

Kao DP, Lindenfeld J, Macaulay D, Birnbaum HG, Jarvis JL, Desai US, et a. Impact of atelehealth and care management
program on all-cause mortality and healthcare utilization in patientswith heart failure. Telemed JE Health 2016 Jan;22(1):2-11
[FREE Full text] [doi: 10.1089/tmj.2015.0007] [Medline: 26218252]

Di PaloKE, PifialL, VenturaHO. Improving provider adherence to guideline recommendationsin heart failure. Curr Heart
Fail Rep 2018 Dec;15(6):350-356. [doi: 10.1007/s11897-018-0411-y] [Medline: 30238398]

Hortmann M, Heppner H, Popp S, Lad T, Christ M. Reduction of mortality in community-acquired pneumonia after
implementing standardized care bundles in the emergency department. Eur J Emerg Med 2014 Dec;21(6):429-435. [doi:
10.1097/M EJ.0000000000000106] [Medline: 24384619]

Chawla A, Westrich K, Matter S, Kaltenboeck A, Dubois R. Care pathways in US healthcare settings: current successes
and limitations, and future challenges. Am J Manag Care 2016 Jan;22(1):53-62 [FREE Full text] [Medline: 26799125]

https://medinform.jmir.org/2020/10/e20265 JMIR Med Inform 2020 | vol. 8 | iss. 10 |[e20265 | p.23

(page number not for citation purposes)


https://www.acpjournals.org/doi/10.7326/0003-4819-157-1-201207030-00450?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.7326/0003-4819-157-1-201207030-00450
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22751758&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/1472-6947-13-135
http://dx.doi.org/10.1186/1472-6947-13-135
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24344752&dopt=Abstract
https://www.acpjournals.org/doi/10.7326/M13-1531?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.7326/M13-1531
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24573664&dopt=Abstract
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-6-92
http://dx.doi.org/10.1186/1748-5908-6-92
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21824386&dopt=Abstract
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-6-88
http://dx.doi.org/10.1186/1748-5908-6-88
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21824382&dopt=Abstract
http://dx.doi.org/10.1007/s12630-012-9851-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23224715&dopt=Abstract
http://europepmc.org/abstract/MED/12925543
http://europepmc.org/abstract/MED/12925543
http://dx.doi.org/10.1197/jamia.M1370
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12925543&dopt=Abstract
http://dx.doi.org/10.2105/ajph.93.3.380
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12604476&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1098-3015(13)01861-5
http://dx.doi.org/10.1016/j.jval.2013.06.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24034312&dopt=Abstract
http://dx.doi.org/10.1109/access.2020.2965955
http://europepmc.org/abstract/MED/19343456
http://dx.doi.org/10.1007/s11606-009-0969-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19343456&dopt=Abstract
http://dx.doi.org/10.1179/2295333714Y.0000000015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24820921&dopt=Abstract
http://europepmc.org/abstract/MED/24431334
http://dx.doi.org/10.1136/amiajnl-2013-002252
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24431334&dopt=Abstract
http://europepmc.org/abstract/MED/25635347
http://europepmc.org/abstract/MED/25635347
http://dx.doi.org/10.1056/NEJMp1500523
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25635347&dopt=Abstract
https://doi.org/10.21037/atm.2016.10.40
http://dx.doi.org/10.21037/atm.2016.10.40
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27868029&dopt=Abstract
http://dx.doi.org/10.1109/EMBC.2012.6346401
http://europepmc.org/abstract/MED/26218252
http://dx.doi.org/10.1089/tmj.2015.0007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26218252&dopt=Abstract
http://dx.doi.org/10.1007/s11897-018-0411-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30238398&dopt=Abstract
http://dx.doi.org/10.1097/MEJ.0000000000000106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24384619&dopt=Abstract
https://www.ajmc.com/pubMed.php?pii=86494
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26799125&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Kao et d

24. Antman EM, Cohen M, Bernink PJ, McCabe CH, Horacek T, Papuchis G, et al. The TIMI risk score for unstable
angina/non-ST elevation MI: amethod for prognostication and therapeutic decision making. JAMA 2000 Aug
16;284(7):835-842. [doi: 10.1001/jama.284.7.835] [Medline: 10938172]

25. Amarasingham R, Velasco F, Xie B, Clark C, MaY, Zhang S, et al. Electronic medical record-based multicondition models
to predict the risk of 30 day readmission or death among adult medicine patients: validation and comparison to existing
models. BMC Med Inform Decis Mak 2015 May 20;15:39 [FREE Full text] [doi: 10.1186/s12911-015-0162-6] [Medline:
25991003]

26. Escobar GJ, LaGuardiaJC, Turk BJ, Ragins A, Kipnis P, Draper D. Early detection of impending physiologic deterioration
among patients who are not in intensive care: development of predictive models using data from an automated electronic
medical record. JHosp Med 2012;7(5):388-395. [doi: 10.1002/jhm.1929] [Medline: 22447632]

27. Subbe CP, Kruger M, Rutherford P, Gemmel L. Validation of a modified Early Warning Score in medical admissions.
QJM 2001 Oct;94(10):521-526. [doi: 10.1093/qjmed/94.10.521] [Medline: 11588210]

28.  Wang H, Robinson RD, Johnson C, ZenarosaNR, Jayswal RD, Keithley J, et al. Using the LACE index to predict hospital
readmissions in congestive heart failure patients. BMC Cardiovasc Disord 2014 Aug 07;14:97 [FREE Full text] [doi:
10.1186/1471-2261-14-97] [Medline: 25099997]

29. vanWaraven C, Wong J, Forster A. LACE+ index: extension of avalidated index to predict early death or urgent readmission
after hospital discharge using administrative data. Open Med 2012;6(3):e80-e90 [ FREE Full text] [Medline: 23696773]

30. Amiri M, Kelishadi R. Comparison of models for predicting outcomes in patients with coronary artery disease focusing on
microsimulation. Int JPrev Med 2012 Aug;3(8):522-530 [FREE Full text] [Medline: 22973481]

31. MeguidRA, Bronsert MR, Juarez-Colunga E, Hammermeister KE, Henderson WG. Surgical Risk Preoperative Assessment
System (SURPAS): |. Parsimonious, Clinically Meaningful Groups of Postoperative Complications by Factor Analysis.
Ann Surg 2016 Jun;263(6):1042-1048. [doi: 10.1097/SL A.0000000000001669] [Medline: 26954897]

32.  Stone NJ, Robinson JG, Lichtenstein AH, Goff DC, Lloyd-Jones DM, Smith SC, 2013 ACC/AHA Cholesterol Guideline
Panel. Treatment of blood cholesterol to reduce atherosclerotic cardiovascular disease risk in adults: synopsis of the 2013
American College of Cardiology/American Heart Association cholesterol guideline. Ann Intern Med 2014 Mar
04;160(5):339-343 [FREE Full text] [doi: 10.7326/M 14-0126] [Medline: 24474185]

Abbreviations

ASCVD: atherosclerotic cardiovascular disease

CDS: clinical decision support

COPD: chronic obstructive pulmonary disease

ED: emergency department

EMR: electronic medical record

EWS: Early Warning Scores

FEV 1: forced expiratory volumein first second of expiration

LACE+: Length of stay, Acuity of admission, Comorbidities, Emergency department
SURPAS: Surgical Risk Preoperative Assessment System

Edited by M Focsa; submitted 14.05.20; peer-reviewed by M Afzal, A Gupta; comments to author 24.06.20; revised version received
31.07.20; accepted 01.08.20; published 16.10.20.

Please cite as:

Kao D, Larson C, Fletcher D, Stegner K

Clinical Decision Support May Link Multiple Domains to Improve Patient Care: Viewpoint
JMIR Med Inform 2020; 8(10): 20265

URL.: https://medinform.jmir.org/2020/10/€20265

doi: 10.2196/20265

PMID: 33064106

©David Kao, Cynthia Larson, Dana Fletcher, Kris Stegner. Originaly published in JMIR Medical Informatics
(http://medinform.jmir.org), 16.10.2020. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in IMIR Medical Informatics, is properly cited. The complete
bibliographic information, alink to the original publication on http://medinform.jmir.org/, as well as this copyright and license
information must be included.

https://medinform.jmir.org/2020/10/e20265 JMIR Med Inform 2020 | vol. 8 | iss. 10 [e20265 | p.24
(page number not for citation purposes)


http://dx.doi.org/10.1001/jama.284.7.835
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10938172&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-015-0162-6
http://dx.doi.org/10.1186/s12911-015-0162-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25991003&dopt=Abstract
http://dx.doi.org/10.1002/jhm.1929
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22447632&dopt=Abstract
http://dx.doi.org/10.1093/qjmed/94.10.521
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11588210&dopt=Abstract
https://bmccardiovascdisord.biomedcentral.com/articles/10.1186/1471-2261-14-97
http://dx.doi.org/10.1186/1471-2261-14-97
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25099997&dopt=Abstract
http://europepmc.org/abstract/MED/23696773
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23696773&dopt=Abstract
http://europepmc.org/abstract/MED/22973481
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22973481&dopt=Abstract
http://dx.doi.org/10.1097/SLA.0000000000001669
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26954897&dopt=Abstract
https://www.acpjournals.org/doi/10.7326/M14-0126?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.7326/M14-0126
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24474185&dopt=Abstract
https://medinform.jmir.org/2020/10/e20265
http://dx.doi.org/10.2196/20265
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33064106&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Livetd

Original Paper

Implementation of a Cohort Retrieval System for Clinical Data
Repositories Using the Observational Medical Outcomes
Partnership Common Data Model: Proof-of-Concept System
Validation

SijiaLiu, PhD; Yanshan Wang', PhD; Andrew Wen', MSc; Liwei Wang', MD, PhD; NaHong', PhD; Feichen Shen',
PhD; Steven Bedrick?, PhD; William Hersh®, MD; Hongfang Liu®, PhD

1Department of Health Sciences Research, Mayo Clinic, Rochester, MN, United States
2Department of Computer Science and Electrical Engineering, Oregon Health & Science University, Portland, OR, United States
3Department of Medical Informatics and Clinical Epidemiology, Oregon Health & Science University, Portland, OR, United States

Corresponding Author:

Hongfang Liu, PhD

Department of Health Sciences Research
Mayo Clinic

200 First Street SW

Rochester, MN, 55901

United States

Phone: 1 507 293 0057

Email: liu.hongfang@mayo.edu

Abstract

Background: Widespread adoption of electronic health records has enabled the secondary use of electronic health record data
for clinical research and health care delivery. Natural language processing techniques have shown promise in their capability to
extract theinformation embedded in unstructured clinical data, and information retrieval techniques provide flexible and scalable
solutions that can augment natural language processing systems for retrieving and ranking relevant records.

Objective: In this paper, we present the implementation of a cohort retrieval system that can execute textual cohort selection
queries on both structured data and unstructured text—Cohort Retrieval Enhanced by Analysis of Text from Electronic Health
Records (CREATE).

Methods: CREATE is a proof-of-concept system that leverages a combination of structured queries and information retrieval
techniques on natural language processing results to improve cohort retrieval performance using the Observational Medical
Outcomes Partnership Common Data Model to enhance model portability. The natural language processing component was used
to extract common datamodel concepts from textual queries. We designed ahierarchical index to support the common datamodel
concept search utilizing information retrieval techniques and frameworks.

Results:  Our case study on 5 cohort identification queries, evaluated using the precision at 5 information retrieval metric at
both the patient-level and document-level, demonstrates that CREATE achieves amean precision at 5 of 0.90, which outperforms
systems using only structured data or only unstructured text with mean precision at 5 values of 0.54 and 0.74, respectively.

Conclusions: Theimplementation and evaluation of Mayo Clinic Biobank data demonstrated that CREATE outperforms cohort
retrieval systemsthat only use one of either structured data or unstructured text in complex textual cohort queries.

(JMIR Med I nform 2020;8(10):€17376) doi:10.2196/17376
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Introduction

The widespread adoption of electronic health records has
enabled the use of clinical datafor clinical research and health
care delivery [1]. Many institutions have established clinical
data repositories in conjunction with cohort retrieval tools (eg,
Informatics for Integrating Biology & the Bedside) to support
the use of clinical data for research including retrospective
studies as well as feasibility assessment or patient recruitment
for clinical trials. However, electronic health record-based
clinica research has been hampered by poor research
reproducibility caused by the heterogeneity and complexity of
both health careingtitutions and el ectronic health record systems.

For structured electronic health record data, to ensure a
standardized and logically unified representation of electronic
health record data across multiple institutions (and across
multiple sites), many large-scaleclinical research networkssuch
as Accrual to Clinical Trials [2], Electronic Medical Records
and Genomics [3], and National Patient-Centered Clinical
Research [4] have adopted common data models aimed at
producing comparable and reproducible results with the same
research methods|[5,6]. Our prior investigation [ 7] demonstrated
the generalizability of one of the common data models, the
Observational Medical Outcomes Partnership (OMOP) Common
Data Model, in achieving structural and semantic consistency
of electronic health record data in multi-institutional research
with the Observational Health Data Sciences and Informatics
(OHDSI) program [7].

In electronic health records, a significant portion of relevant
patient information isembedded as unstructured text, and natural
language processing techniques such as information extraction
are critical when using these data for clinical research [8-11].
Many clinical natural language processing systems have been
developed to extract information from text for various
downstream applications [12,13] but have chalenges in
performance and portability [14-17]. Information retrieval, a
technique used in search engines for storing, retrieving, and
ranking documents from a large collection of text documents
based on users’ queries, can provide an alternative approach to
leverage clinical narratives for cohort retrieval as it is less
semantic-dependent and can involve end users in the loop
[18,19]. The combination of natural language processing and
information retrieval isapromising solution for cohort retrieval
from unstructured clinical text, and there are several review
articles [5,20] about information retrieval or natural language
processing techniques for case detection.

However, most of the current clinical data repository
implementations do not support searches on both structured and
unstructured text, seamlessly. An efficient and comprehensive
patient-level search engine on both structured and unstructured
data from electronic health record is, therefore, till highly
demanded by health care practitioners and researchers. In this
paper, we describe a proof-of-concept implementation of a
cohort retrieval system—Cohort Retrieval Enhanced by Analysis
of Text from Electronic Health Records (CREATE)—in which
the same query to search both structured (electronic health
record represented using the OM OP Common DataModel) and

http://medinform.jmir.org/2020/10/e17376/
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unstructured text (leveraging a concept extraction system) are
used. Cohort retrieval in CREATE is conducted in 2 phases:
the first phase filters patients using structured data, and the
second phase retrieves and ranks results at either a document
or a patient level. The functionality of the system was tested
using a previously assembled query collection [21] on acorpus
composed of the electronic health record data from the Mayo
Clinic Biobank cohort [22].

There are generally 2 approaches to search unstructured text
for purposes such as patient care, clinical research, and
traceability of medical care[23]. Thefirst approach isbased on
a text search. For example, the Electronic Medical Record
Search Engine (EMERSE) from the University of Michigan
[24] isafull-text search engine with the goal of facilitating the
retrieval of information for clinicians, administrators, and
clinical or translational researchersbased on clinical narratives.
However, EMERSE does not support queries using structured
electronic health record data such as demographic information,
lab tests, and medications. Dr. Warehouse, proposed by
Garcelon et al [25], is a free-text search engine using Oracle
Text to index its documents. The system is based on relational
databases and relies on ranking after retrieval, which may limit
its capability to deploy state-of-the-art information retrieval
methods such as best match 25 or Markov random fields. The
other approach to searching unstructured text is to extract
concepts using natural language processing systems. For
example, SemEHR [26] is a semantic search engine based on
aFast Healthcare Interoperability Resources[27] representation
of clinical semantic concepts extracted from a clinical natural
language processing system named Bio-YODIE. The system
showed a high performance in retrieving patients given queries
of single concepts, such as Hepatitis C and HIV, in local
electronic health record and lab test resultswhen eval uated with
the MIMIC-111 (Medical Information Mart for Intensive Care)
data set [26].

National NLP Clinical Challenges 2018 (Shared-Task Track 1)
[28] adso contributed to standardized evaluations of cohort
retrieval systemsfrom electronic health records. The evaluation
data set includes clinical narrative texts of 288 patients for
concept extraction, temporal reasoning, and inferencing. The
official evaluation indicated that the top systems used rule-based
and hybrid systems for the problems and led the directions of
future system development for similar tasks. The 2018 corpus
consists of semistructured and narrative text. The structured
data are provided via sections of semistructured text rather than
in structured formats. Therefore, cohort retrieval systems for
the 2018 corpus require additional components to handle the
semistructured metadata, which may not be applicable to
systems for real-world electronic health record data.

Several studies[29-31] have addressed the challenge of how to
represent textual cohort criteriaor queriesvia syntactic parsing
or sequence labeling. The main focuses of proposed methods
wereto providethe functions of automatic parsing and modeling
of textual queries of end-to-end retrieval systems. To further
extend querying to support the customization of parsed results
by end users, our cohort retrieval system has the following
design principles: (1) the adoption of common data models to
facilitate cohort retrieval using both structured and unstructured
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datafor multi-institutional research, (2) the flexibility and ability
to apply state-of-the-art information retrieval methods in the
retrieval system, (3) the incorporation of relevance judgment
for downstream machine learning-based cohort selection
methods, and (4) the generation of semantic annotationsduring
the indexing phrase to provide a real-time semantic search
experience.

Methods

Overview of System Architecture

An overview of our cohort retrieval system for clinical data
repositories is shown in Figure 1. Specifically, a textual query
isexpanded and divided, either automatically or manually, into
structured and unstructured data fields according to specific

Liuetd

clinical datarepository implementations. The query fulfillment
for structured data and unstructured text data are managed
differently: structured electronic health record data can be
retrieved from the corresponding clinical datarepositoriesusing
Structured Query Language (SQL) on a relational database
management system, and the unstructured electronic health
record data can be preprocessed by natural |anguage processing
and retrieved by leveraging information retrieval techniques.
Retrieved results can then be combined and aggregated for
clinical research applications, such as clinical trial feasibility
assessment or cohort identification. For cohort identification,
the retrieved and screened cohort can be treated as a weakly
labeled data set. Human relevance judgment is a potential
subsequent step to manually validate the results through chart
review.

Figure 1. Overview of CREATE's workflow. CDR: clinical data repository; CM: clinical modification; CPT: current procedures terminology; EHR:
electronic health record; ICD: International Classification of Diseases; NLP: natural language processing; OHDSI: Observational Health Data Sciences

and Informatics; RDBMS: relationa database management system.
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Adopting OMOP Common Data Model for Patient
Retrieval

To improve the interoperability and portability of our system
(use with disparate data sources), we adopted the OMOP
Common Data Model (version 5.3.1) [32] to index electronic
health record data. The hierarchical index structure of clinica
datarepositories using OMOP Common DataModel for cohort
retrieval is shown in Figure 2. The indexed tables include data
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Index
Unstructured

from both unstructured and structured sources, consisting of
extracted OMOP Common Data Model artifacts from
unstructured clinical notes and encounter information,
demographic information (represented as acommon datamodel
person), and diagnoses, procedures, and lab testsfrom structured
data. The distinction between structured and unstructured data
varies between different electronic health record systems. The
specifics of implementation in adopters may, therefore, differ
from those implemented in this study.
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Figure 2. Hierarchical index structure using the OMOP Common Data Model. NLP: natural language processing.
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Structured data such as procedures, diagnoses, lab tests, and
demographicsaredirectly queried from relational databasesand
loaded into theindex through an extract-transform-load process.
We map structured data to Unified Medical Language System
(UMLS) concept unique identifiers either through the usage of
mapping definitions already in the UMLS Metathesaurus [33]
(eg, ICD-9-CM or ICD-10-CM, Current Procedural Terminology
4, and SNOMED Clinical Terms) or through the use of natural
language processing (eg, local 1ab test codes). The conceptsare
subsequently mapped to equivalent OHDSI- or
OM OP-compliant vocabulary codesviaAthena (version 1.10.0;
OHDSI) standardized vocabularies [34].

The clinical texts from Mayo Clinic electronic health records
consisted of existing sections that provide brief descriptions of
a specific perspective from a patient encounter, such as social
history, diagnosis, and chief complaints. We chose to use the
document sections to index clinical text for cohort retrieval
based on the observation that whileretrieval at a sentence level
is insufficient for relevance judging relevance in the topic
collections that we investigated, document-level retrieval may
provide mostly irrelevant information.

Various common data model concepts were extracted via the
dictionary lookup component as entity mentions such as Drug,
Procedure, and SgnSymptomwith their concept identifiers (eg,
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RenderX

UMLS concept unique identifiers) by cTAKES (Apache
Software Foundation) [12] from clinical documents and
subsequently indexed into Elasticsearch (Elasticsearch BV). In
addition, the entity mention attributes such as negation,
certainty, and family history are stored in the field
term_modifiers.

Textual Query Formation

Natural language textua queries are fed into the same concept
extraction pipeline used for indexing. Similarly, the normalized
concepts and their associated attributes (eg, negation, certainty,
experiencer, or status) are extracted from the textual query.
Logical concepts such as must and must not are also used when
generating queries from the text for further parsing and
interpretation in the query backend. An example of the textual
guery modeling processisillustrated in Figure 3. In the query
“Adults with inflammatory bowel disease (ul cerative colitis or
Crohn's disease), who have not had surgery of the intestines,
rectum, or anus entailing excision, ostomy,” the natural language
processing component can detect and normalize the raw
mentions of “bowel disease” “ ulcerative colitis,” and “ Crohn’s
disease” into various coding systems including OHDSI IDs,
while the demographic information of “adults” and the list of
surgeries can be manually added as structured datafilters based
on the date of birth and Current Procedural Terminology 4
codes.
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Figure3. Textua query modeling example. CUI: concept uniqueidentifier; OHDSI: Observational Health Data Sciencesand Informatics; SNOMEDCT:
Systematized Nomenclature of Medicine—Clinical Terms; TUI: (semantic) type unique identifier.
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User Interface

We developed a web-based user interface for CREATE, the
details of which are described in Multimedia Appendix 1. All
the information extracted is shown to the users by subject for
potential insertion, modification, and deletion before query
execution. Since the natural language processing component
will suggest parsing results and map them into common data
model concepts, the users are expected to focus on configuring
the logistics between the extracted concepts and removing
generic concepts (eg, UMLS concepts of Drug or Treatment),
which do not require searching concepts among standard
vocabularies from various sources and are not time consuming.

Retrieval M ethods

CREATE uses Elasticsearch [35] as the search engine of the
backend information retrieval component. Since Elasticsearch
includes support for hierarchical queries of parent—child
relations, the hierarchical index architecture shownin Figure 2
allows for significant flexibility in query strategies. Patients
with a certain set of common data model concepts can be
retrieved and filtered during the query execution by one of the
structured fields (eg, encounter age), one of the unstructured
fields (eg, whether the patient has sections containing common
data model concepts from unstructured data), or both.

Given a document d and atextual query q, the set of common
data model concepts extracted from g can be represented as O
= {oy,...,05} Where o is a common data model concept. The
similarity score between d and o can then be represented as
5(d,0). The total score of each document for each query would
then be defined as:

E

Thefirst term on theright-hand side of the equation isthe mean
similarity of all common datamodel conceptsin the query. The
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second term is the similarity between the document and the
full-text query. In extreme use cases, the 2 terms can be
weighted to place more emphasis on the contribution of either
structured or unstructured data to the query. The patient-level
similarity score is the mean of the top 100 document scores.
The top rank threshold of 100 was selected based on our
experiments on top 10, 20, 50, and 100 from test query results
and may be subject to further tuning.

Functionality Assessment of CREATE

There are 2 aspects of the system design that require feasibility
assessment by real-world implementation for clinical data
repository.

First, the datamapping needsto be created specifically for each
clinical datarepository architecture. A site-dependent correlation
between clinical datarepository representation, OMOP Common
Data Model tables, and extracted natural language processing
concepts has to be established before the data can be indexed
into CREATE. Second, retrieved results need to be assessed to
validate that the proposed query modeling and retrieval methods
can generate meaningful retrieval results.

The performance was measured using the mean precision at 5
of 5 queries. As an evaluation of CREATE functionality, we
randomly sampled 5 queries from a previously curated query
collection [21,36] to evaluate CREATE through manual chart
review. The structured query used manualy transformed
ICD-9-CM or ICD-10-CM codes. There was no ranking of
relevance for the retrieved patients from structured electronic
health record data, thus we randomly selected 5 patients from
the relevant patients to be used as the top 5 in calculating the
precision at 5. Thetop 5 patients from unstructured text queries
and CREATE results were retrieved based on best match 25
[30]. A medical expert performed complete chart review on the
top 5 patients for each retrieval cohort. The patient relevancy
was scored into the 3 categories, definitely relevant, partially
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relevant, and not relevant, by the medical expert. Definitely
relevant, partialy relevant, and not relevant were assigned scores
of 1, 0.5, and O, respectively, for precision at 5 calculations.

Results

We implemented CREATE as afeasibility assessment tool for
the Mayo Clinic Biobank Rochester cohort, which is a
large-scale institutionally funded research resource initiated in
2009 with blood, electronic health record, and patient-provided
data on 45,613 Mayo Clinic Rochester patients who had
consented to participate. This resource has been used in awide
array of over 250 health-related research and clinical studies
[22]. In our experiments, we limited inclusion to patients with

Liuetd

at least one clinical note in their electronic heath record and
extracted the corresponding structured data.

After data extraction, we investigated and compared the
electronic health record system implementation at the Mayo
Clinic to OMOP Common Data Model tables. During the data
exploration stage, we found that the data elements under
corresponding tables were generally straightforward to map;
therefore, we show the mapping at the granularity of the table
level. Table 1 shows our mapping of several OMOP Common
Data Model tables to Mayo Clinic electronic health record
tables. The mapping used to transform named entity mention
types of the cTAKES-type system to common datamodel tables
isalsolisted in Table 1.

Table 1. Table-level mapping between OMOP Common Data Model and Mayo Clinic electronic health records.

OMOP? Common Data Model and Number of records ~ Vocabulary Natural language processing cTAKES-
Mayo Clinic clinical datarepository type system
Person
Demographics 45,613 _b —
Condition
Diagnosis 9,712,736 *  |CD-9-CMC . SignSymptom
. 1cD-10-cMd o  DiseaseDisorder
Procedures 13,014,264 CPT® Procedure
M easurement
Lab 15,719,203 Local code system Lab
Vital Signs — — VitalSigns
Drug_Exposure
DrugExposure — umLs Medication
Note
Clinical notes 68,198,499 — —

30MOP; Observational Medical Outcomes Partnership.
b Thereisno equivalent or no system is used for the equivalent concept.

%CD-9-CM: International Classification of Diseases, Ninth revision, Clinical Modification.
dICD—1(}CM: International Classification of Diseases, Tenth revision, Clinical Modification.

€CPT: Current Procedural Terminology.
fUMLS: Unified Medical Language System.

Table 2 lists the detailed description of the 5 queries and the
corresponding keywords used in themanual chart review process
for judging patient relevance. The queries were different from
the single condition criteria used to evaluate systems in some
of the related work with regard to the level of detail, logic, and
semantic complexity involved. The complete parsing results of
the structured part of the queriesand the CREATE query format
specification can be found in Multimedia Appendix 2 and
Multimedia Appendix 3, respectively.

http://medinform.jmir.org/2020/10/e17376/
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Precision at 5 results are shown in Table 3. The overall
comparison shows that CREATE, as a combination of systems
using structured and unstructured el ectronic health record data,
outperformed the systems based on using only one of structured
or unstructured el ectronic health record datafor full-text queries.
For each query, CREATE performs at least as well as the
systems using only structured or unstructured electronic health
record data.
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Table 2. Thelist of tested queries.

Liuetd

Query  Description Keywords

1 Adults with inflammatory bowel disease (ulcerative colitis or Crohn's Ulcerative colitis, Crohn's disease, excision, ostomy, rectal
disease), who have not had surgery of the intestines, rectum, or anusen-  prolapse, anal fistula, stricturoplasty resection
tailing excision, ostomy

2 Adults 18-100 years old who have a diagnosis of hereditary hemorrhagic  Osler-Weber-Rendu syndrome, hereditary hemorrhagic telang-
telangiectasia(HHT), whichisalso called Osler-Weber-Rendu syndrome.  iectasia

3 Children with localization-related (focal) epilepsy with simpleor complex  Epilepsy, partial seizure, neurology
partial seizures diagnosed before 4 years old who have had an outpatient
neurology visit.

4 Adults 18-70 years old with rheumatoid arthritis currently treated with  Rheumatoid arthritis biol ogic methotrexate abatacept, adalimum-
methotrexate who have never used a biologic disease-modifying an- ab, anakinra, certolizumab, etanercept, golimumab, infliximab,
tirheumatic drug (DOMARD). rituximab, tocilizumab, tofacitinib

5 Adults who have been treated with an angiotensin-converting-enzyme Benazepril, Lotensin, Captopril, Enalapril, Vasotec, Fosinopril,

(ACE) inhibitor and developed an associated cough, consistent with ACE

inhibitor—induced cough as an adverse effect of the medication.

Lisinopril, Prinivil, Zestril, Moexipril, Perindopril, Aceon,
Quinapril, Accupril, Ramipril, Altace, Trandolapril, Mavik,
cough, angiotensin-converting-enzyme (ACE) inhibitor

Table 3. Precision at 5 of sampled queries for electronic health record text.

Query Structured Unstructured CREATE? (unstructured and structured combined)
1 0.8 0.6 0.8

2 0.7 1.0 1.0

3 0.3 0.5 0.8

4 0.7 0.7 1.0

5 0.2 0.9 0.9

Mean 0.54 0.74 0.90

8CREATE: Cohort Retrieval Enhanced by Analysis of Text from Electronic Health Records.

Discussion

Principal Findings

CREATE is a proof-of-concept for leveraging the combination
of structured queries and information retrieval techniques to
improve cohort retrieval performancewhile adopting the OMOP
Common Data Model to enhance model portability. The
evaluation of theimplementation using sample queries supports
our hypothesis that using a combination of structured and
unstructured electronic health record data outperforms a
single-source system in determining the relevance, from an
input query, of any given patient electronic health record data
for a particular clinical application. CREATE was designed to
improve the efficiency of judging patient relevance, by shifting
from human-query judgment (pull) to system-feed judgment
(push).

Intuitively, the nature of the queries and how the query-related
data are presented in the clinical data repository significantly
impact the performance of the data source queried (ie, structured,
unstructured, and combined). For instance, one of the major
concepts in query 5 is treatment with angiotensin-converting
enzyme (ACE) inhibitors. It iseffectivefor information retrieval
methods on unstructured text to select patients with ACE
inhibitor—related cough, as the keywords ACE inhibitor and
cough usually co-occur in clinical text contexts as adverse drug

http://medinform.jmir.org/2020/10/e17376/

events. In contrast, it is challenging for structured data queries
inthisexperiment. In our clinical datarepository, the medication
information is present only as semistructured text generated by
computerized provider order entry without normalization into
structured data. Therefore, thereisno reliable way to obtain the
relevant cohort purely on structured data, which leads to very
low relevancy of the retrieved cohort. Such a limitation is
usually not critical when unstructured text are queried, because
most of the clinical data are either presented or summarized in
clinical notes.

However, when querying on acohort with age or gender criteria,
guerying solely on unstructured data cannot work effectively.
For example, even when the age is mentioned in query 3, al
theretrieved patients are adult patients rather than the expected
pediatric patients. This is caused by the lack of the extraction
the dates and ages from narrative texts, which is not a trivial
information extraction task. To build a reliable query system
for unstructured texts without providing metadata, such as date
of birth or age at encounter, usually requires corpus-dependent
engineering efforts to extract the dates and ages from narrative
text.

Limitations

This study has multiple limitationsthat may offer directionsfor
our future work. Our current functionality test is based on
5-query precision at 5 by one annotator, which is not sufficient
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to cover al cohort retrieval cases and longitudinal patient
condition scenarios. Though we acknowledge that a larger
number of queries on a fully-annotated patient cohort from
annotators and adjudicators would be very helpful in evaluating
the performance of the system, it is time consuming to judge
complete patient history, especially for negated conditions and
treatments (eg, to check if the patient does not have a certain
disorder or procedure). With the system in production, the
feedback of each study leveraging the system can be then
retained and analyzed for more comprehensive statistics of the
performance of the system.

When processing concepts without a global coding system,
concept mapping, such as that used in our solution, relies on
the output of natural language processing algorithms. Although
itisafast and straightforward solution, current natural language
processing tools cannot achieve the same level of accuracy as
human assigned codes. Complete mapping from a local
vocabulary requires extensive human efforts with data quality
assurance [37], thus it was not feasible within the scope of this
study. A solution for thisissueisto utilize value set repositories
to manage the concepts. Though aone-to-one mapping may not
be found in al semantic spaces, value set repositories can
provide a systematic way to manage the concept sets in
collections or aggregations [38].

There are also several potential approaches to further improve
theinformation retrieval component in this system'sframework.

Liuetd

We only used the out-of-box query algorithms to measure the
patient similarity and rank the relevancy in this study. More
advanced information retrieval methods can be applied to the
gueries such as case-based reasoning [ 39-41], pseudo relevance
feedback [42], and different ranking models [43,44]. Though
the equal weights of common data model concepts and raw text
provide information from both sides, the weights can be tuned
to meet different retrieval perspectives and demands.

Conclusion

We devel oped CREATE, an end-to-end patient-level information
retrieval system, with the ability to query both structured and
unstructured data by leveraging the OMOP Common Data
Model. Implementation and functionality assessment on Mayo
Clinic Biobank demonstrated that CREATE outperforms cohort
retrieval systems that use only one of either structured or
unstructured datain complex textual cohort queries. The source
code of the CREATE can be found at Multimedia Appendix 4.

In the future, we will refine the evaluation process by adding
more query topics and larger cohort of manual chart reviews.
An active learning component will be added to the system to
enable human-in-the-loop analysis on the system-screened
cohort to further improve the efficiency of relevance judgment.
In doing so, both machine learning—based or rule-based cohort
identification algorithms could be deployed and evaluated in
real time. This could potentialy then be extended to an
active-learning cohort-identification framework [45].
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Abstract

Background: The cluster detection of health care—associated infections (HAIS) is crucial for identifying HAI outbreaksin the
early stages.

Objective: We aimed to verify whether multisource surveillance based on the process datain an area network can be effective
in detecting HAI clusters.

Methods: We retrospectively analyzed the incidence of HAIs and 3 indicators of process data relative to infection, namely,
antibiotic utilization rate in combination, inspection rate of bacterial specimens, and positive rate of bacterial specimens, from 4
independent high-risk units in a tertiary hospital in China. We utilized the Shewhart warning model to detect the peaks of the
time-series data. Subsequently, we designed 5 surveillance strategies based on the process data for the HAI cluster detection: (1)
antibiotic utilization rate in combination only, (2) inspection rate of bacterial specimens only, (3) positive rate of bacterial
specimens only, (4) antibiotic utilization rate in combination + inspection rate of bacterial specimens + positive rate of bacterial
specimensin parallel, and (5) antibiotic utilization rate in combination + inspection rate of bacterial specimens + positive rate of
bacterial specimensin series. We used the receiver operating characteristic (ROC) curve and Youden index to eval uate the warning
performance of these surveillance strategies for the detection of HAI clusters.

Results: The ROC curves of the 5 surveillance strategies were located above the standard line, and the area under the curve of
the ROC was larger in the parallel strategy than in the series strategy and the single-indicator strategies. The optimal Youden
indexes were 0.48 (95% CI 0.29-0.67) at athreshold of 1.5 in the antibiotic utilization rate in combination—only strategy, 0.49
(95% CI 0.45-0.53) at athreshold of 0.5 in the inspection rate of bacterial specimens—only strategy, 0.50 (95% CI 0.28-0.71) at
athreshold of 1.1 in the positive rate of bacterial specimens—only strategy, 0.63 (95% Cl 0.49-0.77) at a threshold of 2.6 in the
paralld strategy, and 0.32 (95% Cl 0.00-0.65) at athreshold of 0.0 in the series strategy. The warning performance of the parallel
strategy was greater than that of the single-indicator strategies when the threshold exceeded 1.5.

Conclusions: The multisource surveillance of process data in the area network is an effective method for the early detection of
HAI clusters. The combination of multisource data and the threshold of the warning model are 2 important factors that influence
the performance of the model.
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Introduction

Health care—associated infections (HAIs) areasocially sensitive
and important public health issue that threatens patient safety,
prolongs hospital stays, and increases economic burden. The
incidence of HAIs in developed countries is 2%-6%, and in
developing countriesit is 12.6%-18.9% [1]. In China, the extra
medical expenses per HAI patient varied from 9725 to 18,909
RMB (US $1427 to 2775) [2], and the total medical costs due
to HAI have increased by nearly 70% [3]. Outbreaks are the
main manifestation of therisk of HAls, asHAIsare contagious,
and approximately 2%-10% of HAI cases occur in the form of
outbreaks [4]. In the past 40 years, there have been 465 major
HAI outbreak eventsin China, with an average of 11.6 outbreak
events annually reported by the media [5,6]. Because a
significant number of HAI outbreaks have not been detected or
reported in atimely manner, the severity of HAI outbreaksin
Chinaislikely to be seriously underestimated.

The key to establishing amethodology for HAI prevention and
control isto develop areliable outbreak warning system based
on surveillance. To identify HAI outbreaks, HAI clusters must
first be detected and then confirmed through epidemiological
investigations. Therefore, detecting aggregated HAI cases is
crucia to establishing a sound early warning system for HAI
outbreaks. Traditional HAI surveillance is a form of passive
monitoring, which relies on case reports by clinicians. However,
owing to the compliance of clinicians with case reporting and
the delay in HAI diagnosis, the timeliness of surveillance and
warning for HAI outbreaksis limited.

In this paper, process data refer to the continuous, traceable,
and basic information on patients who are admitted to hospitals;
these data can be collected automatically by a search engine
based on the local area network of the hospital. The proposed
process data surveillance would be aform of active monitoring,
which would not rely on delayed case reports. Therefore, the
use of infection-related process data to detect the aggregation
of HAI casesislikely to be areliable method of early warning
for HAI outbreaks. In recent years, the rapid development of
information technology has led to a noticeable improvement in
process data collection. Consequently, automated surveillance
using process data related to infections has become a widely
researched topic among the researchers of early warning systems
for HAI outbreaks.

Recent studies have used alarge amount of process datarelated
to infections to identify HAI clusters [7-12]. However,
surveillance that relied on a single indicator of process data
limited the accuracy of HAI cluster detection because a solo
process indicator was not sufficiently specific to reflect the
occurrence and progress of infections. Some studies have
confirmed that multisource surveillance for health-related data
could improve the accuracy and timeliness of outbreak warning
for infectious diseases [13,14]. Therefore, we considered that

http://medinform.jmir.org/2020/10/e16901/

if avariety of process indicators related to infections could be
combined for surveillance, the accuracy of the detection of HAI
clusters could aso be improved.

In a previous study [15], we assessed the performance and
feasibility of automated cluster detection of multidrug-resistant
organism—related HAIs using data on antibiotic use. In this
study, we conducted an integrated surveillance of 3 process
indicators using an el ectronic records information system based
onthelocal areanetwork of the hospital, including the antibiotic
utilization rate in combination, inspection rate of bacterial
specimens, and positive rate of bacterial specimens. We then
analyzed the different combinations of the warning signals of
these multisource process surveillance datato verify their early
warning capability for HAI cluster detection.

Methods

Study Design and Setting

This was a retrospective observational study. The time series
dataof HAI incidences and the 3 indicators of processdatawere
collected from 4 HAI high-risk unitsin Wuhan Union Hospital
(WHUH). WHUH is atertiary hospital in Wuhan, China, with
a 5000-bed capacity. The process data, in this study, included
the antibiotic utilization rate in combination, inspection rate of
bacterial specimens, and positive rate of bacterial specimens
from the 4 units with the highest HAI incidences. All data
presented arefrom January 1, 2017, to June 28, 2019. Indicators
were collected weekly at the unit level.

Surveillance and demographic data are available in the
Real-Time Nosocomia Infection Surveillance System
(RT-NISS) database. Briefly, the RT-NISS is seamlessly
connected with several eectronicinformation systems, including
the hospital information system, laboratory information system,
and other information systems in the local area network of the
hospital. The infection-related process data are extracted and
stored in real time in the database. The details of the RT-NISS
database have been previously described [16].

Indicator s of Process Data

All indicators in this study were obtained from the RT-NISS
database. The process data associated with antibiotic use and
bacterial culture were automatically extracted from data sets
containing doctor’ s advice and nursing records by the RT-NISS
using web mining and web crawler technology. The 3 process
dataindicatorsin this study were cal culated weekly within each
unit.

The antibiotic utilization rate in combination was determined
to be the proportion of the number of admitted patients who
used more than 1 antibiotic (n) divided by the total number of
admitted patients (N), that is, antibiotic utilization rate in
combination = n/N x 100%,; the inspection rate of bacterial
specimenswas cal cul ated as the number of specimensthat were
collected for bacterial testing (i) divided by the number of
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admitted patients (N), that is, inspection rate of bacterial
specimens = i/N; the positive rate of bacterial specimens was
calculated as the number of positive specimens with cultured
bacteria (p) divided by the number of specimens collected for
bacterial testing (i), that is, positive rate of bacterial specimens
= pl/i x 100%.

Fanetd

Data on the prescribed oral and intravenous antibiotics were
collected, whiletopical antibioticswere excluded from the data
collection. The sputum of bacterial culture included throat
secretion, urine, blood, stool, pleura effusion, cerebrospina
fluid, ascites, and venous catheter, among others. Repeated
samplesfrom each individual were excluded. The dataextraction
process of the variables (N, n, i, and p) used to calculate the
process indicators is shown in Figure 1.

Figurel. Theflow diagram of dataextraction process of the variables used to calculate the processindicators. RT-NISS: Real-time nosocomial infection
surveillance system; AUR: Antibiotic utilization rate in combination; IRS: Inspection rate of bacterial specimens, PRS. Positive rate of bacterial
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Identification of HAI Cases

HAI cases were identified according to the diagnostic criteria
for HAIs, which wereissued by the Ministry of Health of China
in 2001 [17]. The HAI case findings were documented weekly
by ahospital infection management team. The hospital infection
management team comprised clinicians, nurses, and full-time
infection control practitioners. All memberswithin the hospital
infection management team independently reviewed theclinica
records of the patientsto include reports of illness, microbiology
data, antibiotic data, imaging reports, and results of clinical
laboratory tests, and HAI caseswereidentified after the hospital
infection management team members reached a consensus. The
weekly HAI incidence was measured as the number of new HAI
casesin aweek divided by thetotal number of inpatientsin that
week.

Warning Detection M odel

In this study, the time series data sets of each surveillance
indicator were analyzed using the Shewhart warning model,
which is a common statistical process control for detecting
clusters. We used a 4-week moving average of time series data
in the Shewhart model, considering the inpatient’s average
length of hospitalization and the epidemiologic characteristics
of infected patients. We then used the data from the nearest 4

http://medinform.jmir.org/2020/10/e16901/

RenderX

Extract a specimen

L - R
Include positive ‘\'ES/ AWhether the-_
specimen into < specimen was
N .
Database 4 ct!Q\u‘e- positiyé ?
/

had bacterial

o 9 antibiotics use?
culture records

| Yes
‘ Yes Y
Whether No Whether medication
inspection time No period was in the target

i i . .7
was in the target time periods?

fime periods? -
Yes

Whether the number of
antibiotic varieties within

the target time periods
=1?

No '
Yes

Whether all
patients in
Database I have
been judged?

Count the total
number of patients | Yes
in Database 2 )

(®*)
= Include this
patient into
Database 2

weeks before the current week asthe dynamic warning baseline
of the Shewhart model. Finally, the Shewhart warning statistics
(S for each week were calculated using the mean and SD of
the dynamic baseline data sets according to the following
formula

S=(X; — Hp/oy

where X; is the observation value at week t; |, and o, are the
mean and SD of the observation valuesfor the warning baseline
from week t—4 to week t-1, respectively. The warning signal
at week t was generated when S; exceeded the threshold.

An HAI cluster is considered to exist when a group of HAIs
occurs closely together in a health care unit, so the previous
warning threshold of an HAI cluster was based on the statistical
variations in the frequency. The Shewhart model with a
threshold of 2.0 was used for detecting HAI clustersin WHUH
according to the Guideline of Control of Health Care-Associated
Infection Outbreak [18]. Thisimplies that awarning signal for
an HAI cluster was generated when the 4-week moving average
of HAI incidence at the current week exceeded the mean plus
2 SDsof the past 4 weeks. We used 51 thresholds (0.0-5.0, steps
of 0.1) to detect process data clusters to explore the optimal
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threshold of the Shewhart warning model for process data
warning.

Warning Strategies for Process Data

We designed 5 warning strategies of process indicators based
on the combination of 3 single-indicator warning strategies: (1)
antibiotic utilization rate in combination only, (2) inspection
rate of bacterial specimensonly, and (3) positiverate of bacteria
specimens only, and 2 multi-indicator warning strategies, (4)
antibiotic utilization rate in combination + inspection rate of
bacterial specimens + positive rate of bacterial specimens in
paralel, and (5) antibictic utilization rate in combination +
inspection rate of bacterial specimens + positive rate of bacterial
specimens in series. The parallel warning signal is generated
once any subindicator generatesasignal, and the serieswarning
signal isgenerated only when all subindicators generate signals
during the same period.

Comparison of Warning Signals of Process Data With
HAI Incidence

We used the consistency of warning signals between the HAI
incidence and process datato eval uate the warning performance
for HAI cluster detection. The warning signals of the process
datawere considered asthe test and those of the HAI incidences
asreferences. The early warning signal was defined asthe signal
of process data generated earlier than the signal of HAI
incidence within the 4-week period. Accordingly, we cal culated
the sensitivity, specificity, and Youden index under each
threshold of processdatafor the early detection of HAI clusters.
Furthermore, the receiver operating characteristic (ROC) curve
of the process data for the early detection of the signals of HAI

http://medinform.jmir.org/2020/10/e16901/
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clusters was plotted using sensitivity and 1-specificity under
51 thresholds (0.0 to 5.0, steps of 0.1). Youden index was used
to evaluate the comprehensive warning performance for HAI
cluster detection under each threshold.

Sensitivity = Number of HAI cluster signals detected by the
early warning signals/Total number of HAI cluster signals

Specificity = Number of weeksthat signal generated neither in
HAI incidence nor in process indicatorsNumber of weeks that
no signal generated in the HAI incidence

Youden index = Sensitivity + Specificity—1
Statistical Analysis

The one-way analysis of variance was used to compare the
differences between the mean values, and a chi-square test was
used to compare the differences between the proportions among
the 4 independent units. A statistical evaluation of Youden index
among the warning strategies in each threshold was performed
using the paired samples t test. A P-value of .05 or less was
considered statistically significant in all analyses.

Results

Demographic Characteristics

A total of 23,119 patients were admitted to the 4 HAI high-risk
unitsin WHUH during the study period. The hospital infection
management team diagnosed 1503 HAI cases. The HAI
incidencein these high-risk unitsranged from 5.36% (462/8618
patients) to 9.06% (316/3489 patients). Statistically significant
differenceswere observed in all demographic characteristics of
patients among the 4 HAI high-risk units (Table 1).
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Table 1. Demographic characteristics of inpatientsin the 4 high-risk units in Wuhan Union Hospital during the surveillance period.

Characteristics Total High-risk unit P vaue
Unit 1 Unit 2 Unit 3 Unit 4

Participants (N) 23,119 8618 7414 3598 3489
Male, n (%) 13,153(56.9) 4679 (54.3) 4284(57.8) 2117(588) 2073(59.4)  <.001
Agein years, mean (SD) 44.9 (21.7) 473(16.3) 341(259) 511(15.1) 55.6(19.5) <.001
Hospitalization days, mean (SD) 196(26.2)  152(323) 241(155) 16.1(131) 246(341) <001
Surgical procedure, n (%) 13,747 (59.5) 3459 (40.1) 6386 (86.1) 1503(41.8) 2399 (68.8) <.001
Mechanical ventilation, n (%) 10,496 (45.4) 371 (4.3) 6828 (92.1) 227(6.3) 3077(88.2)  <.001
Central venous catheter, n (%) 8485 (36.7) 353 (4.1) 6643 (89.6) 450(12.5) 1026 (29.4) <.001
Urinary catheter, n (%) 17,779(76.9) 5378(62.4) 7051(95.1) 1979(55.0) 3370(96.5)  <.001
Heslth care-associated infection, n (%) 1503 (6.5) 462 (5.4) 418 (5.6) 307(85) 316(9.1) <.001
Antibiotics used, n (%) 18,124 (78.4) 4736 (55.0) 7214(97.3) 2749(764) 3425(98.2)  <.001
Antibiotic days, mean (SD) 10.7 (11.3) 5.6 (8.7) 13.2(8.6) 109 (12.1) 17.6(15.1) <.001
Antibiotics used in combination, n (%) 6356 (27.5)  1010(117) 1895(25.6) 1166(32.4) 2285(655)  <.001
Antibiotic days in combination used, mean (SD) 2.7 (6.6) 1.0(35) 22(5.2) 3.6(8.1) 7.2(10.3) <.001
Microbiological test, n (%) 6040 (26.1)  1415(16.4) 1596(215) 1262(35.1) 1767(50.6)  <.001
Microbiological test with positive result, n (%) 3129 (13.5) 728 (8.4) 677 (9.1) 632 (17.6) 1092 (31.3) <.001

Microbiological specimens 43,070 11,785 8685 5647 16,953
Positive, n (%) 10,086 (234) 2600 (22.1) 1551(17.9) 1927(34.1) 4008 (236)  <.001

Isolated strains 11,808 3070 1679 2326 4733
Acinetobacter baumannii, n (%) 3430 (29.0) 769 (25.00 456 (27.2) 319(13.7) 1886(39.8) <.001
Saphylococcus aureus, n (%) 1683 (14.3) 581 (18.9) 88(5.2) 535(23.0) 479(10.1) <.001
Pseudomonas aeruginosa, n (%) 1214 (10.3) 362(11.8) 219(13.0) 126(54) 507 (10.7) <.001
Klebsiella pneumonia, n (%) 1076 (9.1) 326(10.6) 166 (9.9) 322(13.8) 262 (5.5) <.001
Saccharomyces albicans, n (%) 792 (6.7) 148 (4.8) 159 (9.5) 176 (7.6) 309 (6.5) <.001
Escherichia coli, n (%) 624 (5.3) 119 (3.9) 78 (4.6) 223(9.6) 204 (4.3) <.001
Other, n (%) 2989(25.3)  765(24.9) 513(30.6) 625(26.9) 1086(22.9)  <.001

Surveillance and Cluster Detection

The time series charts of the 3 process indicators and HAI
incidences for all units are shown in Figure 2, as well as in
Multimedia Appendix 1. The fluctuations of the time seriesin
the process data are generally synchronous with those in HAI
incidence. For the HAI cluster detection using the Shewhart
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warning model in each unit, there were 20 signals generated in
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inunit 4. These HAI cluster signals were compared with those
of the process data warning at each threshold. An example of
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Figure2. Thetime-seriescharts comparison of processdatawith HAI incid
IRS: Inspection rate of bacterial specimens; PRS: Positive rate of bacterial

a. HAI vs AUR
7
6
5

Incidence (%)
[=] — (%] £

3
Wi

S 5
o 4
2
5
=l
2
= 2
1
0
SENEESEEHET
W
c. HAI vs PRS
7
6
~—
g s
(5]
[*]
5
=
2
1
0
TSEeNEIESLALRT
W

War ning Detection Evaluation

According to the definition of early warning signals, the ROC
curves of 5 warning strategies for early detected HAI cluster
signals were plotted using scattered points of 51 thresholds.
Figure 3 depictsthe overall ROC curves of processdatawarning
for detecting HAI cluster signals across the 4 units. Generally,
all ROC curvesarelocated above the standard line, and the area
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under the ROC curve is larger in the parallel warning strategy
than in the single-indicator warning strategies and the series
warning strategy.

Theoptimal Youden index for the early detection of HAI cluster
signals was higher in the parallel warning strategy than in any
other warning strategies. Specificaly, the optima Youden
indexes were 0.48 (95% CI 0.29-0.67) at athreshold of 1.5 for
antibiotic utilization rate in combination only, 0.49 (95% ClI
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0.45-0.53) at athreshold of 0.5 for inspection rate of bacterial
specimens only, 0.50 (95% CI 0.28-0.71) at athreshold of 1.1
for positive rate of bacterial specimens only, 0.63 (95% ClI
0.49-0.77) at athreshold of 2.6 in the parallel strategy, and 0.32
(95% CI 0.00-0.65) at athreshold of 0.0 in the series strategy.
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Figure 4 illustrates the overal curves of the Youden index
variation with the warning thresholds across the 4 units. A
threshold of 1.5 wasthe demarcation point of Youden index for
judging the superiority between the parallel warning strategy
and the single-indicator warning strategies.

Figure 3. The ROCs of five warning strategies of process data for identifying signals of HAI clusters. Fifty-one thresholds (0.0 to 5.0 step by 0.1) were
used for detecting clusters of process data. Dots indicate the sensitivities and 1-specificities for each threshold. AUR: Antibiotic utilization rate in
combination; IRS: Inspection rate of bacterial specimens; PRS: Positive rate of bacterial specimens.
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Table 2 shows the mean difference in Youden index between
the warning strategies. When the threshold of the Shewhart
model was less than or equal to 1.5, Youden indexes in the
single-indicator warning strategies were higher than those in
the parallel warning strategy, and those of inspection rate of
bacterial specimensonly and positive rate of bacterial specimens
only were better than that of antibiotic utilization rate in
combination only; however, when the threshold was greater

Fanetd

than 1.5, Youden indexes in the parallel warning strategy were
higher than that in the single-indicator warning strategies, and
Youden index of antibiotic utilization rate in combination only
was better than those of inspection rate of bacterial specimens
only and positive rate of bacterial specimens only. In addition,
under most thresholds, Youden indexes in the series warning
strategy were lower than those in the single-indicator warning
strategies and parallel warning strategy.

Table 2. Threshold-matched comparison of Youden index of early warning detection for health care-associated infection clusters.

Threshold and comparison Mean difference of Youdenindex (95%Cl) t df (n-1) P value
Overall (from 0.0t05.0)
IRS?— PRSP -0.011 (-0.023 to 0.002) -1.877 203 062
IRS — AURC -0.062 (-0.085 to —0.038) -5206 203 <.001
PRS-AUR —-0.051 (-0.072 to —0.030) -4.797 203 <.001
IRS — Perallel —-0.124 (-0.155 t0 —0.093) —7.856 203 <.001
PRS- Parallel -0.112 (-0.142 t0 —0.083) —7.450 203 <.001
AUR - Paraléd —0.062 (-0.085 to —0.038) -5.234 203 <.001
IRS — Series 0.230 ( 0.206 to 0.254) 18.643 203 <.001
PRS — Series 0.241 ( 0.218 to 0.264) 20.701 203 <.001
AUR — Series 0.292 (0.27310 0.311) 29.654 203 <.001
Threshold < 1.5 (from 0.0to 1.5)
IRS—PRS 0.002 (—0.019 to 0.023) 0.155 63 .878
IRS—-AUR 0.033 (0.001 to 0.065) 2.033 63 .046
PRS-AUR 0.031 (0.008 to 0.054) 2711 63 .009
IRS — Perallel 0.161 (0.131 t0 0.191) 10.646 63 <.001
PRS- Parallel 0.159 (0.131 t0 0.187) 11.217 63 <.001
AUR - Paraléd 0.128 (0.102 to 0.153) 10.037 63 <.001
IRS — Series 0.309 (0.270 to 0.348) 15.851 63 <.001
PRS — Series 0.308 (0.266 to 0.349) 14.750 63 <.001
AUR — Series 0.276 (0.238 t0 0.314) 14.489 63 <.001
Threshold > 1.5 (from 1.6t05.0)
IRS—PRS —-0.017 (-0.031 to —0.003) —2.368 139 .019
IRS—-AUR —-0.105 (-0.133 t0 —0.077) —7.388 139 <.001
PRS-AUR —-0.088 (-0.115 to —0.062) -6.614 139 <.001
IRS — Perallel —0.254 (-0.272t0 -0.235) —26.475 139 <.001
PRS- Parallel —-0.237 (-0.255t0 -0.218) —25.011 139 <.001
AUR - Paralée —-0.148 (-0.167 to —0.130) -15.637 139 <.001
IRS — Series 0.194 (0.165 to 0.223) 13.217 139 <.001
PRS — Series 0.211 (0.184 t0 0.237) 15.818 139 <.001
AUR — Series 0.299 (0.277 t0 0.322) 26.259 139 <.001

3 RS: inspection rate of bacterial specimens.
bPRs: positive rate of bacterial specimens.
CAUR: antibictic utilization rate in combination.
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Discussion

Principal Findings

In this study, we retrospectively analyzed the time series
surveillance datain 4 HAI high-risk unitsin WHUH to evaluate
the early warning performance of 3 processindicators (antibiotic
utilization rate in combination, inspection rate of bacterial
specimens, and positive rate of bacteria specimens) for detecting
HAI clustersunder different warning strategies. The ROC curves
of al warning strategies are located above the standard line,
indicating that surveillance based on process data was able to
detect HAI clusters. Unit-specific results manifested similar
outcomes in the 4 independent high-risk units, suggesting a
universal warning capability of process data surveillance for
HAI cluster detection. However, the accuracy of warningsvaried
in different units, mainly owing to the differencesin population
characteristics, antimicrobial utilization behaviors, and
pathogenic spectrum.

Based on the correlation between process indicators and
infections, process indicators have been used to detect HAI
cases and outbreaks. In Freeman's review of research progress
inelectronic HAI surveillance[19], 77% (34/44) of studies used
electronic medical records to detect HAI cases. In another
review of the automated detection of HAI outbreaks, 62%
(18/29) of studies used microbiological data to detect HAI
outbreaks [9]. For example, Fournier et a [10] demonstrated
that the consumption of antibioticsfor Pseudomonas aeruginosa
infection could identify 3 epidemicsof P. aeruginosainfections
in a burn center [10]. Carron et a [20] suggested that the
prospective electronic surveillance of drug consumption could
identify the outbreaks of P. aeruginosainfectionsin the absence
of routine traditional surveillance. Moreover, a recent
retrospective study in the United States revealed that 9 HAI
outbreaks between 2011 and 2016 were successfully detected
viadatamining of the electronic medical records database, and
the earliest warning signa in one of the outbreaks could be
generated when the second HAI patient was diagnosed [12]. In
a study conducted in 2 hospitals in France, researchers used a
space-time permutation scan statistics model to analyze the
microbial data in the WHONET system and successfully
detected several HAI outbreaks[11].

Combining multiple independent indicators together to detect
HAI clusters would be a new research direction for the early
warning of HAI outbreaks. Informati zati on technol ogy provides
a convenient tool for the real-time surveillance of multisource
process data. Because process indicators are nonspecific for
infections, monitoring a single indicator alone cannot fully
reflect the occurrence and progression of an HAI, which may
limit the accuracy and timeliness of HAI detection. To overcome
this problem, a combination of multiple nonspecific indicators
provides more infection-related information, which could be
expected to improve the early warning performance of HAI
detection. Thishypothesiswas confirmed in our study. The area
under the ROC curve was higher for the multi-indicator parallel
warning strategy than al other single-indicator warning
strategies, indicating that the combined monitoring of multiple
process indicators improves the performance of HAI cluster
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detection. Furthermore, other researchers have proposed similar
views. Spolaore et a [21] suggested that the combination of
multiple surveillance indicators improved the accuracy of
surgical site infection detection. In their study, the positive
predictive values for detecting surgical site infections using
discharge codes a one or microbiology reports alone were only
70%, but the positive predictive value increased to 97% when
these 2 indicators were used in combination.

It is worth mentioning that the combination of multiple
indicators is an important factor that affects the accuracy of
HAI cluster detection. In our study, compared with the
single-indicator warning strategies, the area under the ROC
curve was increased when using the parallel warning strategy
but decreased when using the series warning strategy. The
results of a Youden index comparison exhibited the same
situation: the average value of Youden index under each
threshold in the parallel warning strategy was greater than those
in the single-indicator warning strategies, but the average value
of Youden index under each threshold in the series warning
strategy was lower than those in the single-indicator warning
strategies. In general, the combination of multipleindicatorsin
parallel could improve the sensitivity of warnings but decrease
their specificity. Conversely, the combination of multiple
indicators in series could improve the specificity of warnings
but reduce their sensitivity. This situation was also examined
by Bouzbid et a [22]. The sensitivity and specificity for HAI
identification using the indicator of a drug prescriptions
algorithm alone were 82.3% and 66.7%, respectively, and those
using theindicator of the microbiological algorithm alonewere
94.0% and 77.3%, respectively. Furthermore, when these 2
indicators were combined in parallel, the sensitivity increased
to 99.3%, but the specificity decreased to 58.6%. When these
2 indicators were combined in series, the sensitivity reduced to
77.0%, and the specificity increased to 87.3%.

Thethreshold of the warning model is another important factor
affecting the performance of HAI cluster detection. In
prospective surveillance and warning, it was necessary to
consider the risk severity and preventive costs of HAI clusters.
The threshold of the warning model should be set according to
the demand for warning sensitivity and the costsfor responding
to warning signals. From our results of the Youden index
variation with the thresholds of the warning model in Figure 4,
we found that when the threshold of the Shewhart model was
1.5 or less, the performance of the parallel warnings for HAI
clusters was lower than that of the single-indicator warnings.
Only when the threshold was greater than 1.5, the performance
of the parallel warnings overtook the single-indicator warnings.
Theoretically, alow threshold is prone to higher sensitivity and
lower specificity for warnings, whereas ahigh threshold isprone
to lower sensitivity and higher specificity. Owing to the
opposing relationship between sensitivity and specificity, the
maximum value of Youden index, which comprehensively
considers sensitivity and specificity, could be regarded as an
alternative criterion for determining the optimal threshold. Our
results indicated that Youden index of parallel warnings was
optimal at athreshold of 2.6. In addition, the optimal Youden
index of parallel warnings exceeded that of single-indicator
warnings, furthermore, the optimal Youden indexes of
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single-indicator warnings were higher than those of the series
warnings. This result again proves that the parallel warning
strategy could improve the performance of HAI cluster
detection, while the series warning strategy reduced it.

Previous studies have reported some available novel methods
for HAI outbreak detection, mainly including (1) exploration
of new monitoring objects, (2) innovation of statistical models,
and (3) application of intelligent algorithms.

A French project consortium confirmed the feasibility of natural
language processing for automatic HAI detection in hospital
facilities by developing a natural language processing solution
for detecting HAI events in electronic medical records. The
overall sensitivity and specificity of the automatic detection of
HAIlswere 83.9% and 84.2%, respectively [23]. This detection
efficiency is similar to that of the multisource surveillance of
process data in our study. Another study reported a novel
statistical process control chart using Twitter's anomaly and
breakout algorithm to detect anomalous HAI surveillance data.
It appeared to work better than the statistical process control
chartsin the context of seasonality and autocorrelation, showing
an available algorithm for anomalous HAI detection [24]. In
addition, Adhikari et al [25] introduced an efficient data- and
model-driven algorithm to detect HAI outbreaks. They designed
anear-optimal algorithm to obtain the monitoring data sets and
simulated the spread of Clostridiumdifficile infection in
hospitals. Their algorithm displayed a high sensitivity of 95%
for HAI outbreak detection according to data simulation, better
than many natural heuristics. In addition, researchers in the
Ourense University Hospital Complex (Spain) developed the
INNOCBR system for HAI surveillance based on the
implementation of intelligent diagnosis for HAIs. Similar to
our RT-NISS, the INNoCBR was established using databases
of microbiology and pharmacy, but the difference is that it
integrates an intelligent diagnostic module into the acquisition
process module. The INNoCBR achieved asensitivity of 70.83%
and a specificity of 97.76%, displaying an acceptabl e detection
performance for HAI surveillance [26]. In general, exploring
high-quality monitoring dataand an intelligent detection model
would bethe main direction of HAI detectionin future research.

Some limitations regarding the generalizability of the findings
in this study must be addressed. First, afalse correlation likely
exists in the warning signals between process data and HAI
incidence. This study was a retrospective analysis based on
historical surveillance data; thus, the correlation of warning
signals between the process dataand HA | incidence wasjudged
according to the signal’stime and place, lacking epidemiological
investigation. Therefore, the applicability of our resultsrequires
further research in prospective surveillance.

Second, the process indicators used in our study were atype of
nonspecific data, which could provide limited information
regarding the occurrence and progress of infections, so it is
susceptible to generating negative signals when these
nonspecific indicators are used to detect HAI clusters. Although
the multiple indicators combined in parallel could improve the
warning performance for detecting HAI clusters, they also
increased the number of negative signals, resulting in excessive
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costs for responding to these false warning signals.
Consequently, multisource surveillance based on process data
could not completely replace the traditional case surveillance
at present, and it would be an auxiliary method for detecting
disease cases or clusters.

Finally, surveillance noise is an inevitable problem in the
automatic surveillance systems based on process data. In fact,
automated monitoring is a process of automatically retrieving,
identifying, and collecting the formatted data from databases
using computer technol ogy. Although automatization improved
surveillance efficiency, it wasinevitabl e that some confounding
information would be mixed into surveillance data. Because
these confounding data, which add noise to surveillance, were
usualy stored in an unstructured form, it was difficult to
automatically wash and refine them in our RT-NISS system.
For example, the data on prophylactic medication and
therapeutic medication for community infections were mixed
into the indicator of antibiotic utilization rate in combination.
In addition, some repeated cultures of blood specimens were
mixed into the indicators of inspection rate of bacterial
specimens and positive rate of bacterial specimens because
blood specimens from adults were collected in 2-3 sets each
timefrom different puncture pointsin WHUH, according to the
Operating Procedures of Blood Culture for Clinical
Microbiology Laboratory, as issued by the National Health
Commission of China. Although these confounding noises could
affect the performance of HAI cluster detection, we considered
that manually washing and refining them was
time-/labor-consuming, and this is contrary to the intention of
automatic early warning. In fact, considering that infection
control practitioners could investigate warnings more easily in
the hospital than in the community, we suggest that it is
acceptable to raise the timeliness of warnings at the expense of
surveillance noises. We also believe that an automatic washing
and refining function for these surveillance noisesin HAI cluster
detection will be achieved by artificial intelligence technology
in the future.

Conclusion

The multisource surveillance of processdatain the areanetwork
could detect HAI clusters without relying on case reports;
moreover, it has advantages in terms of timeliness and
automation compared with traditional HAI case surveillance.
In this study, we demonstrated that the automated monitoring
of the process data of antibiotic utilization rate in combination,
inspection rate of bacterial specimens, and positive rate of
bacterial specimens could provide early warnings of HAI
clusters. The combination of multiple indicators and the
threshold of the detection model are 2 important factors affecting
warning performance. Multiple data combined in parallel can
improve the warning performance, whereas when combined in
series, these data can reduce performance. A low threshold of
the detection model is more suitable for the single-indicator
warning strategies, whereas a high threshold is more suitable
for multi-indicator warning strategies. Further prospective
research isrequired to confirm thewarning theory of multisource
surveillance based on process data.
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Abstract

Background: The ongoing digitalization in health care is enabling patients to receive treatment via telemedical technologies,
such as video consultation (VC), which are increasingly being used by general practitioners. Rural areas in particular exhibit a
rapidly aging population, with an increase in associated health issues, whereasthe level of attraction for working in those regions
is decreasing for young physicians. Integrating telemedical approaches in treating patients can help lessen the professiona
workload and counteract the trend toward the spatial undersupply in many countries. Asaresult, an increasing number of patients
are being confronted with digital treatment and new forms of care delivery. These novel ways of care engender interactions with
patientsand their private livesin unprecedented ways, calling for studiesthat incorporate patient needs, expectations, and behavior
into the design and application of telemedical technology within the field of primary care.

Objective: This study aims to unveil and compare the acceptance-promoting factors of patients without (preusers) and with
experiences (actual users) in using VC in a primary care setting and to provide implications for the design, theory, and use of
VC.

Methods: In total, 20 semistructured interviews were conducted with patientsin 2 rural primary care practices to identify and
analyze patient needs, perceptions, and experiences that facilitate the acceptance of V C technology and adoption behavior. Both
preusers and actual users of VC were engaged, allowing for an empirical comparison. For dataanalysis, aprocedure wasfollowed
based on open, axial, and selective coding.

Results: The study delivers factors and respective subdimensions that foster the perceptions of patients toward VC in rura
primary care. Factors cover attitudes and expectations toward the use of V C, the patient-physician relationship and itsimpact on
technology assessment and use, patients' rights and obligations that emerge with the introduction of VC in primary care, and the
influence of social norms on the use of VC and vice versa. With regard to these factors, the results indicate differences between
preusers and actual users of VC, which imply ways of designing and implementing VC concerning the respective user group.
Actual users attach higher importance to the perceived benefits of VC and their responsibility to useit appropriately, which might
be rooted in the technological intervention they experienced. On the contrary, preusers valued the opinions and expectations of
their peers.

Conclusions: The way the limitations and potential of VC are perceived varies across patients. When practicing VC in primary
care, different aspects should be considered when dealing with preusers, such as maintaining a physical interaction with the
physician or incorporating social cues. Once the digital intervention takes place, patients tend to value benefits such asflexibility
and effectiveness over potential concerns.

(JMIR Med Inform 2020;8(10):€20813) doi:10.2196/20813
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Introduction

Background

In many countries, health care systems are facing increasing
challengesthat are obliging care providersaswell as consumers
to adapt. In many rura regions, a shortage of physicians,
especialy genera practitioners (GPs), is obvious and will
dramatically increasein the near future[1-3]. A smaller number
of GPs will have to take care of a larger number of patients
because of demographic changes and an aging population, and
catchment areaswill increase[4]. Furthermore, GPs—especialy
in rural areas—have problems finding successors for their
practices [5,6]. As a result, imbalances, disparities, and
inequitable distributions of care occur, which threaten the
comprehensive provision of care and the maintenance of
population-wide health [ 7,8]. The short-term availability of care
and medical expertise to which patients are accustomed is at
risk. Accordingly, the patients' readiness to change the process
of care delivery represents a major governmental as well as
scientific issue.

The digitalization of health care processes and treatments over
the last two decades represents a promising measure to
counteract these issues. A large number of digital technologies
have been applied within different medical domains to bridge
the emergent gapsin patient treatment, ranging from preventive
tools to rehabilitation support systems [9]. For instance,
technological advancements in care occur in the form of
digitalized patient-physician communication and consultation
viaweb-based video consultation (V C) [10], which enables, for
example, remote examinations[11,12], virtual visitsat patients
homes [13], and the involvement of relatives and caregivers
[14]. Further applications cover the remote collection of patient
data through user input or body-worn sensors measuring vital
parameters [15,16]; digital prescriptions [17] and web-based
scheduling [18]; web-based provision of information on
diseases, symptoms, and treatments [19]; and telemonitoring
of patients[20].

Clearly, the beneficiad implementation, evaluation, and
continuous use of health care technologies are vital [21]. A
crucial factor for thisisthe users’ acceptance of the technology
in play [22,23]. Accordingly, the investigation of factors
determining the acceptance of telemedical technology by
patients in rural areas represents a major scientific task.
Technology acceptance by patients has been subject to several
studies [24-26], using models such as the Technology
Acceptance Model (TAM) [27,28], the Unified Theory of
Acceptance and Use of Technology (UTAUT) [29], or models
based on the Theory of Planned Behavior (TPB) [30,31].
However, in the case of telemedicine, these models deliver
varying results [23,32], using a wide spectrum of variables
without preselection [33,34]. Furthermore, the proposed models
often neglect contextual factors and have a narrow view of
complex phenomena [35]. Prior models might deliver results
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that have low explanatory power with regard to primary care
settings. Consequently, this study takes an exploratory approach
to shed further light on the acceptance of VC as a prominent
representative of telemedicine in primary care.

Objectives

Previous studies have looked at telemedical support, for
example, in the form of mobile apps, in the case of specialized
care and for specific indications, such as palliative medicine
[36] or stroke care [13,37]. When looking at primary care, VC
represents a telemedical solution that has already been used
widely by GPs and specialiststo offer innovative ways of patient
care and to copewith increasing challenges. A few studieshave
investigated how patientsand medical professionals experience
the use of VC systemsin primary care [38-42]. Although these
studies delivered first insights into the use and acceptance of
V C by patients, thefocuswas predominantly on the convenience
and benefits of VC [39,40], and an in-depth study seeking to
unveil the socia, personal, technical, environmental, and
organizational factors affecting the use of VC in primary care
remains to be done. In addition, the samples involved do not
account for the vast mgjority of patients who have not yet
encountered VC for treatment and are thus still in the process
of forming behavioral intentions and attitudes toward VC in
primary care.

Thus, the objectives of thisstudy are (1) to empirically identify
factorsthat drive patient evaluation, acceptance, and utilization
of VC technologies, using research on patients with and without
experience in using such a system within rural primary care;
and (2) to contrast these 2 popul ations to expose the differences
and commonalities that are potentially rooted in digital
interventions. On the basis of these findings, implications can
be drawn for design, application, and theory. This paper
contributes to understanding what is important to patients in
their roles as preusers aswell as actual users of VC. The paper
focuses on primary care setting because it affects amajority of
citizens, from chronic patients who are obliged to interact
frequently with their physicians to patients with nonsevere and
acute diseases that render visits and consultations occasional.
Asthe supply situation mentioned earlier revealsrural areasare
threatened by a shortage of GPs, this study investigates patients
and practicesin arepresentative rural areain Germany.

Methods

Study Design

We conducted a qualitative study, as part of a regional project
agenda, empirically investigating the digitization of primary
care practices and health care processes in the German setting,
focusing in particular on the specific conditionsin rural areas.
With regard to our study design, we seek to empirically explore
and identify factorsthat shape patients' perceptions, evaluations,
adoption, and continuous use of VC in the primary care setting,
focusing on the patient perspective. We conducted
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semistructured interviews with patients with and without
experiencein using VC, which allowsfor acomparison of these
2 patient cohorts and unveil differences and commonalitiesin
what is important to the patients. We draw upon the notion of
preusers, who are“[...] individuals and groups who do not have
well-developed notions of how digital technologies fit into or
affect their lives’ [31]. Astelemedical solutionssuchasVC are
not widely used in health care[43,44], this user group represents
a majority of patients. On the other hand, some primary care
practices have aready adopted V C systemsfor patient treatment.
Accordingly, the population of patients who have actualy
encountered telemedicineisgrowing, forming agroup of actual
users who potentially pursue different norms, beliefs, and
behaviors. Hence, we engage both preusers and actual usersfor
3reasons. Firgt, theintention to use asystem isamajor predictor
of actua use [27] and is formed beforehand based on
expectations and, in many cases, lack of actual experience.
Therefore, it is useful to interrogate preusers to shed light on
the emergence of behavioral intentions. Second, to establish
fair and equitable access to care, it is important to include all
patients who have already used or potentialy will use VC for
treatment. Thisincludes patientswith alack of technical affinity
or willingness to participate in VC; hence, they might remain
preusers. It is important to determine what drives or hinders
these patients from using VC. Finally, from a provider's
perspective, the economic success of implementing telemedicine
seems important. Here, achieving a critical mass of users is
crucial, caling for comprehensive technology acceptance to
transform preusersinto actual users.

Data Collection

All 158 GP practices in the region of Siegen-Wittgenstein,
Germany, were contacted and asked for their experience with
VCs. Of these practices, only 2 GPs stated that they had
intensive experience with thismethod of treatment. These 2 GP
practices included VCs in their regular office hours, that is,
patients can opt for aV C or aface-to-face consultation (FTFC).
For a VC, patients have to register and book an appointment
through the website of the GP practice. Afterward, alink issent
to the patient via a text message and email, specifying the date
and time of appointment. Finally, the patient needs to click on
thelink to enter the conference room. The GPimmediately gets
a notification when a patient is online and can start the VC.
Patientswere offered VC useinstead of FTFC. All patientswho
registered for a VC were consecutively asked to participate in
the study to have arepresentative sample of practice attendees.
Owing to the COVID-19 pandemic, there was great interest in
VCs among patients, and only one patient in each practice
refused to take part. In rural GP practices in Germany, the
number of patients registered is higher on average than in
practicesin urban regions. Furthermore, the proportion of older
patients is somewhat greater. This is also the case for the
practices participating in this study.

We conducted 20 semistructured interviews, drawing samples
from these 2 primary care practices. Interviews were carried
out in 2 phases. In phase 1, we conducted 10 interview sessions
(sample A) at the first site with patients who did not have any
experience with VCs. Thus, sample A represents the preuser
group. In phase 2, we conducted 10 additional interviews with
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participants from the second practice (sample B) who had
already used a VC system to consult their physician. As 4 of
these interviews took place digitally because of the COVID-19
pandemic, interviewees were asked to evaluate their VC
experience despite the acute circumstances (eg, restrictions on
personal contact) if possible. In doing so, we aimed to collect
coherent data. Sample B forms the actual user group. Both
sampleswererecruited via2 GP practices, as mentioned earlier,
who reached out to suitable patientswilling to participatein the
project, thus allowing a convenient (sample A) and purposeful
(sample B) sampling approach [45]. The sampleyielded atotal
of 22 interviewees, 9 women and 13 men, with an average age
of 51.2 years(SD 19.2). Interviewstook 26 min on average and
were conducted from August 2019 to April 2020. The
comprehensive sample and interview process characteristics
are illustrated in Multimedia Appendix 1. The samples thus
consisted of patientswith different education levels, age, gender,
and health status. Wetried to recruit samplesthat (1) adequately
represent the common client base of rural primary care practices
in the investigated region and (2), in the case of sample B, can
be seen as recurrent users of telemedicine according to the
physicians and self-disclosure.

Theinterview guideline covered 5 questions groups seeking to
unveil different factors explaining the patients’ attitudes toward
VC and adjacent telemedical solutions. Questions covered
patient, social, environmental, and organizational as well as
technical and interaction factors, building upon the classification
by Or and Karsh [33]. The guideline was adapted between the
interview phases to reflect on the varying level of experience
with VC between samples. However, we did not change the
guideline in between interviews of the same sample, thus
avoiding the possibility that the interviewees' statements could
influence each other. In doing so, we aimed for unbiased data
because the attitudes and perceptions under investigation are
highly individual. Both interview guidelines are presented in
Multimedia Appendix 2. In the case of sample A, a technical
scenario was presented to the interviewees at the beginning of
each interview to alow for a common understanding of
telemedical treatments. The scenario involved 2 components:
first, alive VC with the GP about distance, for example, from
home; and second, mobile sensory equipment that enables
patients to measure and transfer vital parameters (eg, blood
pressure) on their own. In the case of sample B, for the sake of
comparability, the application of sensor equipment besides the
experienced VC was introduced to the interviewees at the end
of each interview session. Here, we additionally asked for the
patients perception of the usefulness and applicability of the
sensory equipment in future treatments.

Theinterviewswere conducted in German by 2 members of the
research group, audio recorded, and transcribed nonverbatim,
leaving out pauses and off-topic exchanges of words. Before
each interview, the interviewees signed an informed consent,
inter alia briefing them about voluntariness, the anonymization
and partial publication of data, and their right to withdraw their
study participation. For the sake of analysis, comparability with
literature, and reporting, the transcripts were translated into
English. The study was approved by the data protection
commissioner of the University of Siegen.
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Data Analysis

To reflect our data collection procedure, we followed a
two-phased data analysis approach consisting of an inductive
phase, analyzing data from sample A, and a subsegquent
deductive phase, analyzing datafrom sample B. Here, theresults
from phase 1 are used for analysis in phase 2. This procedure
allows factors to persist, but also to change, complement, or
substitute each other or be canceled out entirely. In this way,
differences as well as commonalities between preusers and
actua users become visible.

In the first phase, we analyzed the data gathered from sample
A inductively to identify and comprehensibly define the first
set of relevant factors associated with preusers. We followed a
three-step approach [46]. First, 2 authors coded the interview
data independently. The approach proposed by Strauss and
Corhin [47], consisting of open and axial coding, wasfollowed.
Selective codes were formed by subsuming redundant and/or
related codesinto superordinate categoriesthat represent factors
with regard to the patients’ attitudestoward and their acceptance
of the technologies involved. Second, the 2 coding authors
discussed their individual categorizations, merging codes with
similar reasoning and formulation, and resol ved disagreements.
Consequently, some of the standalone codes were subsumed
under others because they represented a particular facet of the
resulting factor. This procedure led to a first categorization
scheme consisting of 3 groups, which involve 7 subsumed
factors, and 1 standal one group, which forms afactor by itself.
Finally, based on the elaborate scheme, each involved researcher
recoded the data, assigning the 8 factors to the interviewees
statements. After that, a final discussion on categories, their
dimensions and facets, and factor-to-data assignments was
carried out.

In the second phase, we analyzed the data collected from sample
B in a deductive manner. Here, the final coding scheme from
the first phase was applied as the initial template to code the
remaining data. Again, the datawere coded in 3 stepsasin phase
1. First, the authors independently assigned identified codesto
the data, allowing new codes to emerge and existing codes to
be redefined. Statements that did not fit in the coding scheme
were again coded following the inductive approach described
earlier (open, axial, and selective coding). This led to a new
factor dealing with patient responsibilities and obligations,
which included novel insights with regard to the actual user
group. Second, step 2 was carried out analogous to the first
phase, leading to a new merged categorization that comprised
the extended 4 factor groups, followed by, finally, a recoding
of the data by both members of the research group. Before
recoding, the raters agreed upon the data segments to which
codes were assigned. To check for interrater reliability of the
coding performed, we calculated Cohen kappa [48] after the
final recoding of al the data was done (see step 3 during data
analysis). The resulting value of 0.75 indicates a substantial
agreement in coding and, thus, sufficient reliability [49].

Multimedia Appendix 3 showsthe quantity of interview coding
that relates to the factors after recoding of the data and the
number of interviews that involve the respective factor. Both
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samples are presented individually and complemented by total
numbers.

Results

Overview

Intotal, 4 different design and application rel evant factor groups
(attitudes and expectations, human interaction, rights and
obligations, and social factors), each with their respective
subdimensions, emerged from samples A and B. Although the
context and connotations of specific factors varied between our
2 samples, we explored interesting commonalities and
differences. The presented findings come from the experiences
of patientswith no experiencein digita or video-based treatment
(sample A) and those who have already experienced VCs with
their GP (sample B). To preserve the anonymity of interviewees
and to avoid the potential delineation of interviews (eg, by their
order), we assigned arandom number (from A1/B1to A10/B10)
to each interview [46].

Attitudes and Expectations Toward Telemedicine

Usefulness of VC

In general, participants linked the use of VCs to perceived
benefits. Although participants from sample A focused on 3
specific, positive aspects, participants from sample B mentioned
several more factors they considered useful.

Of the 10 participantsfrom sample A, 8 assumed that VC could
be useful in saving their trip to the physician’s practice, as did
the majority of interviewees from sample B. Participants
associated the travel-saving effect of VC use with further
benefits, that is, saving time and not being exposed to potential
sources of infection from other patients:

Via Skype or the like, | would be able to talk to my
doctor, tell him my problems. And if he could solve
my problems right away, | wouldn’t have to go to the
practice. That would be something | appreciate.
[Interview A6]

Participants from sample B found further aspects of VC
beneficial, including higher flexibility to integrate an
appointment into their daily routine and the prompt setting of
a virtual appointment as opposed to an office appointment.
Participants from sample B especially emphasi zed its practicality
with regard to their own professional or informal obligations:

WElI, concerning organization, it was quite easy, and
of course quite practical, because | hadn’t to leave
work. | had my appointment at 10 am, | just went into
another room, where | was undisturbed. That's just
very comfortable. [Interview B9]

Furthermore, half of al participants from sample B mentioned
that a video appointment appeared to be more focused because
of itstransparent time limit. When using aweb-based application
form to receive an appointment for VC, participants were able
to choose between different time slots, each comprising 10 min.
Therefore, someinterviewees argued that the scope of aspecific
appointment appeared to be clearer and more narrowed through
digitization, as the timeframes of the appointments were
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displayed by the program they used to connect with their
physician. In addition, they distinguished between appointments
where their physical presence was necessary and those where
their digital presence was sufficient. Overal, participants from
sample B differentiated the useful ness of telemedicine systems
to a higher degree and acknowledged more perceived benefits
fromdigital appointmentsthan did participantsfrom sample A.

Security Aspects

Although interviewees were asked about the potential and actual
disadvantages of VC, participants from both samples
emphasized the need for data security. Participants were
generaly aware of the sensitivity of their medica data and
expressed their concerns about the possibility of misuse.
Foremost, interviewees described their personal medical data
as vulnerable and transparent:

| already said it, the past shows how little you can
trust the whole thing. | amastransparent as|...] this
window. [Interview A7]

[...] Technology certainly has, the definition of it
certainly isto support humans and to be helpful, but
every coin has got two sides, therefore every
technology used by bad people holds the possibility
to be misused. [Interview B8]

Although the majority of interviewees from both samples A
and B considered data security an important issue and a
fundamental precondition for fully trusting a telemedicine
system, participants from sample B put such statements into
another perspective by stating that they risked the possibility
of datainsecurity to enjoy the benefits of VC:

But | don't necessarily look at it that way, you might
say, well data security, but I’ m not attaching too much
value on such things. See, we've so much data to
disclose every day, you just have to be alert.
[Interview B4]

Well, it's [digital appointment] working with video,
internet, whatever. Who knows if it's been recorded
or what. In the beginning, | thought that way, but in
the end, it's nonsense. If it happens, it happens.
[Interview B8]

Accordingly, interviewees were aware of the importance of
personal data in relation to the use of digital appointments.
Participants who actually used VV C compared the possibility of
a breach of data with the normality of the potential misuse of
datathey could experiencein comparable situations. Inthe end,
the threat of data interception by third parties did not seem to
outweigh the perceived advantages of digital appointments.

Operability of VC

As an antecedent to using digital technology, participants
discussed the benefits of a preferably easy operation of aVVC
system. Although interviewees from sample A talked about
prospective barriers they might have to face to use VC,

participants from sample B emphasized the actual operability
of the system they used for digital appointments:
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My wife, she had to work with computers. Nowadays,
she's just like me, overstrained. Because she didn’t
use it anymore. [Interview A8]

Well, it was really easy. When you're booking an
appointment online, you have to register. Afterwards
you just choose a time slot and you get an e-mail with
a PIN, and within the e-mail there's a link. And you
even didn’t need to enter the PIN. [Interview B3]

In addition, participants from sample B discussed possible
features for extending the operability or functionality of the
system they had experienced, such as the simultaneous transfer
of personal medical datathey collected by themselves (eg, blood
pressure or coagulation level), better feedback functions while
waiting for the physician to join the digital appointment, and
an app to use instead of awebsite.

Human Interaction and ItsImpact on the Use of VC

Human Contact

Participants emphasized their need for persona and direct
interactions. Although participants from both samples mentioned
their concerns about technological changes leading to the
replacement of direct physical contact between them and their
physician, only participants from sample A expressed their wish
for personal assistance regarding the use of VC at home. Overall,
interviewees from sample A used the uniqueness of direct,
personal human interaction asan argument to reject V C, whereas
interviewees from sample B described situationsin which they
considered adequate digital appointments.

Nonetheless, for participants from both samples, personal
contact with their physician remained highly important.
Participants from sample A insisted on office visits and tended
to exclude the possibility of audiovisual treatment from their
own scope of action. Of the 10 participants from sample A, 8
mentioned the importance of a personal relationship with their
physician, even if that meant accepting specific disadvantages.
Similarly, participants from sample B also emphasized their
need for office appointments as well:

Even if you have to wait a long time, the personal
contact, you have to keep it upright. [Interview A1]

It [video consultation] won't work for every situation,
logically. You need a personal talk. You need that.
[Interview B4]

Participants from sample A clearly distinguished between a
physical meeting with their physician and contact mediated by
VC. They seemed to assume that through personal contact,
physicians are able to provide them with better care. VC was
seen to restrict the senses of the physician and therefore limit
the scope of examining a patient:

| don’t want that; | like to have personal contact. |
think just from the way a patient behaves, as a doctor
you're able to recognize certain things [...] that
cannot be transmitted through video. [Interview A5]

In contrast, participants from sample B often assessed the
appropriateness of a digital appointment through their actual
interaction with their physician. They clearly perceived the
specific limitations of a digital appointment, for example, the
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inability of their physician to examine them physicaly, to
discuss severe diagnostic results, or deal appropriately in
situations of high emotional stress:

A digital appointment, it’s limited by definition. You
can't, like when you're actually in your physician’s
practice, get a sonography, for example. [Interview
B6]

[...] when you get a bad diagnosisin a hospital and
haveto discussit with your physician. Wheniit'sreally
serious, and you like to talk about it, I'd rather do it
faceto face. [Interview B1]

When I’'m mentally unstable[ ...] when | face specific
problems, | prefer to speak with someone in person.
It's maybe, | don’t know, it's a matter of trust [...].
[Interview B4]

Overall, participants from sample B differentiated the occasions
for the use of telemedicine, whereas participants from sample
A expressed their concern regarding apotential lack of physical
and personal contact with their physician. Therefore, participants
from sample B were ableto provide specific situationsthat they
preferred not to be digitally mediated.

Trust in Physician

Regarding the acceptance of digital appointments, participants
from both samples discussed the rel ationship between them and
their physician as adetermining factor. Although even skeptical
participants from sample A agreed to use VC when they were
told to do so by their physician, interviewees from sample B
emphasized the importance of trusting their physician to find
the best medical solution for their problem, even without being
physically present:

If my doctor says “Hey look, I've got a cool thing
here, we're able to communicate regularly. | am
always there for you. If anything happens, you come
tomy practice, otherwiselet’stry it that way;" | think
if he says it that way, if the doctor | trust means it,
it'smorelikely I'll doit. [Interview A3]

And | think there has to be a trusting relationship to

your doctor. To really want to test it [video

appointment], to try something new, and to havetrust

in your physician, that everything will be ok, when

you're treated via video talk. [Interview B3]
Although the role of the physician as a mediator between
technology and the patient seemed to be essentia to all
participants, most interviewees from sample B indicated that
nonetheless, some medical indications might justify digital
treatment from an unfamiliar physician. Without being explicitly
asked about it, some participants came up with the idea of being
treated by unknown physicians for minor physical complaints
(eg, a cold), a discussion of objective medical data (eg, test
results), or highly urgent and acute symptoms (eg, an
emergency):

When it’sjust about a cold, or a cough, or whatever,
it doesn’t really matter who'streating me. Aslong as
I’ve got the feeling of being taken seriously to some
degree. [Interview B5]
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In summary, a trusting relationship between participants and
physiciansfostered a positive attitude toward the use of VC and
might be considered an important condition for effective digital
treatment. Furthermore, interviewees from sample B appeared
to be partially willing to receive care from unfamiliar
professionals to receive the perceived benefits from digital
appointments.

Rightsand Obligations

Voluntariness of Use

Participants from both samples liked the idea of video
appointments being an optional extension of the already existing
primary care services and emphasized that using it needed to
be avoluntary choice. Participants from sample B in particular
recognized that choosing between adigital or an office treatment
involved a hilateral process of negotiation between them and
their physician:

It would be niceif my doctor doesn’'t tell meto useit,
but if he makes me an offer with specific advantages.
[Interview A2]

| think, | would appreciate having a voice. It's one
thing to say, well, when my doctor asks me “ could
wetalk about it digitally?” [...] But you haveto have
a choice to say “no, I'd like to speak to you in
person” [Interview B5]

Although participants would clearly like to choose a specific
type of medical service voluntarily, interviewees also realized
that their health status sometimes indicated a specific kind of
medical service (digital or office) and agreed to follow the
advice of their physician:

If you've got minor questions, concerning your
medication or high blood pressure or anything else.
Then you don't have to come here, just get such a
long distance consultation. [Interview A4]

[...] and some appointments can be digitalized, you
might ask your patient, what can be done digitally
and when do you need an actual [ office] appointment.
[Interview B4]

In general, participants from both samples seemed to express
their wish to participate in the decision-making process
regarding whether adigital appointment appeared to be adequate
in a specific situation. Acknowledging the primary care
physician’s professional assessment of their health status and
indication for a specific service (digital or office treatment),
participants emphasi zed the importance of the voluntary use of
VC.

Availability of Careand VC

Participants from both sampleswere concerned about a present
or future shortcoming of medical servicein general because of
a lack of professionals. Interviewees gave examples of long
waiting times to get office appointments and severe problems
in reaching their physician’s medical assistants via telephone:

Nobody answers the phone, when you've got
something important to tell. Nobody's answering it.
[Interview A1]
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When | look at it, well, members of my own family
were diagnosed with cancer tentatively, they needed
an MRI really quick. They had to wait six months,
every day they died of worry. [Interview B8]

Broaching the issue of VC, participants from both samples
generally described digital appointments as an opportunity to
increase reachability and shorten waiting time:

In the morning | asked myself if | should go to the
[physician’s] practice. Then | remembered he's
offering that service [digital appointment]. | logged
in and had a look at it. When | had a closer look, |
realized there was a slot vacant at 11 am. Wouldn't
have got a real [office] appointment that quick.
[Interview B4]

Although participants from sample B emphasized the benefit
of digital appointmentsinincreasing the availability of medical
services and as an opportunity for primary care physicians to
increase the number of patients they are able to care for,
participants discussed potential disadvantages from their
physician’s perspective, for example, an increased workload
and unnecessary appointments because of the simplicity and
avalability of digital appointments. However, overal,
participants from sample B suggested that VC might be ableto
counter the present challenges regarding the provision of care,
which were mentioned by nearly all participants from both
samples.

Patient Responsibilities

Only participants from sample B discussed the matter of
self-responsibility regarding digital appointments. They
mentioned that their own technological competence fostered
the smooth processing of a digital appointment and that their
own preparations were necessary beforehand:

Someday you'll use it [video consultation] the first
time and then you may realize that the camera won’t
work or something. Surely, patients have to prepare.
I’ve got the feeling, such an [digital] appointment, |
have to write it in my calendar, it's easy to forget,
rather than actually going to the practice. [Interview
B10]

Necessary preparationswere not reduced to technological issues.
Participants mentioned that they had to focus on aspecificissue
rather than portray their pathogenetic history extensively.
Furthermore, participants from sample B emphasized the
importance of the competenceto interpret one's own symptoms
and decide on an office or digital appointment:

WEl, you've got a certain period of time, and when
I’ ve got my appointment, | know | can’t tell thewhole
story around it, for a quarter of an hour, but there
are specific things[...] [Interview B9]

But | think everyone's able to judge, depending on
your symptoms or pre-existing conditions, whether
or not you have to go to the physician’s practice or
if it'ssuitable to use digital appointments. [Interview
B3]
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In this regard, participants suggested that patients should
carefully assess their health status, potential issues, and
appropriate ways of dealing with them. Overall, interviewees
from sample B reflected on the conditions for a satisfactory use
of VC regarding their own possihilities of shaping aninteraction
between themselves and their physician.

Social Factors

In general, several socia factors influencing the use of
technology can be found in our data. Unconsidered habitual
attitudes toward digital technologies were often expressed in
nonspecific, generic terms. Responses from both samples can
be divided into statements concerning the social expectations
of technology use in general and individual, private social
interaction related to one's own experiences with VC.

Interestingly, the majority of intervieweesfrom sample A tended
to express their readiness in a more passive way, assuring that
they would not stand in the way of technological innovation,
whereas participants from sample B stated their willingness to
actively promote VC as an innovative technology. To explain
user-specific readiness to use, participants from both samples
often draw on stereotypes related to age:

S0, | believe the willingness of older peopleto learn
something new isn't there. If | want to deal with it
[new technologies], | have to be competent.
Otherwise, when a problem occurs, something won’t
work, and when the problem occurs a second time,
they just throw it away. That'show | seeit. [Interview
A6]

Well, my mother, she was born in 1943, she'll have
trouble using it [video consultation], because she
doesn’t know how to handle a pc, how to use a video
chat function. [Interview B8]

Participants from both samples reported the importance of
talking to family members, friends, and colleagues about VC.
Participants from sample A related their statementsto relatively
close family members and described their behavior as reactive,
whereas interviewees from sample B considered themselves as
being one of the first among their peers to use such innovative
technology:

They always try to motivate us. “ Daddy do this, do
that,” they know | always decline, but their father
complieswith it. [Interview A4]

Well, when | talk about it [ use of video consultation]
with my former wife, | have to add, we' ve got a good
connection [...] shesaid, she'll giveit atry, because
you're just more flexible when you're an employed
person. [Interview B9]

Overall, participantsfrom sample B appeared to seethemselves
as pioneers when using VC. They actively discussed their
experiences of digital appointments with peers and seemed to
influence others rather than be influenced. Nonetheless, socid
interaction and the impact of social expectations and norms,
including stereotypes, remain an essential factor in the use of
technology.

JMIR Med Inform 2020 | vol. 8 | iss. 10 |[e20813 | p.55
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Discussion

The results shed light on factors that influence the attitudes,
acceptance, and behavior of patients regarding the application
of VCsasarepresentative of telemedicinein rural primary care.
Studying preusers and actual users of telemedical solutions
enables the empirical comparison of these 2 populations. The
main findings are discussed against the background of
technology design, application, and theory, thus delivering
implications for practitioners, devel opers, and researchers.

Differencesin the Perception of Benefitsand Security
I ssues

With regard to the participants expectations and perceptions
toward the application of telemedicine in primary care, they
showed high levels of perceived usefulness and beneficial effects
of thetechnology. The literature on technol ogy acceptance and
adoption behavior has avast corpus of studies that incorporate
the perceived usefulness (TAM) and expected performance
(UTAUT) of atechnology as an antecedent to its use, together
with associated intentions and attitudes [29]. A recent
meta-analysis of research on the acceptance of consumer health
technologies has shown that perceived usefulness can explain
use behavior on a significant level [32]. Our study delivers
further insights by considering both preusers and actua users
of VC. As our findings indicate, preusers seem to attach less
importance to the potential benefits of VC while focusing on
other considerationsfor and against VC. Therefore, theinclusion
of the patient’s role (preuser vs actua user) as a factor within
research models on the acceptance of VC in primary care
appears promising.

The preuser group mentioned only a few benefits they could
think of, such as avoiding long and repeated travel to the
practice. In contrast, the actual user group cited more examples
of profitable outcomes. They experienced VCs to be more
focused, efficient, and flexible. Literature has shown that there
is no significant difference between text-based, information
technology—mediated consultations and FTFC with regard to
effectiveness as perceived by patients [50]. Our findings
complement prior research on the use of VC in primary care,
which deemed V C asamorethorough and convenient treatment
method compared with FTFC [40,41,51] and telephone
consultations [39], and indicate that video-based consultations
are perceived as more effective and targeted than FTFC.
Interestingly, while perceiving VC as a thorough approach
[41,52], patients comply with the time limits of concise video
meetings. Despite the limited time given, patients are satisfied
with the experienced VC. From a practical standpoint, this
makesit easier for GPsto schedule and adhere to appointments.
On the contrary, preusers lack the experience of VC being a
sufficient and satisfactory way of treatment. Here, the temporal
limitation of virtual sessions can hinder patients from opting
for VC. As research shows, patients are oftentimes skeptical
about their health issues being addressed viaV C depending on
their condition, which renders VC inapplicable in certain
Situations [39,40,51].

Accordingly, from a practical standpoint, to increase the
acceptance and useintentions of preusers, telemedical solutions
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such as VC systems should be promoted in more detail,
clarifying what a VC can and cannot accomplish. It can be
assumed that a higher awareness of benefits can lead to
increased intentional and proactive use. In this regard, the
benefits of VC have become apparent during the ongoing
COVID-19 pandemic, which has put restrictions on the physical
contact between GPs and their patients [53]. In times where
access to care is limited, the potential of VC to bridge spatial
gaps between GPs and patients has led to an uptake in VC
implementation and use [54]. Thisis particularly true in rural
areas that often lack comprehensive access to care [7].
Telemedicine, and VC in particular, enables GPs and clinicians
to copewith given restrictions, maintain care of infected patients
aswel| asthose not related to COVID-19, and decrease infection
rates [54].

Asresearch shows[39], although the operahility, usability, and
ease of use of VC aswell asthe process of familiarizing oneself
with the system areimportant to both user groups, the prevalence
of security concerns and associated behavior varies. Although
research on VC in primary care has focused primarily on the
patient’s security in the sense of reducing physical harm and
achieving health progress, our findings represent anovel aspect
that contrasts preusers and actual usersof VC. The preuser group
indicates great concerns regarding the security of telemedicine
and the potential of data misuse and leakage. In addition,
preusers tend to affiliate these concerns with the intention of
not using telemedicine. Actual users, while still aware of security
issues, seem to be more willing to take risks in light of
experienced benefits and convenience. The actual use of and
exposure to telemedicine seems to alleviate patients’ concerns
regarding technol ogy-associated security. Literature has shown
that the perceived benefits of technology use can outweigh
perceived risks [55]. Accordingly, technology design should
focus on aleviating the risks and threats perceived by preusers.
From a design standpoint, to increase patients’ trust in
telemedicine, technol ogies should present their privacy policies
in an accessible and understandable way [56]. It appears to be
important to incorporate ways of displaying technical security
measures to the patient while not requiring high levels of
technical skills, for instance, in the form of protection-ensuring
labels [57] or a lucid and manageable list of people and
institutions having accessto the data[58]. Thisinformation can
also be ddlivered to preuser patients by GPsto alleviate potential
concerns that might not be perpetuated once the VC is
experienced.

Impacts of VC on the Patient-Physician Relationship

In the context of human interaction and its impact on the use
of VC, the results indicate the importance of maintaining
physical contact with the physician. The preuser group in our
study expects fewer positive outcomes for virtual treatments
and tends to reject the technology because in-office treatment
by the physician is perceived to be superior. Thisfindingisin
line with prior studies on VC primary care, which indicate that
the lack of physical contact potentialy impedes adequate
examination and proper treatment [59,60]. VC was deemed
useful in nonurgent or routine situations[51]. In additionto this
occasion-based opting for VC or FTFC, as our findings show,
several patients requested aid by a competent person (eg,
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medical staff or peers) in case they had to use VC. Thisfinding
closely relates to the facilitating conditions that form an
antecedent of the intention to use as well as the actual use of a
technology inthe UTAUT model. In particular, the model states
that the degree of guidance and support experienced by the user
when opting for atechnology has an effect on their willingness
to (continuoudly) use it [24,29]. Concerning our findings, this
relation seems to be particularly relevant when dealing with
preusers of VC in primary care. In the meantime, actual users
seem to be able to fathom the feasibility and applicability of
VC, enabling them to identify occasions and health issues that
adigital treatment can address while placing less importance
on guidance or external support. Apparently, patients are more
able to differentiate occasions for office or digital treatments
oncethey have conducted aV C with the physician. Thisfinding
concurs with studies that have shown that patients gain deeper
knowledge about the occasions that are suitable for VC in
comparison with FTFC when actively using the system [51].

Closely related to the relationship between patients and
physicians, participants from both samples indicated that trust
in the respective physician and an existing rel ationship are major
drivers of technology acceptance and willingness to use it.
Looking at investigations on technology acceptance and
adoption behavior, trust in the opposite party (here, GPs offering
VC) and their actions represents an important factor in the users
technol ogy assessment [32]. Thefindingsindicate that atrusting
patient-physician relationship increases the belief in an effective,
beneficial, and safe treatment viaV C, whichisin linewith prior
studieson VCin primary care[39]. In the case of preusers, the
datasuggest that even obligatory technology use becomesmore
acceptable onceinterpersonal trust isachieved. Although actual
users of VC have concrete experiences and specific benefits at
their disposal, preusers tend to use trust as a heuristic input to
decision making, making it easier for them to form an attitude
[61]. Accordingly, the physician’s proactiveinvitation to arrange
a digital appointment can potentially achieve higher use
intentions once the relationship is considered trustworthy. By
offering VC to the patient as an aternative to FTFC, the GP
conveys that the virtual treatment is deemed suitable and
beneficial, which could mitigate a patient’s potential concerns.

Revealing another interesting finding that complements the
literatureon VCin primary care, our study suggeststhat patients
are partially willing to be treated viaVC by aphysicianwho is
not their regular GP. Apparently, there are health-related
occasions that go beyond the choice between VC and FTFC,
which has been subject to prior studies [40,62-64] and further
subdividethefeasibility of VC based on the need for trust. Both
our findings and the literature show that there are suitabl e issues
that can be addressed viaV C but that call for different degrees
of trust in the treating physician, such as receiving a severe
diagnosis. Thereis still ambiguity on whether patients prefer a
comforting environment (eg, at home) or an FTFC when talking
about issues that are perceived to be sensitive or serious [60].
However, our findings reveal that there are health issues (such
as a cold) that do not call for an already existing relationship
with the physician. Accordingly, bringing together such patients
with GPs who offer VC and are available for consultation
represents a promising treatment model that further alleviates
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disparities in access to care. This concept can increase the
number of patientswho are suitable for treatment viaVVC while
reducing the workload for the GPs responsible. This is
particularly relevant in today’s health care because patients who
can be treated virtually represent only afraction of the clinical
workload [63]. Therefore, based on the patient’s indication,
perceived severity, and need for a trustworthy relationship,
connecting patients with available physicians other than their
own GP via VC promises a flexible and cost-effective way of
delivering treatment [65].

Emerging Tasksand Freedomsfor Patientsin a Virtual
Setting

Looking at the patients' rights and obligations that come along
with the introduction of VC in primary care, the results show
emerging freedoms, tasks, and behavioral patternsthat patients
should be aware of. Both samples wished for a voluntary and
autonomous use of VC that enables them to adopt or reject the
technol ogy without disadvantages. The literature on technol ogy
acceptance has aready identified the degree of voluntariness
when choosing a technology as an important factor that
influences users in their decision making [28,29]. Further
research in the domain of health care technologies identified
the patients' freedom and preferences when choosing between
VC and FTFC as an important factor that fosterstheir adoption
or rejection of VC [40,51,59,60]. Our findings complement
these studies by shedding light on the scenario in which using
VCinprimary care becomesobligatory and free of alternatives,
for instance, in remote areas with detrimental accessto care or
in times of vira outbreaks such as the COVID-19 pandemic.
Although the preuser group mentioned that they were willing
to use an obligatory VC system if their physician suggested it,
the actual user group indicated that they would obey telemedical
obligations if they deemed the treatment occasion appropriate.
That is, once a patient experiences VC and is able to fathomits
applicability, the need for freedom of choice seemsto decrease.
Instead, actual usersof V C tend to agree with obligatory digital
appoi ntments because they have gained the know-how regarding
theway VCisapplied in primary care. Theoretically speaking,
they might have achieved higher levels of health literacy, which
enables them to assess and understand health issues and
necessary treatments [66] and computer self-efficacy, making
them more competent in adequately choosing and using VC
[67]. This is in line with previous research indicating that
illiteracy with regard to proper technology use is a barrier to
opting for VC instead of FTFC [68].

In addition to the degree of voluntariness in the use of VC,
digital primary care also comeswith obligationsfor the patient.
Looking at prior research on the use of VC in primary care, our
findings complement the first insights on the patient’s role in
achieving an effective and satisfactory experience and use of
technology. One of the first studies on VC in primary care
indicated that patients perceive “[...] that they had
responsibilities in ensuring the VC happened in an appropriate
way, for example, conducting the VC in an appropriate setting
[...]" [39]. Further research raised the need for patients to
preparefor aV C session, for example, by finding a private room
and using headphonesto secure privacy, asanovel consideration
that is unique to telehealth [60]. Our data complement these
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findings and suggest that patients become aware of their roles
and responsihilities through the actual use of the technology.
Although the first sample did not mention thisissue, the actual
user group described the need to assessthe feasibility of digital
trestment as opposed to aphysicd visit. The participants stressed
that prevalent health issues and potential treatments should be
considered before making an appointment. When the participants
considered a treatment via VC inappropriate for solving the
health issues, they emphasized that a patient should be able to
reject a digital appointment. Again, this requires patients to
achieve higher levels of health literacy, so they are able to
understand their condition, possible treatments, and the potential
of telemedicine. Physicians might actually need to increase the
effort of patient empowerment to ensure a degree of health
literacy, which enables patientsto decide what kind of treatment
is appropriate in a specific situation [69,70]. With regard to
technology design, the VC system can provide information
about potentially prevalent diseases, feasible treatments, and
contacts to specialized care to increase the patients' health
literacy and degree of empowerment. This information and
potentially resulting measures by the patient can also be used
to inform upcoming VCs, enriching patient-physician
communication and mutual understanding.

Social Impact on the Use and Design of VC

The data show different views on socia factors in using VC.
Apparently, the preuser group incorporated social cues and
external norms into their attitude toward VC. The data suggest
a subconscious trend toward social conformity when talking
about technology in primary care. Interestingly, both groups
gave credence to socia stereotypes, claiming telemedicine to
be more appropriate for younger generations. Preuserstherefore
seem to act according to what they think is the social norm, as
suggested by prior studies on technology acceptance behavior
[29,71,72]. In contrast, actual users talk about their influence
on their peers. They appear (to themselves) to be innovative
pioneersand inform their social cues about their mostly positive
experiences. This is closely related to the image of the user
(which the UTAUT model incorporates) coined as “[...] the
degree to which use of an innovation is perceived to enhance
one's image or status in one's socia system” [29]. Although
our findings show no support for actual users intentionally
seeking to improvetheir image, their positiveinfluence on their
peers assessment of VC for treatment can till be identified.
Thus, the patients self-perception as the first adopter of VC
within their social system holds the potential to further explain
why patients opt for VC in primary care and stick with it.

In addition, prior research on the use of VCin primary care has
already shown that specific patient groups, such as older adults
and the housebound, are perceived by GPs as not having the
degree of technical skill to use VC effectively, athough they
would benefit from it the most [38]. Interestingly, the
demographics of patientswho opt for V C and those who do not
differ significantly [68], indicating a socia bias in the form of
stereotyping [73]. Our study enhances these findings by
indicating that lack of skill is also perceived among patients.
As aresult, to profit from the socia dissemination of VC and
its benefits, the resolution of these perceived gaps between
patient groups by practitioners and policy makers seems
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necessary. GPs, for instance, are potentialy able to achieve
mutual understanding between patients and thus increase the
intention to use VC by being transparent about the actual use
of VC by different populations, including older adults.
Furthermore, identified pioneers of VC can serve the GP as
gatekeepers who influence their peersin a positive way.

At the design level, incorporating socia cues and the adoption
behavior of peersinto telemedicine, and VC in particular, can
potentially increase a patient’s willingness to (continuously)
useit. Preusers, in particular, seem to highly value opinionsand
assessments by their peers. With regard to actual users, research
showsthat experienced users of virtual consultation increasingly
form negative attitudes toward the use of the system [51]. From
a theoretical standpoint, establishing and maintaining the use
of VC can be achieved by finding ways to present behaviors of
others to the patient, following the concept of nudging [74].
Theidea of nudging isto gently encourage peopleto behavein
acertain way at a subconscious level [75]. Nudges in the form
of messages presented to the patient (eg, “Most of your friends
have used VV C beforeto contact their physician.”) can potentially
lead to higher useintentions. Our findings expand prior research
that shows that digital nudges can positively influence the
willingness to use novel technologiesin hospitals[76]. In turn,
our findings contribute to the theoretical concept of nudging by
indicating that the use of social norms as anudging option [74]
holds the potentia to increase the acceptance rate of VC in
primary care.

Limitations

This study has some limitations. First, the sampling procedure
is prone to selection bias because we did not strictly regulate
participant characteristics and demographics. Thus, the sample
yields varying degrees of technical affinity and age, which could
frame the results in a certain direction. People opting for
telemedicine (representing sample B) might exhibit particular
characteristics such as dispositional innovativeness that could
partially explain patient perceptions and behavior. In addition,
the interviews were partially conducted during the COVID-19
pandemic, which could have influenced the responses of the
participants. AsV Cisthe only way for many patientsto consult
their GP, at least during the acute times of the pandemic,
interviewees might have formed stronger intentions and more
positive reactions to the technology. Second, it is difficult to
discussidentified factors in comparison with patients living in
urban areas because the data are limited to the chosen context.
The urban patients’ experiences of VC and their intention to
participate might differ with regard to the varying structural
circumstances and quantity of practitioners. Third, participants
were recruited in a limited region. Nevertheless, this area is
representative of rural regions in Germany according to size
and demographic characteristics. Further studies should be
conducted to shed light on urban environments and enable
rural-urban comparisonsin areliable and insightful way.

Conclusions and Outlook

This study investigatesfactorsthat constitute patients' attitudes,
perceptions, and technology acceptance behavior regarding the
use of VC in the rura primary care setting. To account for
different levels of experience with technology use, this study
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involves the perspectives of preusers as well as actual users of
VC. The empirical data enable the comparison of these 2
perspectives and the provision of implications for the design,
application, and theory of VC. The study delivers an in-depth
description and discussion of patients’ experiencesand attitudes
that complement our understanding of the use of VC in primary
care by involving both preusers and actual users of VC. The
findings can be of interest to researchers, medical practitioners,
and designers of V C and telemedicine solutions, further enabling
them to increase the behavioral intentions of preusers, maintain
continuous use of VC by already experienced patients, and
achieve a critical mass of patients participating in digital
treatments.

With regard to the patients behavioral intentions toward and
actual use of VC in primary care, that is, their technology
acceptance behavior, this study unveils several links to
established models and includes antecedents of heath care
technology acceptance. Interestingly, when looking at models
that have been put up and tested by researchers to investigate
patients acceptance of consumer health technol ogies, none of
these models (TAM, TPB, or UTAUT) combines the factors of
perceived usefulness, trust in GP, socia norms and image,
degree of voluntariness and obligatory use, patient responsibility
and involvement, and need for physical contact, which our
findings suggest [32]. Hence, proposing and testing atheoretical
model that integrates these antecedents represents a promising
avenue for technology acceptance researchers when
investigating the use and acceptance of VC in primary care. In
addition, the comparison of user groups showsthat the priorities,
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needs, expectations, and attitudes toward using VC in primary
care vary between preusers and actual users. Therefore, the
inclusion of both patient groups appears to be feasible when
testing new theoretical models of technology acceptance by
patients. The role of the patient (preuser vs actual user) thus
holds potential explanatory power when looking at antecedents
of core constructs such asintention to use VC.

This paper opens up many further research opportunities for
future work aswell asfor preceding studies. First, research can
be conducted to further investigate the gap between different
generations regarding their perceptions and opinions on
telemedicine. Thefindings suggest that stereotyping takes place
across al ages, that is, the association of older adults with a
lack of technical skills or the perceived social pressure coming
from younger generations. Second, to overcome the
monomethod approach, studies engaging wider and more
heterogeneous populations can be conducted, for instance, in
the form of surveys conducted on the web or on the GP's site.
In doing this, researchers can gather data with higher external
validity and achieve further insights into how to implement
digital technologies within the primary care setting, based on
guantitative measures. Here, interventional studies appear to be
feasible to shed light on the behavioral and attitudinal changes
triggered by the use of digital technology. Third, to generate
feasible and beneficial designsfor technology, the involvement
of technology expertsand devel opers, working together in focus
groups and workshops, can yield concrete technical features
and innovations that further improve the comprehensive
provision of primary carein rural aress.
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Abstract

Background: Socia mediais apowerful tool for the dissemination of health messages. However, few studies have focused on
the factors that improve the influence of health messages on social media.

Objective:  To explore the influence of goal-framing effects, information organizing, and the use of pictures or videos in
health-promoting messages, we conducted a case study of Sina Weibo, a popular social media platform in China.

Methods: Literature review and expert discussion were used to determine the health themes of childhood obesity, smoking,
and cancer. Web crawler technology was employed to capture data on health-promoting messages. We used the number of
retweets, comments, and likesto evaluate the influence of amessage. Statistical analysiswasthen conducted after manual coding.
Specifically, binary logistic regression was used for the data analyses.

Results: We crawled 20,799 Sina Weibo messages and sel ected 389 health-promoting messages for this study. Resultsindicated
that the use of gain-framed messages could improve the influence of messages regarding childhood obesity (P<.001), smoking
(P=.03), and cancer (P<.001). Statistical expressions could improve the influence of messages about childhood obesity (P=.02),
smoking (P=.002), and cancer (P<.001). However, the use of videos significantly improved the influence of health-promoting
messages only for the smoking-related messages (P=.009).

Conclusions: The findings suggested that gain-framed messages and statistical expressions can be successful strategies to
improve the influence of messages. Moreover, appropriate pictures and videos should be added as much as possible when
generating health-promoting messages.

(JMIR Med I nform 2020;8(10):€20558) doi:10.2196/20558

KEYWORDS
health-promoting messages; social media; Sina Weibo; influence; framing effects; health communication

: explosive growth, especialy in China [1]. As of June 2019,
Introduction Chinahas 854 millioninternet users, the vast majority of whom
Overview obtain information through social media [2]. An increasing

- i i . number of scholars believethat social mediahas great potential
Television, newspapers, radio, magazines, and other traditiona g 3 1o0| in the field of hedlth care [3] and health promotion
media have long been the communication tools relied upon for [4,5].

health communication. More recently, socia media, such as
Facebook, Twitter, and Sina Weibo (or Weibo), has gained
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Sina Weibo is one of the most popular social media platforms
in China. In December 2018, this platform had 462 million
active accounts, including more than 37,000 media organizations
and 170,000 government agency accounts [6]. Yang et al [1]
described Weibo as a mixture of features of Twitter and
Facebook. Weibo also has some elements of a bulletin board
system, blog, and social networking site. Socia media has
become a unique platform for health promotion due to its
potential for viral messaging [ 7], itsability to challenge authority
[8], and its diversity of users [9]. In China, Weibo has been
widely used for health communication [10-12].

However, many health-promoting messages rel eased on social
medialack influence [13]. Health-promoting messages transmit
health information through mass mediato prevent diseases and
promote health [14]. Van 't Riet et a [15] asserted that a
health-promoting message should include health-related
behaviors and the consequences of behaviors. As a result,
health-promoting messages may contain terminologies and
substantial expository text [16]. However, Chinese residents
have low overall health information literacy [17]. Most people
think that health messages on the internet are often too complex
to understand [18]. The complex content in health-promoting
messages hinders people's willingness to interact with them.
Moreover, few studies have explored the effect of using specific
communication strategies to enhance peopl €' s participation with
health messages on socia networking platforms[19].

Some strategies can improve the audience's acceptance of and
participation with health messages. Myers [20] believed that
health message—framing effects can be conducive to the spread
of health-promoting messages and encourage people's health
behaviors. Meppelink et al [21,22] used pictures and videosin
ahealth-promoting message to change the communi cation effect.
Allen and Preiss[23] found that a statistical type of information
organization made information more persuasive. Sundar [24]
suggested that audiences are more likely to recognize
information provided by professionalsthan by nonprofessionals.
Social media has broken through the limitations of traditional
mediaand made these strategies easier to use. A previous health
information survey on child obesity [25] verified that framing
effects could significantly change the audience's attitude toward
information. Whether these strategies, especially the framing
effects, contribute to the impact of health-promoting messages
on the Weibo platform is worth studying.

Weibo hasbecome one of the most notabl e platformsfor people
in China to seek health-promoting messages [26]. Examining
the factors that shape the degree of influence of
health-promoting messages on the Weibo platform is crucial.
Many studies on health information dissemination have been
carried out by questionnaires, but thistechnique hasthe problem
of subjective bias. Therefore, thiswork employed aweb crawler
and manual coding to collect datafrom the real-world platform
of Weibo. We considered the message-framing types as the
influencing factors and explored whether the message sources,
expression types, and use of pictures or videoswould affect the
degree of influence of health-promoting messages. The results
of this study can guide the communication of related health
themes and provide experimental evidence for theoretical
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research related to the framing effects of health-promoting
messages.
Background

Message-Framing Effects

Kahneman and Tversky [27] first proposed framing effectsusing
the “Asian disease problem” example, thereby beginning the
research on framing effects in the field of psychology.
Message-framing effects for health-promoting messages have
become a hot research topic. Prospect theory can explain
framing effects. This theory holds that people can be acutely
aware of whether a framing message emphasizes potential
benefits or risks [27,28]. Health-promoting messages can be
divided into gain-framed messages (which highlight the
beneficial consequences of healthy behavior) or loss-framed
messages (which underscore the detrimental counterpart) [15].
The gain- and loss-framed effects show that when health care
messages emphasi ze the positive or negative results of an action
or omission, the persuasiveness of the messages significantly
differ. Previous studies have confirmed that a gain-framed
message is effective in promoting the use of sunscreen and
exercise activities [29]. Conversely, a loss-framed message is
persuasive in promoting mammography, chest self-examination
[30], and colorectal cancer detection [31]. Given the prior
research [15] and the text-based message expression of Weibo
[32], we posit that the gain-framed and loss-framed effects on
health-promoting message dissemination on Weibo are similar
tothose of print media. A Weibo messagethat clearly expresses
positive or negative consequences was regarded as framed.

Expression Type and Visuals

A dtatistical expression message refersto amissivethat contains
guantitative or numerical information [33]. Many studies have
compared the persuasiveness of different types of information
organization, especially the statistical and narrative evidence
types, albeit with inconclusive results[34,35]. Allen and Preiss
[23] believed that the use of statistical expressions in a highly
technological worldiscrucial. Their meta-analysisaso indicated
that statistical expressions of proof are generally persuasive. A
Weibo message that contains numerical evidenceis considered
a statistical expression message. Visuals [36] refer to adding
descriptive pictures or videos to a Weibo message. Through
literature review and the research completed by our group
[25,37], we found that visuals [38,39] and statistics [39] were
two important message features that can be combined with
framing effects to affect the influence of health messages. It is
easy for users to detect pictures, videos, or precise numbersin
Weibo messages, and it is also easy for message creatorsto add
this content to Weibo messages.

Evaluation I ndicator of the I nfluence of
Health-Promoting Messages in Weibo

In our study, influence was defined as the degree to which a
Weibo health-promoting message attracts users to participate
inthe message interaction, which also evaluatesthe effectiveness
of health communication [40]. Shiratuddin et al [41] and Hassan
and Shiratuddin [42] found that retweets, comments, and likes
can reflect a user group’s participation and attention to the
content of Weibo messages. Retweets constitute the crucial
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mechani sm of message diffusion on Weibo. Retweetsarerel ated
to avariety of social motivations, such as spreading information
to new audiences, pleasing specific audiences, publicly
supporting someone, quoting others' views, and symbolizing
friendship, loyalty, or respect. Starbird and Palen [43] believe
that retweeting is a kind of information recommendation
behavior. Comments and likes are the main ways for users to
interact on Weibo. Comments on Weibo refer to users' personal
opinions on a topic, according to their preferences and other
subjective demands. A “like” button, represented by a thumbs
up symbol, is present at the bottom of every post by the social
network users. That symbol is clicked to express love and
approval for aparticular statement. The “like” option iseasy to
operate, thereby making the expression convenient and fast.

These 3 behaviors' costs mainly include time costs and credit
costs. The time costs and credit costs for retweets, comments,
and likes are different. Compared with the other two operations,
the time costs and credit costs of the like operation are the
lowest. The comment operation requires the highest time costs
and some credit costs. The retweet operation requires few time
costs and the highest credit costs. To summarize, we propose
that when a Weibo message attracts users to participate in the
interaction, the cost of commenting is the highest, retweeting
is the second highest, and liking is the lowest. This means that
the weights of likes (Lw), retweets (Rw), and comments (Cw)
are different for the mathematical expression of the influence
score. Therefore, the influence score (Is) of a Weibo message
can be defined as the linear weighted sum of the number of
retweets, comments, and likes. This can be expressed as:

Is=alLw + BRw + yCw (1)

a+B+y=1(2

a<p<y(d
Xiong et a [44] found that the number of retweets and
comments had a positive correlation in a big data study on

Weibo messages. The quantitative relationship between 3 and
y was obtained:

B:y=0.84(4)
Based on the data set of messages in the Weibo hot topic list,
Wu [45] found the ratio of the number of likes to the sum of
the number of retweets and comments in the Weibo messages

in which users actively participated in the interaction. The
guantitative relationship between a and (3 + y) was obtained:
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a:(B+y)=0.25(5
The values of a, 3, and y can be obtained simultaneously with
formulas 1, 4, and 5:

Is=0.2Lw + 0.365Rw + 0.435Cw.
Methods

Health M essage Themes

Because of the search method on Weibo, we first had to
determine the keywords that could represent the health theme
in order to search Weibo health messages. To identify health
themes, we used the PubMed search engine, using “fram*
effects” AND “health message*” as keywords, and obtained
229 papers. A panel of experts discussed health themes from
these 229 papers. Through discussion, they found that
obesity-related, smoking-related, and cancer-related health
themes were mentioned morein the literature and that the public
paid high attention to them. Combined with the previous
research of our group [25], we ultimately chose “childhood
obesity,” “smoking,” and “cancer” as keywords.

Using Python, we wrote a crawler program that could
automatically obtain the fieldsin the Weibo platform according
to the given keywords. The resulting fieldsincluded the message
text, the publisher's name, and the number of retweets,
comments, likes, pictures, and videos.

Time Ranges of Health-Promoting M essages

Weibo allows researchers to retrieve messages posted during a
specified period through keyword searches. With childhood
obesity, smoking, and cancer as the keywords, we retrieved
posts for 1 month (November 1 to November 30, 2019). The 2
coders counted the number of health-promoting messages in
the search posts and used the Cohen k coefficient to ensure the
consistency between the coders. The statistics of the 2 coders
revealed that the proportion of health-promoting messages
containing the keywords was 1:4.4:5.1 (childhood
obesity:smoking:cancer) (Figure 1). In order to ensure that the
number of health-promoting messagesin the 3 themes remained
similar, we used childhood obesity asthe keyword and searched
for postsfrom January 1, 2019, to January 31, 2020 (13 months).
Moreover, we employed smoking and cancer as the keywords
and searched postsfrom November 1, 2019, to January 31, 2020
(3 months).

JMIR Med Inform 2020 | vol. 8 | iss. 10 |[e20558 | p.66
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Rao et a

Figure 1. Number of Weibo messages that contained the Chinese keyword in the Weibo database in November 2019. Health-promoting message
content had to include health-related behaviors and the consequences of behaviors.
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Coding of Health-Promoting M essages

We used Python's Selenium library to ssimulate users' log-insto
Weibo's webpage by employing a written crawler code and
using Weibo's advanced collection mechanism to search for
messages with the keywords. The crawler was designed to
output the search results, including the messages; the account
names of the messages; the number of retweets, comments, and
likes on messages; and any pictures or videos.

Two reviewers then screened the health-promoting messages
from the search results according to the coding process (Figure

http://medinform.jmir.org/2020/10/e20558/

XSL-FO

RenderX

2) and coded the degree of influence, frame properties, influence
source type, expression type, and presence of pictures and
videos, as described in Multimedia Appendix 1 [9,31,45]. The
2 coders studied the coding principles carefully, and
pre-experiment coding was carried out. In the pre-experiment
coding, the 2 coders communicated effectively. Results that
were similarly coded by the 2 reviewers could be entered
directly. Messages with different codes were re-examined by a
reviewer. Then, after eliminating human error, the coding was
submitted to an expert group for judgment if the outcome was
inconsistent.
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Figure 2. The coding process for the health-promoting messages.
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Statistical Analysis Results

Data were processed with Excel (Microsoft Corp) software
before entry into the database. Data analyses were performed
using SPSS 20.0 software (IBM Corp). Frequency and
percentage were used to describe the categorical variables of
the message characteristics. Binary logistic regression analysis
was implemented to evaluate the influencing factors related to
the health-promoting messages' influence. P values below .05
were considered statistically significant.

Quiality Control

Beforetheformal experiment, 2 codersrandomly encoded 1800
Weibo messages. Cohen k was used to measure the consistency
in SPSS 20.0. The Cohen k coefficient of the coderswas 0.827
when judging whether a message was a health-promoting
message, 0.962 when judging the influence of a
health-promoting message, 0.859 when judging the frame
properties of a health-promoting message, 0.943 when judging
the expression properties of ahealth-promoting message, 0.977
when judging the sources of a health-promoting message, and
1.000 when judging whether a health-promoting message
contained a picture or video. The two coders had good
consistency and met the coding requirements of content analysis.
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Descriptive Statistics of the Char acteristics of
Health-Promoting M essages

A total of 389 health-promoting messageswereincluded inthis
study (Table 1). Among these messages, 242 (62.1%) were
lower than the average influence score of the disseminator. The
chosen items used loss-framed (241/389, 61.8%), gain-framed
(127/389, 32.6%), and neutral-framed (21/389, 5.4%) messages.
The disseminators of these health-promoting messages were
mostly individual users, 31.3% (122/389) of whom possessed
professional accounts certified by the platform or werelabelled
as engaged in the health field and 26.7% (104/389) of whom
were not certified by the platform nor labelled as engaged in
the health field. Disseminators not from health institutions and
organizations (86/389, 22.1%) outhnumbered those from health
institutions and organi zations (77/389, 19.7%). A total of 44.1%
(172/389) of the health-promoting messages contained statistical
expressions.  Furthermore, 51.3% (200/389) of the
health-promoting messages added corresponding pictures in
addition to the text description. However, only 20.0% (78/389)
of the messages added corresponding videos.
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Table 1. Descriptive statistics of characteristics of health-promoting messages.

Variables Childhood obesity,  Smoking, n (%) Cancer, n (%) Total, n (%)
n (%) (n=128) (n=114) (n=147) (N=389)

Influence degree

High influence 45(35.2) 36 (28.1) 66 (44.9) 147 (37.7)

Low influence 83 (64.8) 78 (60.9) 81 (55.1) 242 (62.1)
Frame properties

Loss framed 74 (57.8) 94 (73.4) 73(49.7) 241 (61.8)

Gain framed 48 (37.5) 17 (13.3) 62 (42.2) 127 (32.6)

Neutral framed 6 (4.7) 3(23) 12(8.2) 21(5.4)
Sources

Ordinary users (health field) 41 (32.0) 28(21.9) 53(36.1) 122 (31.3)

Ordinary users (nonhealth field) 35(27.3) 29 (22.7) 40 (27.2) 104 (26.7)

Organizations (health field) 27(21.1) 29(22.7) 21(14.3) 77 (19.7)

Organizations (nonhealth field) 25(19.5) 28 (21.9) 33(22.4) 86 (22.1)
Expression properties

Statistical expression 54 (42.2) 67 (52.3) 51 (34.7) 172 (44.1)

Nonstatistical expression 74 (57.8) 47 (36.7) 96 (65.3) 217 (55.6)
Picture assistance

Yes 77 (60.2) 48 (37.5) 75 (51.0) 200 (51.3)

No 51(39.8) 66 (51.6) 72 (49.0) 189 (48.5)
Video assistance

Yes 15 (11.7) 24(29.7) 39 (26.5) 78 (20.0)

No 113(88.3) 90 (70.3) 108 (73.5) 311 (79.7)

Binary L ogistic Regression of the Information
Characteristics and Degree of Dissemination

The influence of each health-promoting message was a
dichotomous variable. In this study, we used binary logistic
regression to evaluate theimpact of framing effects, information
sources, expression types, and pictures and videos on the degree
of influence of health-promoting messages. The dependent
variable of the binary logistic regression model was based on
low influence.

We analyzed the 3 focal health message themes and found that
the effect of the message characteristics on the message
influence did not change with the ateration of the health
message themes. For the messages on childhood obesity and
cancer, the frame properties and whether the message was a
statistical expression had an impact on the message influence.

http://medinform.jmir.org/2020/10/e20558/

Compared with loss-framed messages, gain-framed messages
had a higher degree of message influence (P<.001 in childhood
obesity and cancer) and used statistical expressionswith ahigher
degree of message influence (P=.02 in childhood obesity,
P<.001 in cancer). In the messages about smoking, the frame
properties (whether statistical expressionsor otherwise) and the
inclusion or exclusion of videos had an impact on the message
influence. Compared with the lossframed messages, the
gain-framed messages had a higher degree of messageinfluence
(P=.03). Messages with statistical expressions had a higher
degree of message influence than those with nonstatistical
expressions (P=.002). Finaly, messages with videos had a
higher degree of message influence than those without videos
(P=.009). The effect of the message characteristics on the
influence of messages about childhood obesity, smoking, and
cancer can be seen in Tables 2-4.
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Table 2. Binary logistic regression for health-promoting messages regarding childhood obesity.

Parameter B SE Wald chi-square (df)  oRra (950 CI) P value
Frame properties
Gain framed -3.210 0571 316 (1) 0.040 (0.013-0.124)  <.001
Neutral framed 0.280 1.227 0.1(1) 1.323 (0.119-14.661) .82
Loss framed (ref?) N/AC N/A N/A N/A N/A
Sources
Ordinary users (health field) -0.072 0.739 0.0 (1) 0.931(0.219-3962) .92
Ordinary users (nonhealth field) 0.462 0.724 04(2) 1.587 (0.384-6.562) 52
Organizations (health field) -0.958 0.785 1.5(1) 0.384(0.082-1.788) .22
Organizations (nonhealth field) (ref) N/A N/A N/A N/A N/A
Expression
Statistical expression -1.227 0.525 5.5 (1) 0.293(0.105-0.820) .02
Nonstatistical expression (ref) N/A N/A N/A N/A N/A

Picture assistance
Yes -0.162 0.609 0.1(1) 0.850 (0.258-2.806) .79
No (ref) N/A N/A N/A N/A N/A

Video assistance

Yes 0334 0.890 0.1(2) 0716 (0.1254.098) .71
No (ref) N/A N/A N/A N/A N/A
30OR: odds ratio.

bref: reference category.
°N/A: not applicable.
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Table 3. Binary logistic regression for health-promoting messages regarding smoking.

Parameter B SE Wald chi-square (df)  oRra (950 CI) P value
Frame properties
Gain framed -1.412 0.641 49 (1) 0.244 (0.069-0.856) .03
Neutral framed -0.163 1.389 0.0(1) 0.850(0.850-12.932) .91
Loss framed (ref?) N/AC N/A N/A N/A N/A
Sources
Ordinary users (health field) 0.538 0.687 0.6 (1) 1.713 (0.446-6.580) .43
Ordinary users (nonhealth field) 1.209 0.747 26(1) 3.351(0.776-14.475) .11
Organizations (health field) 0.300 0.722 0.2 (1) 1.350 (0.328-5.555) .68
Organizations (nonhealth field) (ref) N/A N/A N/A N/A N/A
Expression
Statistical expression -1.932 0.609 10.1 (1) 0.145 (0.044-0.478)  .002
Nonstatistical expression (ref) N/A N/A N/A N/A N/A

Picture assistance
Yes -0.879 0.631 19() 0.415 (0.121-1.429) .16
No (ref) N/A N/A N/A N/A N/A

Video assistance

Yes 2016 0.767 6.9 (1) 0.133(0.030-0599)  .009
No (ref) N/A N/A N/A N/A N/A
30OR: odds ratio.

bref: reference category.
°N/A: not applicable.
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Table 4. Binary logistic regression for health-promoting messages regarding cancer.
Parameter B SE Wald chi-square (df)  oRra (950 CI) P value
Frame properties
Gain framed -2.808 0.482 33.9(1) 0.060 (0.023-0.155)  <.001
Neutral framed -1.019 0.757 1.8(1) 0.361 (0.082-1.590) .18
Loss framed (ref?) N/AC N/A N/A N/A N/A
Sources
Ordinary users (health field) 0.671 0.587 1.3(1) 1.955 (0.618-6.183) .25
Ordinary users (nonhealth field) 0.461 0.623 05(2) 1.586 (0.468-5.375) .46
Organizations (health field) -0.226 0.745 0.1(1) 0.798 (0.185-3.436) .76
Organizations (nonhealth field) (ref) N/A N/A N/A N/A N/A
Expression
Statistical expression -1.714 0.473 13.1(1) 0.180 (0.071-0.455) <.001
Nonstatistical expression (ref) N/A N/A N/A N/A N/A
Picture assistance
Yes -0.286 0.577 0.2(1) 0.751 (0.242-2.328) .62
No (ref) N/A N/A N/A N/A N/A
Video assistance
Yes -0.109 0.661 0.0 (1) 0.897 (0.245-3.277) .87
No (ref) N/A N/A N/A N/A N/A
80R: odds ratio.

bref: reference category.
°N/A: not applicable.

Discussion

Principal Results

To the best of our knowledge, this study has broken new ground
intwo aspects by (1) exploring the application of framing effects
in social media and (2) providing ideas for drafting
health-promoting messages with a high degree of influence.

First, the use of gain-framed messages in the health themes of
childhood obesity (P<.001), smoking (P=.03), and cancer
(P<.001) can sdignificantly improve the influence of
health-promoting messages (Table 2). Rothman and Salovey
[46] and Rothman et al [47] divided headlth behaviors into
prevention and detection behaviors according to the risk
perception of individuals. Preventive behaviorsinclude exercise,
quitting smoking, eating healthy, and using sunscreen. They
believed that gain-framed messages were more persuasive in
promoting disease prevention behaviors. Goal-framing effects
based on prospect theory have also reveded that factually
equivalent messages have different levels of persuasiveness
depending on the frame adopted by the messages[48]. Gallagher
and Updegraff [49] believed that gain-framed health-promoting
messages stimulated more information processing and better
subsequent memory. Furthermore, many previousinvestigations
support our conclusion. A cross-sectional study of 592
caregivers of preschool children found that gain-framed
messages could significantly improve the acceptance of
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information by caregivers [25]. Romanowich and Lamb [50]
posited that health education using gain-framed messages could
be more useful for nonsmokers. A qualitative survey of African
American adolescents by Satia et a [51] indicated greater
consistency with gain-framed cancer prevention messages. Most
research on the framing effects of health-promoting messages
have been conducted by questionnaires or interviews [15].
However, thereal world involves people observing information
and making decisions in a complex environment [52]. This
study further confirmed that gain-framed messages are a
favorable strategy in the dissemination of health-promoting
messages in everyday life.

Second, the use of statistical expression in the health themes of
childhood obesity (P=.02), smoking (P=.002), and cancer
(P<.001) can sdignificantly improve the influence of
health-promoting messages (Table 2). Statistical expressions
refer to health-promoting messages with numerical content [53].
Nonstatistical expressions denote health-promoting messages
without any precise numbers and are usually used in the
description of examples and stories [53]. No conclusion has
been reached about the persuasiveness of these two expression
types [34]. A meta-analysis [23] and an investigation of 1270
participants [54] found that statistical messages were more
convincing than narrative ones. A message that combines
narrative and statistical expression ismore convincing than one
using either narrative or dstatistical expression alone. We
hypothesized that adding dtatistical expressions to
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health-promoting messages when describing health behaviors
and consequences could create more active engagement toward
those messages and earn them more retweets, comments, and
likes. Another meta-analysis also reveadled that statistical
expression has a stronger impact on beliefs and attitudes than
narrative expression and that statistical expressions, beliefs, and
attitudes are mainly related to cognitive responses [55]. Wong
et al [39] combined numerical framing effects and prospect
theory and verified that precise numbers could more easily
represent the probability of risk. We believe this finding may
explain why people pay more attention to health-promoting
messages that contain statistical expressions.

Third, the use of videos significantly improved the influence
of health-promoting messages only for messages regarding
smoking (P=.009). A review suggested that compared with text
alone, adding picturesthat are closely related to the written text
can significantly improve the attention to and recall of health
education information [56]. However, Houts et a [56] noted
that great care should be taken when including picture materials
in health messages so that the audiences can understand the key
points of the message without being distracted by irrelevant
details. Levie and Lentz [57] posited that pictures not closely
related to the text have no beneficial effect on comprehension.
Furthermore, the impact of using videos on health-promoting
messages may be uncertain. Occa and Suggs [58] found that
videos had a positiveimpact when communicating breast cancer
information to 194 Italian women. Conversely, Xie [59]
suggested that there was no significant difference in risk
perception caused by words and sounds. We suggest that
publishers add appropriate pictures and videos as much as
possible when making health-promoting messages.

Fourth, we believe that accounts from organizations in health
fields should rel ease health-promoting messages more actively.
People tend to trust universities and official institutions more
than other types of organizations [60]. Furthermore, people
consider private doctors, medical universities, and governments
the most trusted sources of health messages [44,45]. As shown
in Table 1, the proportion of accounts from individual users
was higher than for organizational users, and users engaged in
the health field outhumbered those in nonhealth fiel ds. Specific
audiences are more willing to believe that the most reliable
information is provided by accounts from a health field [24].
Thus, ordinary users and organi zations from health fields must
participate in the dissemination of health-promoting messages.

Fifth, we found that health-promoting messages account for a
very small proportion of the social media posts related to the 3
health themes. We thought this may be related to four main
reasons. First, the definition of ahealth-promoting message was
a message that included both health behaviors and health
outcomes [15], so we excluded some messages, such as
messages only referring to the cause of a disease. Second, in a
health topic, the amount of social content was often much larger
than the amount of health professional content [61]. Third, we
found that the celebrity effect exists in Weibo health themes.
If a celebrity died of cancer, there would soon be a lot of
cancer-related messages on Weibo. However, there was a lack
of clear health guidance in these messages. We excluded a lot
of these kinds of eye-catching messages. Fourth, even under
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the theme of health, alot of messages on social mediawere still
related to advertising [62]. We excluded the messages that
contained advertising. This result reflects reality. There were
few health-promoting messages published on Weibo about
childhood obesity, smoking, and cancer. In the health field,
many researchers have confirmed that health-promoting
messages using framing effects can stimulate people's health
awareness [63] and improve their willingness to prevent and
treat health conditions [20,49]. Health promotion messages
including health behaviors and health outcomes should be
widely used. Our research suggests that professionalsin health
fields should be more active in publishing health-promoting
messages on social media.

Limitations

This study has several limitations. First, a small sample size
was analyzed in thiswork. We needed to explore the impact of
goal-framing effects on the influence of health-promoting
messages. Accordingly, we included only health-promoting
messages, such asthose about behaviors and consequences[15],
thereby limiting the writing template for such messages. This
approach did not fully incorporate all health messages and may
have produced errors. Moreover, this research only focused on
certain health-promoting messages to fill the gaps in the
literature. Second, we formulated the definition of a Weibo
message’s degree of influence according to the literature [41,42]
and from expert advice, and we used only 3 indexes: retweets,
comments, and likes. The number of users who viewed a
messageisan excellent index to eval uate the degree of influence,
but restrictions of the Weibo platform meant that we could not
ascertain the number of views for every message. If the Weibo
platform cancelsthisrestriction in the future, then views should
be included in the evaluation index. Third, we did not evaluate
whether the pictures and videos added in the Weibo
health-promoting messages accurately matched the points of
the message. Such an omission may have affected our results.
We still suggest that the publisher add appropriate pictures and
videos as much as possible to health-promoting messages. In
thefuture, researchers can further examinetheimpact of pictures
and videos on health-promoting messages on social media.

Conclusions

In this study, we identified the factors that could affect the
degree of influence of health-promoting messages on the Sina
Weibo platform. A total of 389 health-promoting messageswere
included in this work. The use of gain-framed messages and
statistical expressions could improve the influence of messages
for all 3 themes (ie, childhood obesity, smoking, and cancer).
Although adding pictures and videos to messages did not
significantly improve the influence of messages about childhood
obesity and cancer, we still contend that adding appropriate
pictures and videos as much as possible when producing
health-promoting messages is a good strategy. We encourage
users from organizations in health fields to release more
health-promoting messages. When public health institutions
and professionals release such messages, the framework,
organization, and content of the messages must be considered.
In this way, health-promoting messages may become more
influential.
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Abstract

Background: With the increasing incidences and mortality of digestive system tumor diseases in China, ways to use clinical
experience datain Chinese el ectronic medical records (CEMRS) to determine potentially effective relationshi ps between diagnosis
and treatment have become a priority. As an important part of artificial intelligence, a knowledge graph is a powerful tool for
information processing and knowledge organization that provides an ideal means to solve this problem.

Objective: This study aimed to construct a semantic-driven digestive system tumor knowledge graph (DSTKG) to represent
the knowledge in CEMRs with fine granularity and semantics.

Methods: This paper focuses on the knowledge graph schema and semantic relationships that were the main challenges for
constructing a Chinese tumor knowledge graph. The DSTK G was devel oped through a multistep procedure. Asan initial step, a
complete DSTK G construction framework based on CEMRs was proposed. Then, this research built a knowledge graph schema
containing 7 classes and 16 kinds of semantic relationships and accomplished the DSTK G by knowledge extraction, named entity
linking, and drawing the knowledge graph. Finaly, the quality of the DSTKG was evaluated from 3 aspects: data layer, schema
layer, and application layer.

Results: Expertsagreed that the DSTK G was good overall (mean score 4.20). Especially for the aspects of “rationality of schema
structure,” “scalability,” and “readability of results,” the DSTK G performed well, with scores of 4.72, 4.67, and 4.69, respectively,
which were much higher than the average. However, the small amount of datain the DSTK G negatively affected its” practicability”
score. Compared with other Chinese tumor knowledge graphs, the DSTKG can represent more granular entities, properties, and
semantic relationships. In addition, the DSTKG was flexible, allowing personalized customization to meet the designer's focus
on specific interests in the digestive system tumor.

Conclusions: We constructed agranular semantic DSTKG. It could provide guidance for the construction of atumor knowledge
graph and provide apreiminary step for theintelligent application of knowledge graphs based on CEMRs. Additional data sources
and stronger research on assertion classification are needed to gain insight into the DSTKG’s potential.

(JMIR Med I nform 2020;8(10):€18287) doi:10.2196/18287
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Introduction

Background

Cancer isaleading cause of death worldwide. The International
Agency for Research on Cancer estimates that there were 18.1
million new cases of cancer and 9.6 million deaths caused by
cancer in 2018 [1]. Nearly 24% (4.3 million) of these cancer
cases and 30% (2.9 million) of deaths occurred in China.
Digestive tract cancers were responsible for 36.4% of
cancer-related deaths in China, compared with <5% in both the
United Statesand United Kingdom [2]. Thereisarapid increase
of digestive system cancers in China. China is currently
challenged by trying to prevent and control digestive cancers.

Electronic medical records (EMRs) aredigital versions of
paper-based patient chartsin clinician offices, clinics, and
hospitals that contain detailed clinical information about the
occurrence, development, and treatment of the patient’s disease
[3]. They have important clinical value, such as providing data
to support disease screening and prediction [4]. With the full
implementation of health information technologies in China,
its hospitals have accumulated large amounts of EMRSs.
However, the utilization rate of EMRs in China is relatively
low, and research still focuses on traditional data management
and statistical analysis of data from small samples [5-7]. One
reason is because medical knowledge in Chinese EMRs
(CEMRSs) mainly exists in unstructured text, which cannot be
understood by computers. In addition, medical knowledge in
CEMRs is scattered; for example, the main entity type in the
chief complaint field is symptom, and the main entity typein
the discharge instructions field is medicine. This scattered
knowledge distribution introduces obstacles to the analysisand
in-depth mining of CEMRs. Furthermore, CEMRshave aunique
sentence structure that is different from ordinary text, and there
isno unified clinical medical terminology standard for CEMRS,
which resultsin different clinicians using different expressions
for the same medica term. For example, for the Chinese medical
term “radical gastrectomy (B #ER;EZK),” clinicians may write
“BEEMRIG" or “iRIGME B EEIRIGR . These characteristics of
CEMRs have brought great challenges to the mining and
utilization of CEMRs in the big data environment.

The knowledge graph is an emerging knowledge service
technology in the era of big data and an important part of
artificia intelligence [8]. It has a graph-based data structure
composed of nodes (entities) and edges (semantic relations) [9].
Strengths of knowledge graphs aretheir abilitiesfor information
processing and knowledge organization; in addition, they can
express various domain concepts and the intricate rel ationships
between them. The knowledge graph providesan ideal technical
means for connecting scattered knowledge fragments and
integrating information in CEMRs. Using knowledge graph
technology to organize and manage medical knowledge scattered
in various parts of CEMRs can not only effectively describe
and mine the relationship between medical entities and avoid
information overload but also reduce the time cost for clinicians
to find patient information and improve the knowledge service
ability of CEMRs.
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Thisstudy aimed to construct a semantic-driven digestive system
tumor knowledge graph (DSTKG) based on CEMRs. Compared
with previous studies, this study focused on the construction of
a DSTKG schema and the representation of semantic
relationships between medical concepts, with the aims of
maximizing the presentation of diagnosis and treatment facts,
better assisting knowledge calculation and completing
knowledge graph construction, and the subseguent application
of intelligent medicine. In addition, this paper introduces the
characteristics of digestive system tumor diseases and
tumor-related CEMRs for the purpose of improving the
performance of knowledge extraction in the process of
constructing aDSTKG. Inthefollowing sections, the framework
of aDSTKG based on CEMRsis presented, and the construction
process of a DSTKG is described in detail along with a
preliminary assessment of the knowledge graph. The paper also
discusses challenges and future steps.

Related Work

The concept of the knowledge graph was formally proposed by
Google in 2012 and has been popularized in academia and
industry sincethen. Medicineisan important vertica application
field of knowledge graphs. So far, there have been a large
number of medical knowledge graphs, such as IBM Watson
Health [10], the Partitioned Knowledge Graph built by the
University of Maryland [11], and the breast cancer knowledge
graph built by Huang [12]. Furthermore, researchers have also
begun to study how to construct high-quality health knowledge
graphsfrom EMRs. For instance, Rotmensch et a [ 13] proposed
a method to automatically construct a disease-symptom
knowledge graph directly from EMRsusing anoisy “OR” model
[13]. Kwon et al [14] used interpretable and interactive recurrent
neural networks for visual analytics on EMRs. Bean et a [15]
applied a knowledge graph to verify adverse drug reactionsin
EMRs. Medical knowledge graphs have played an important
rolein medical servicessuch asinformation retrieval, intelligent
guestion-and-answer, and intelligent diagnosis.

Compared with English medical knowledge graphs, theresearch
of Chinese medical knowledge graphs is till in its infancy,
especialy based on CEMRs. Part of the reason is that the
resources for building Chinese medical knowledge graphs are
limited. For instance, there are no public Chinese medical
knowledge repositories like Systematized Nomenclature of
Medicine-Clinical Terms (SNOMED CT) and repositories of
biomedical ontologies in Chinese like BioPortal. In addition,
Chineseisdifferent from English. Chinese has no natural space
as a separator, fewer speech components, and random use of
punctuation, which makes Chinese natural language processing
more difficult. For CEMRs, in addition to the characteristics of
Chinese that increase the difficulty of constructing knowledge
graphs, their scattered knowledge distribution, unique syntax,
alarge number of abbreviations, and non-standard expressions
of terminology further increase the difficulty of constructing
Chinese medica knowledge graphs. Considering these
challenges, researchers have made various attempts at creating
processes for constructing Chinese medical knowledge graphs.
For example, Zhang et a [16] proposed a generative model
named the conditional relationship variational autoencoder to
reduce the workload of data preprocessing and manual
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annotation of the Chinese medical corpus. Variousdeep learning
models were used to improve the performance of named entity
recognition (NER) [17-19] and relation extraction (RE) of
CEMRs [20,21]. Sheng et a [22] introduced a general
framework for a hedth knowledge graph based on
cardiovascular discase EMRs. Zhou et a [23] studied the
construction and application of the “knowledge-centric’
knowledge graph of traditional Chinese medicine based on
ancient Chinese texts. Jie et a [24] built a breast tumor
knowledge graph that only contains 3 types of concepts (basic
information of the patient, examination, and diagnosis) and 7
kinds of one-way semantic relationships (has_a, instance _of,
attribute_of, part_of, owns, diagnosis, and detect) [24].
However, with a one-way semantic relationship, it is difficult
to fully express the complex medical process of patients. For
example, the semantic relationship between disease and
examination is not only the examination to investigate the
disease but also the examination revealing the disease. So far,
some medical knowledge graphs based on CEMRSs have been
established, such asthose for hypertension and diabetes[25,26].

However, compared with the construction of Chineseknowledge
graphs in other fields, tumor knowledge graphs are till rare,
especially aDSTKG. Thisisbecausethe purpose of constructing
a Chinese medical knowledge graph is not only to serve the
grass-rootsgenera practitionersand specidistsin large hospitals
but also to popularize medica knowledge for patients.
Therefore, the establishment of knowledge graphs of common
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diseases has more extensive value in China. On the other hand,
compared with common diseases, the use of knowledge graphs
to assist in diagnosis of intractable diseases such as tumors has
avery highdimension, soitismoredifficult to construct atumor
knowledge graph. Additionally, existing worksfor constructing
Chinese medical knowledge graphs have mainly focused on
“data-centered,” namely extracting information and establishing
straightforward connections [27,28]. However, they pay less
attention to the schema of the knowledge graph and semantic
relationships, which leads to poor conceptua standardization
and scalability of the knowledge graph. With the continuous
increasein theincidence and mortality of digestive system tumor
diseases in China and the rapid growth of CEMR data, the
construction of aDSTKG becomes urgent.

Methods

DSTKG Construction Framework

This study takes the first record for the course of disease and
the discharged brief as the data source, focusing on the
construction of the DSTKG schema and enriching the types of
semantic relationships between concepts. Combining the
characteristics of digestive system tumor diseases and the
characteristics of tumor EMRs, we designed the DSTKG
construction framework based on CEMRSs, as shown in Figure
1, which includes 6 steps: demand analysis, data collection,
schema construction, knowledge extraction, named entity linking
(NEL), and knowledge graph drawing.

Figure 1. Construction framework of a digestive system tumor knowledge graph (DSTKG) based on Chinese electronic medical records (CEMRS).
API: application programming interface; BiGRU: bidirectiona gated recurrent unit; BiLSTM-CRF: bidirectional long short-term memory with a
conditional random field; ICD: International Classification of Diseases; NCI: National Cancer |nstitute; REST: representational state transfer; SNOMED
CT: Systematized Nomenclature of Medicine-Clinical Terms, WHO: World Health Organization.
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Step 1 involves analyzing the construction purpose and
application demands of the knowledge graph. The knowledge
graph construction methods (eg, the selection of data sources
and schema of the knowledge graph) would change according
to the different construction purposes of knowledge graphs.
First, we need to make it clear what the knowledge graph is
built to do. The purpose of building a DSTKG in this study is
to summarize the main contents of CEMRs as systematically
and comprehensively as possible, to lay the foundation for the
upper-level intelligent service.
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In step 2, the data sources used to construct the knowledge graph
are collected, according to the purpose of knowledge graph
construction. The data sources consist of two parts: knowledge
to construct the DSTKG schema and data to populate the
DSTKG. CEMRs consist of 53 parts, such as medical record
summary, admission record, and therapy record [29]. The
patient'smedical condition, diagnosis, and treatment are mainly
recorded in the inpatient progress notes and discharge brief.
The first record for the course of disease is the first diagnosis
of the disease after admission, which isthe quintessence of the
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inpatient progress notes. Hence, the first record for the course
of disease and the discharge brief are used as the data sources
for the DSTKG in this study.

Step 3 involves constructing a patient-centered DSTK G schema
to organize and manage the knowledge in CEMRs. Due to the
rigor of medicine, the quality of knowledge used to construct
a knowledge graph schema needs to be high. We can collect
domain knowledge from various existing and high-quality
ontologiesor terminologies, such as SNOMED CT and National
Cancer Institute (NCI) Metathesaurus.

In step 4, knowledge is extracted from the data sources. This
step can be divided into 3 steps: data preprocessing, NER, and
semantic RE. With considerations of the diagnosis
characteristics of digestive system tumor diseases and the
language structure characteristics of tumor CEMRS, we
employed deep learning and rule-based methods to extract
knowledge from CEMRSs.

After knowledge extraction, this study exploited a hierarchical
and batch entity alignment strategy in step 5to realize NEL. In
the process, we constructed 6 dictionaries (eg, disease dictionary,
drug dictionary) to improve the effect of NEL.

In step 6, knowledge is stored in a Neo4j graph database for
preliminary feedback. After that, this study uses DSTKG for
semantic retrieval and CEMR visualization. Simultaneously,
thisresearch evaluatesthe quality of DSTK G in order to provide
ideas for further improving the knowledge graph.

Data Sources

A knowledge graph can be divided into schema and data layers
in alogica structure [30]. The schema of a knowledge graph
stores refined knowledge. Accordingly, the knowledge used to
construct a DSTKG schema learns from several open-access
authoritative terminologies and ontologies, which are Chinese
3.4 version of SNOMED CT, the NCI Metathesaurus, World
Health Organization (WHO) classification of digestive system
tumors, and the second edition of thelOth revision of the
International Statistical Classification of Diseases and Related
Health Problems (ICD-10). In addition, this study also refers
to the US Informatics for Integrating Biology and the Bedside
in 2010 (i2b2 2010) to determine the types of semantic
relationshipsin DSTKG.

As for the dataset (731 CEMRs of digestive system tumors)
used to build the DSTKG, it isderived from the Clinical Named
Entity Recognition (CNER) challenge task of the China
Conference on Knowledge Graph and Semantic Computing
(CCKYS) in 2018 [31]. In fact, a total of 1000 CEMRs were
released by the CCKS 2018 CNER challenge task, of which
731 were CEMRs of digestive system tumors. The 731 CEMRs
consist of 436 annotated CEMRs and 295 original medical
records. It isworth noting that the annotated corpus only has 5
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types of entities (“body structure” “symptom,” “sign,
“surgery,” and “medicine”), which cannot meet the demands
for constructing the DSTKG. Hence, under the guidance of a
digestive oncology surgeon and following the principles of
nonoverlapping and nonnesting, this study had 2 clinical
postgraduates manually supplement 3 types of clinical entities
(“disease” “disease type” and “test”) and 4 properties
(“histological grade,” “pathological stage’, “naked eye type,”
and “tumor size") for 436 annotated CEMRSs.

Schema Construction

Lying at the core of aknowledge graph, the schemaisessentially
a semantic network framework that can describe knowledge
normatively and objectively. This paper refers to the method
of constructing an ontology by Stanford University [32]; with
the help of clinical experts and ontology experts, a top-down
approach was used to construct a patient-centered DSTKG
schema. The Material Management System of Chinese Clinical
Medical terms was utilized for schema construction. The
construction process can be divided into 4 parts: clarify the
purpose of schema construction, determine the domain and
scope, consider reusing existing resources, and assess quality
(Figure 2).

To improve the standardization and scalability of the DSTKG,
we decided to build a patient-centered DSTK G schema. Based
on this purpose, we determined that the field and scope of the
DSTKG schema are digestive system tumors, such as stomach
cancer and colorectal cancer. Then, we reused existing resources
(ICD-10, NCI Metathesaurus, WHO classification of digestive
system tumors, SNOMED CT, i2b2 2010) and combined the
characteristics of cancer diseases to define 7 classes and their
data properties, as well as 16 semantic relationships. Finally,
we invited 2 ontology experts to evaluate the quality of the
DSTKG schemaand reviseit.

The 7 classes in the DSTKG schema are “patient,” “disease,”
“disease type,” “test,” “body structure,” “clinical finding,” and
“treatment.” In addition, “disease” isdivided into 2 subconcepts:
“noncancerous disease” and “cancer.” Its knowledge sourceis
the Chinese 3.4 version of SNOMED CT and the second edition
of ICD-10. The knowledge source of “test” is the same as
“disease,” which has 4 subconcepts. The classes for “clinical
finding” and “body structure” have the same knowledge source,
namely the Chinese 3.4 version of SNOMED CT. “Clinical
finding” is divided into the 2 subconcepts of “symptom” and
“sign.” “Treatment” is divided into 3 subconcepts, namely
“surgery,” “medicine,” and “radiotherapy,” which are inspired
by NCI Metathesaurus. Most of the concepts in “ disease type”
are derived from the WHO classification of digestive system
tumors. In addition, each concept has its own data properties
such as D, English name, and state. More details can be found
in Table 1.
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Figure2. Process of constructing the digestive system tumor knowledge graph (DSTK G) schema. i2b2: Systematized Nomenclature of Medicine-Clinical

Terms; ICD: International Classification of D
Terms; WHO: World Health Organization.

iseases; NCI: National Cancer Institute; SNOMED CT: Systematized Nomenclature of Medicine-Clinical
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Table 1. Data properties of the digestive system tumor knowledge graph schema.

Class Data properties

patient ID, sex, age, occupation, native place

disease English name, nonpreferred term, state

disease type English name, nonpreferred term, histological grade, pathological stage, naked eye type, tumor size
clinical finding English name, nonpreferred term, state

test English name, nonpreferred term

treatment English name, nonpreferred term

body structure English name, nonpreferred term

The semantic relationship is the representation of the semantic  We defined 16 types of semantic relationships in the DSTKG.
correl ation between domain conceptsthat connectsthe concepts.  For example, the DSTKG connects the concepts “ disease” and
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“test” with the semantic relationship “TeCD,” which means
“test is conducted to investigate the disease.” Another semantic
relationship between “disease” and “test” is “TeRD,” which
means “test reveals the disease” A collection of 13 types of
semantic relationships is presented in Table 2. The 3 other
semantic relationships are “attribute_of,” “instance of,” and
“is_a” Specifically, the DSTKG connects the concept with its
datapropertiesas*attribute_of” and establishesan “instance_of”
relation between the concept and its entities. Further, the“is a”
relation is employed to connect the concept and its hyponym.
For instance, the DSTKG connects the concepts “Primary

Xiuetd

malignant neoplasm of the stomach (B & & 14 %4 &))" and
“Primary malignant neoplasm of the body of the stomach (8§
IRREMEMEE)” with an edge labeled “is @ and
establishes an “attribute_of” relation between the concept
“Primary malignant neoplasm of the stomach (B J& & 14 &%
FER)” and its data properties (pathological stage) “pTINOMO.”

The schema of the DSTKG that we constructed is shown in
Figure 3. This DSTKG schema basically covers the domain
concept system and provides a relatively complete framework
for constructing the DSTKG.

Table 2. Semantic relationships of the digestive system tumor knowledge graph schema.

Semantic relationship  Definition

Coarse-grained category

Test-disease relation TeCD
Test-disease relation TeRD
Test-clinical finding relation TeRS
Test-clinical finding relation TeAS
Treatment-disease relation TrAD
Treatment-disease relation TrCD
Treatment-clinical finding relation TrAS
Treatment-clinical finding relation TrCS
Disease-clinical finding relation DCsS
Disease-clinical finding relation SID
Disease-disease type relation CLAS
Clinical finding—body structure relation LOCI

Patient-disease, clinical finding, test, and treatment relation  has_a

Test is conducted to investigate the disease.

Test reveals the disease.

Test reveals the symptoms and signs.

Test is administered for the symptoms and signs.
Treatment is administered for the disease.

Treatment causes the disease.

Treatment is administered for the symptoms and signs.
Treatment causes the symptoms and signs.

Disease causes symptoms and signs.

Symptoms and signsindicate the disease.

Cancer disease type

Symptoms and signs are located in the body structure.

The patient has a certain disease, clinical finding, test, or treat-
ment.
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Figure 3. Schema of the digestive system tumor knowledge graph. CLAS: cancer disease type; DCS: disease causes symptoms and signs; |CD:
International Classification of Diseases, LOCI: symptomsand signsarelocated in the body structure; NCI: National Cancer Ingtitute; REST: representational
state transfer; SID: symptoms and signs indicate the disease; SNOMED CT: Systematized Nomenclature of Medicine-Clinical Terms; TeCD: test is
conducted to investigate the disease; TeRD: test reveals the disease; TeRS: test reveals the symptoms and signs; TrAD: treatment is administered for
the disease; TrAS: treatment is administered for the symptoms and signs; TrCS: treatment causes the symptoms and signs; WHO: World Health
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Knowledge Extraction

Knowledge extraction is the process of identifying valid,
potentially useful, and ultimately understandabl e patterns from
large data collections. It includes NER and RE [33].

Named Entity Recognition of CEMRs

Chinese NER is usualy modeled as a character-level
sequence-labeling problem, because a Chinese sentence is a
string of characters without an explicit delimiter [34]. For most
sequence-labeling tasks, it isbeneficial to access both past (Ieft)
and future (right) contexts [35]. Bidirectional long short-term
memory (BiLSTM) networks with a conditional random field
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(CRF) can do this. A BiLSTM-CRF model takes advantage of
BiLSTM that can simultaneoudly utilize the past and future
input features through the forward and backward LSTM layer.
It can use the sentence-level tag information viathe CRF layer
aswell. Interms of identifying varioustypes of clinical entities
(such as diagnoses, tests, symptoms, body part, and treatment)
from CEMRSs, BiL STM-CRF achieved better performancethan
the baseline CRF model. Generally speaking, the F1 score of
the BiLSTM-CRF model is more than 1% higher than that of
the CRF model [34,36]. Therefore, this research employed a
char-based BiLSTM-CRF model for NER from CEMRs. The
architecture of the BiLSTM-CRF is shown in Figure 4.
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Figure 4. Architecture of the bidirectional long short-term memory (BiLTSM) conditional random fields (CRF). symp: symptom.
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Chinese electronic
medical records

The BiLSTM-CRF model consists of the look-up, BiLSTM,
and CRF layers. In the look-up layer, each character in the
sentence is mapped from the one-hot vector to the
low-dimensional dense character vector (character embedding)
as the initial input feature vector of the model. Then, the
BiLSTM layer isused to extract sentence festures automatically.
Specifically, the forward LSTM and backward LSTM layers
take the sequence of character representations X=(Xy, Xo,..., X,)
asinput and generate the representation of the left (Equation 1)
and right (Equation 2) context for each character.

@
@

After that, the LSTM’s output layer represents the overall
context sequence asﬁ, where h, isthe concatenation of 2 and

@]

Finally, the sequence of overall context representations was
taken as input for the CRF layer to predict the output label
sequence.

To train the BiLSTM-CRF model, we selected 4 types of
features to optimize the recognition effect: bag of characters,
part-of-speech (POS), position of the character in the sentence,
and dictionary features. The Natural Language Processing and
Information Retrieval Chinese lexical analysis system
(NLPIR-ICTCLAS) was utilized for word segmentation, while
POStags were generated simultaneoudly [37]. Because we used
character-level information, the POS tag of the Chinese character
isjust the POS tag of the corresponding word that contains that
character. In addition, character embeddings were learned
through Gensim's word2vec on the 1000 original clinical
medical records, while the segmentation information was
generated by the Jieba segmentation system.
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In this study, the corpus was divided into training, test, and
verification setsat aratio of 8:1:1. For the deep learning model,
we set the character embedding dimension to 100, batch size
of the model to 50, and learning rate to 0.0004. To alleviate the
possible overfitting problem of the model, the dropout was fixed
at 0.5. In the CRF model, the content window size was set to 5
to extract character features. As a result, our BiLSTM-CRF
model achieved excellent overall performance with an F1 score
of 0.9678, precision score of 0.9720, and recall score of 0.9636.
Then, we applied the trained BiLSTM-CRF model to tag the
unlabeled corpus and manually proofread the results.

For the “status” property of “clinical finding” or “disease,” we
explored arule-based approach to tag it. Thisis because tumor
CEMRs have some fixed grammatical usage and syntactic
structure. Specifically, a “clinical finding” or “disease” that
indicates a negative state usually comes after “ JTEARE / &

/ AR / A% (not obvious/not seen/no).” For example, “ B
2ARAIHI LR IRBEAE, AUUERRAE, TR M mE,
AT, XA, RER, BESSE (The patient started to have
epigastric pain and discomfort more than 2 months ago, which
was more severe when he was hungry. He has no paroxysmal
aggravation, no nausea, no vomiting, no acid regurgitation, no
belching, and so on.)” When the entities of “clinical finding”
and “disease” with a negative property are determined, the
“state” property of the remaining entities of “clinical finding”
and “disease” is positive.

Relationship Extraction of CEMRs

RE can be simply understood as a classification problem: Given
2 entities and the sentence that appear together, distinguish the
relationship between the 2 entities. Liu et al [38] found that the
attention mechanism used on top of the gated regression unit
(GRU) model outperforms the existing state-of-the-art neural
network models on the THYME corpus in intrasentence RE
from clinical narratives. Furthermore, the GRU model was also
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very effective on the Chinese corpus ACE2005 dataset for the
entity extraction task. It only embeds Chinese character vectors,
Chinese word vectors, and the regiona list and can obtain
high-level global features (F1=85.3) without any additional
features [39]. The basic idea of the GRU model is similar to
that of the LSTM model and can be regarded as a variant of
LSTM. In some cases, the GRU model can produce the same
excellent performance. Additionally, the GRU model can save
the information in the long-term sequence and will not clear it
or remove it over time because it is not related to prediction.
Therefore, it can effectively solve the problem of gradient
disappearance of the standard recurrent neural network [40].
Character embedding naturally adaptsto Chinese characteristics.
Zhou et al [41] proposed that attention-based BiL STM memory
networks outperform most of the existing methods, with only
word vectors, on the SemEval-2010 rel ation classification task.
Sentence-level attention dynamically reduces the weights of
thewrong labelling problem [42]. Therefore, this paper utilizes
abidirectional GRU (BiGRU) neural network and dual-attention
mechanism at the word and sentence levels to extract the
relationship.

First, we performed character embedding on each Chinese
character in the sentence and then fed the results to the attention
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GRU model at the word level. Finally, the characteristics of
each sentence output are re-entered into the BiGRU, and
sentence-level attention isadded to solve the problem that global
information cannot be expressed [43]. However, due to a lack
of an annotated RE corpus at the beginning, we needed to |abel
the corpus first, as shown in Figure 5. The materials are 731
Chinese digestive system tumor EMRs and their entity sets
containing position and type information. As can be seen from
Table 2, when the type of 2 entities is determined, the type of
semanti ¢ rel ationship between them can roughly be determined
too. For instance, the semantic relationship between the
“disease” and “body structure” classes can only be “LOCI,”
and the semantic relationship between the “disease” and “test”
classes may be “TeCD” or “TeRD.” Hence, this paper first
breaks the sentences in CEMRs and then uses regular
expressions to match the proofread entities and sentences. In
tumor CEMRs, the same types of medical entities often appear
together and usually have the same semantic relationship with
other types of medical entities. Based on this characteristic of
tumor CEMRs, we cluster, permute, and combine the clinical
entities in a sentence to make sure there are at most 2 types of
entities.

Figure5. Construction process of the relational extraction corpus. CEMR: Chinese electronic medical record.
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Inthe end, according to the aforementioned rules, the RE corpus
is labeled automatically and proofread manualy. In this
research, we annotated 45,607 sentences, of which 80% were
used as training data, and the rest were used as a testing set.
Moreover, BiGRU-attention achieved good performance with
an F1 score of 0.5167.

Named Entity Linking

There is usualy a synonymy problem in the process of
extracting knowledge from asingle data source; that is, an entity
has many different entity mentions, such as names, aliases,
abbreviations, and even misrepresentations. NEL isan important
method to solve the problem of entity ambiguity by mapping
entity mentions to standard concepts in the knowledge base
[44].

Before carrying out NEL, we constructed 6 dictionaries based
on sources such asthe State Food and Drug Administration and
clinica medica knowledge base. Then, we proposed a

http://medinform.jmir.org/2020/10/e18287/

RenderX

hierarchical and batch NEL method based on the DSTKG
schema, asillustrated in Figure 6. The process can be divided
into 3 steps. Thefirst step isto remove the duplicate entities of
each EMR text and match them hierarchically between entities
and schema. Specifically, the semantic type of the entity first
matches the class; then, the entity exactly matches concepts of
this class. If there is no match, an exact match will be made
later on the data properties of these concepts. The second step
isto usethe constructed dictionariesto expand those unmatched
entity mentions and repeat the step of hierarchical matching.
Last, we used the rank-based approach of cosine similarity to
sort those unmatched entities and sel ect the top-ranking entities
asthe NEL result after disambiguation.

Eventually, the research obtained 9868 entities; 1002 “ disease,”
452 “disease type,” 1874 “body structure,” 1606 “treatment,”
2786 “clinical finding,” 924 “test,” and 1224 “properties of
disease type.” We also obtained 11,005 semantic relationships
(Table 3).
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Figure 6. Process of hierarchical named entity linking. DSTKG: digestive system tumor knowledge base.
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Table 3. Number of each semantic relationship (N=11,005).

Matched Unmatched
dataset dataset

Classification Expansion of Entity Mentions

[

Step 3:
Entity Clustering

Semantic relationship Definition Number
TeCD Test is conducted to investigate the disease. 96
TeRD Test reveals the disease. 990
TeRS Test reveals the symptoms and signs. 2035
TeAS Test isadministered for the symptoms and signs. 486
TrAD Treatment is administered for the disease. 980
TrCD Treatment causes the disease. 2
TrAS Treatment is administered for the symptoms and signs. 613
TrCS Treatment causes the symptoms and signs. 326
DCs Disease causes the symptoms and signs. 29
SID Symptoms and signs indicate the disease. 261
LOCI Symptoms and signs are located in the body structure. 3330
attribute_of Properties of the entity 1857

Knowledge Graph Drawing

In this study, we chose the Neo4j graph database to draw the
DSTKG. A graph database is different from a traditional
relationd databasein that it can store the ontologically structured
knowledge and visualize the rel ationship between entities[45].
As one of the most popular graph databases, Neo4j is an
open-source database implemented in Java, which organizes
dataas nodes, relationships, and propertiesin the property graph
model. Additionally, Neo4j supports an ACID-compliant
transactional backend and applies Cypher for retrieving data.
The syntax of Cypher isrelatively simple, and its performance
is not affected by the amount of data. Therefore, we used Neo4j
to manage the data and draw the knowledge graph.

Considering the DSTKG's readability, the knowledge graph
first displays the top 3-tier structure of the DSTKG by defaullt.
The users can take advantage of Neodj's node expansion to
browse the DSTKG. Furthermore, the nodes at different levels
are designed to have different sizes and colors for easy
distinction. For example, the color of the “patient” classisred,

http://medinform.jmir.org/2020/10/e18287/
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and its nodes are larger than those of other classes, while the
nodes of the “entity” are green and the smallest. Similarly,
different types of semantic relationships in the DSTKG have
different colors (ie, “instance of” is orange, “TeRS’ is pink,
and “TrAD” is green). Finaly, the DSTKG constructed in this
study contains 11,372 entitiesand 19,276 semantic rel ationships
[46].

Results

After completion of the DSTKG, we used it to browse clinical
knowledge and visualize CEMRs. A preliminary evaluation of
the DSTKG was also carried out.

Semantic Retrieval and CEMR Visualization

The knowledge graph implements a transition from a
“text-centered” retrieval model to a“things-centered” retrieval
model. The DSTK G integrated 731 patients CEMRssowecan
retrieve global or individual patient data. For instance, if you
want to study the treatment of rectal adenocarcinoma (2 iz B
#), you could use the following MATCH statement: MATCH
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(n:entities)-[r: TrAD]->(c) WHERE  n.name="HE 73 7&'
RETURN n,c LIMIT 2500. The retrieval results are shown in
Figure 7.

Asis shown in theretrieval results of the 731 CEMRs (Figure
7), rectal adenocarcinoma had 9 treatments. Moreover, if you
want to find the most frequently used treatment, you only need
to perform asimple statistical analysis of the query results: 50%
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(365/731) of patients with rectal adenocarcinoma underwent a
Miles operation, 15% (110/731) were administered oxaliplatin,
11% (80/731) of patients received the XELOX regimen, 8%
(58/731) were administered capecitabine, 6% (44/731) were
administered tegafur, 4% (29/731) were administered the
calcium leucovorin preparation, and only 2% (15/731) each
were treated with fluorouracil, the FOLFOX regimen, or a
Hartmann operation.

Figure7. Treatment of rectal adenocarcinomabased on asearch of Chinese electronic medical records using the search “MATCH (n:entities)-[r: TrAD]->(c)
WHERE n.name="E f}####%' RETURN n,c LIMIT 2500” in the digestive system tumor knowledge graph. TrAD: treatment is administered for the

disease.

The Miles operation, as a radical operation for lower rectal
cancer and anal carcinoma, is widely used in the clinic.
However, the Hartmann operation is generaly performed in
patients because of poor general condition, an inability to
tolerate the Miles operation, or the Dixon operation is not
suitable due to acute obstruction. The statistical results of this
study are consistent with the actual clinical situation. Moreover,
the FOL FOX regimen isalso acommon chemotherapy regimen

http://medinform.jmir.org/2020/10/e18287/
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for gastrointestinal tumors. The drugsincluded in this regimen
are oxaliplatin, calcium leucovorin preparation, and fluorouracil.
The reason for the small proportion of FOLFOX regimen may
be due to the different writing habits of doctors. Some doctors
writethe FOLFOX regimen as a specific dosing program, such
as oxaliplatin 85 mg/m2 iv gtt (2 h) D1, calcium leucovorin
preparation 400 mg/m? iv gtt (2 h) D1, and fluorouracil 2400
to 3000 mg/m? iv gtt (continuous 46 h) D1. Thiswill lead to an
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increase in the proportion of drugs used to treat rectal
adenocarcinoma (such as oxaliplatin and calcium leucovorin
preparation) in the statistical results, whilethe proportion of the
FOLFOX regimen decreases. This conjecture proved to be
correct by consulting the original CEMRs. Regardless of these
findings, these statistical results can provide a certain degree of
datato support cliniciansin developing treatment plans.

The process of disease diagnosis is generally that the doctor
first understands the patient’s medical history and then issues
the necessary examination documents. After the patient
compl etes the examination, the doctor interpretsthe examination
results and determinesthe treatment plan or further examination
decisions. In this process, the doctor's understanding,
interpretation, and judgment of the patient’s condition are at
the core of clinical work. Based on the DSTKG, we can not
only view the treatment plans, clinical examinations, or common
clinical findings of digestive system diseases but also query the
visualization result of an individual patient's CEMRs from the
DSTKG. For example, we queried the knowledge graph for
“Patient no. 1" using the following statement: MATCH
(n:person)-[r:has_a]->(b)-[re]->(c) WHERE n.name='15 £ &"
RETURN n,b,c LIMIT 2500. The visualization result is shown
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in Figure 8. Textbox 1 presents the original CEMR text for this
patient. By comparing Figure 8 and Textbox 1, we can see that
the patient's knowledge graph basically contains the main
clinical entities in the CEMR text. The knowledge graph
technology integrated the medical information of patient no. 1
scattered on the various working platforms of the EMR system,
such as basic patient information, treatment information, and
examination information and displayed them in avisual manner.
With the help of the knowledge graph of patient no. 1, clinicians
could grasp hismain medical information at a conceptual level
without having to find hisinformation scattered on variouswork
platforms. This not only is more intuitive but also saves time
for clinicians when looking up patient medical information and
effectively improves clinicians' work efficiency. On the other
hand, the integration of patient medical information can prevent
clinicians from migudgments due to omission of important
patient information. Moreover, for patients, most have no
medical background, and it isdifficult for them to correctly find
their own diagnosis and treatment information scattered in
different reports. The DSTKG can provide patients with their
own EMR knowledge map so they can fully understand their
diagnosis and treatment process.

Figure 8. Knowledge graph of “patient no. 1.” CLAS: cancer disease type; DCS: disease causes symptoms and signs; LOCI: symptoms and signs are
located in the body structure; SID: symptoms and signs indicate the disease; TeCD: test is conducted to investigate the disease; TeRD: test reveals the
disease; TeRS: test reveals the symptoms and signs; TrAD: treatment is administered for the disease; TrAS: treatment is administered for the symptoms

and signs; TrCS: treatment causes the symptoms and signs.
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Textbox 1. The original Chinese electronic medical record text of “patient No. 1.
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DSTKG Preliminary Evaluation

To appraisetherdiability and practicability of the DSTKG, we
adopted the expert eval uation method to preliminarily evaluate
the knowledge graph from 3 aspects. data layer, schema layer,
and application layer.

First, we designed a5-level Likert scalewith 9 different quality
dimensions, as shown in Table 4. Then, 5 experts were invited
to evaluate the quality of the DSTKG: 2 ontology experts, 1
expert in computer science, 1 urology clinical expert, and 1
hepatobiliary surgery clinical expert. At the time of expert
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assessment, we had not developed an interactive visualized
medical knowledge service system based onthe DSTK G. Hence,
when the experts assessed the quality of DSTKG, we assisted
them. The quality evaluation process was divided into 3 steps:
(2) introducing the construction process and basic functions of
the DSTKG to the experts; (2) assisting the experts to employ
the DSTK G stored in Neo4j, such asretrieving specific concepts
and semantic relationships or browsing the knowledge graph
of specific patients; and (3) rating the DSTKG anonymously
using the 5-level Likert scale. Table 4 shows the quality
evaluation results.

Table 4. Quality evaluation score and intraclass correlation (ICC) score of the digestive system tumor knowledge graph.

Dimension and metrics

Quality evaluation score (rating)

ICC (95% Cl)

Data layer
Authority 4.73 (excellent) 0.97 (0.73 to 1.00)
Amount of data 2.68 (adequate)

Schema layer
Rationality 4.72 (excellent) 0.23 (-0.19t0 1.00)
Scalability 4.67 (excellent)

Application layer
Data consistency 4.46 (very good) 0.76 (0.41t0 0.97)
Ease of use 3.69 (adequate)

Readability of results
Accuracy
Practicability

4.69 (excellent)
4.57 (very good)
3.56 (adequate)

The mean quality evaluation score of the 5 experts was 4.20,
indicating that the experts thought the DSTKG was generally
good. In addition, the scores of the 2 metricsin the schemalayer
were higher than 4.60, which was much higher than the average.
Thisindicated that the DSTK G schema had good performance,
had reasonable structure, and was easy to expand. At the same
time, the scores of “readability of results” and “ accuracy” were
>4.50. This could be attributed to the good performance of
knowledge extraction and the NEL model, aswell asthe visual
design of the DSTKG. However, the metric “amount of data’
was scored the lowest, at 2.89, and the scores of “ease of use’
and “practicability” were both <3.70. The reason was that the
experts thought that the number of CEMRs was insufficient,
which had a certain impact on the usahility of the knowledge
graph and objectivity of evaluation. Furthermore, compared
with other experts, the clinical experts had higher requirements
for the accuracy of the DSTK G and deemed that there was till
a long way to go before the DSTKG was ready for clinical
application, so they gave a very low score. About the “ease of
use,” although the Cypher query languageis easy to learn, it is
still difficult for users who do not understand programming.

This was a preliminary evaluation. However, it provided
direction for improving the DSTKG and indicated the need to
better understand and contempl ate the application of the DSTK G
beyond a solely technological perspective.

http://medinform.jmir.org/2020/10/e18287/

Consistency

We performed an interrater reliability analysis using the
intraclass correlation coefficient (ICC) and 95% CI. The ICC
is commonly used to assess interrater reliability for ordinal,
interval, and ratio variables and is suitable when 2 or more
coders are used [47]. Reliability is assessed as “perfect” at an
ICC value of 1.0, “excellent” at >0.81, “substantia” at
0.80-0.61, “moderate” at 0.60-0.41, “fair” at 0.40-0.21, and
“dight” at <0.20 [48,49]. This analysis was conducted using
SPSS version 23.0. The results are shown in Table 4.

The ICCs for the DSTKG metrics ranged from 0.23 to 0.97
(Table 4). The ICC for the 5 experts was lowest in the schema
layer (0.23), but higher in the other two dimensions (application
layer, 0.76; data layer, 0.97), the interrater reliability was
“substantial” to “excellent.” In genera, the intrareviewer item
score agreement was acceptable.

Discussion

Principal Findings

This paper proposes aframework for buildingaDSTKG based
on CEMRs and describes the construction of the DSTKG
according to theframework. Finally, experts evaluated its quality
from different dimensions. Although thisDSTK G needs further
refinement, it is an attempt to provide the basis for complete
and consistent reporting of thisrather vague area. The responses
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from the experts showed the DSTKG construction framework
was scientific and feasible, and the DSTK G had high rationality
and some practicality. However, the ICC for the 5 experts was
lower in the schemalayer (ICC=0.23). On the one hand, because
the schema construction is highly specialized, it is difficult for
nonprofessionalsto understand, so itsevaluation varied greatly.
On the other hand, the schema of the DSTKG is built by
semi-automation. Due to different professional fields, experts
have different views on this. For instance, computer science
experts believed that semi-automatic construction would affect
the scalability of the schema, so they gave alower scorefor the
scalability of the schema. Our DSTKG also displayed more
granular semantic relationships and scalability than previous
tumor knowledge graphs. Furthermore, clinicians can grasp
patients medical information more quickly and conveniently
than by reading CEMRs, and patients can also better understand
and managetheir own diseases on the basis of the DSTKG. The
DSTKG is expected to contribute to a better representation of
CEMRs and form the basis for further semantic research of
tumors.

Highly Granular Knowledge Extraction

As the content of CEMRs becomes more complex, highly
granular knowledge extraction of CEMR text is becoming
increasingly important. The property of the concept is known
as “the key feature of the concept,” which can describe the
concept in a holistic manner. The property description of
medical concepts not only helps further narrow the scope of
possible diseases but also helps to distinguish patients with
similar symptoms and provide personalized treatment. Taking
thisinto account, thisresearch not only defined 7 common types
of concepts in the process of clinical diagnosis and treatment
but also used a deep learning model or rule-based method to
extract conceptual properties, such as the “histological grade’
of the diseasetype and the “ state” of disease or clinical finding.
Although itisapreliminary attempt, it can provide areference
for subsequent assertion classification and entity property
recognition, to further improve the accuracy and practicability
of the DSTKG.

Additionally, unlike the breast tumor knowledge graph, which
simply defined the semantic rel ationshi ps between patientsand
medical concepts, the DSTKG aso built rich semantic
relationships between medical entities. The DSTK G contained
atotal of 16 types of semantic relationships. It also went astep
further to refine the semantic relationships between concepts.
For instance, this study defined 2 types of semantic relationships
between the concepts of treatment and disease: “TrAD” for
“treatment is administered for the disease” and “TrCD” for
“treatment causes the disease” Highly granular semantic
relationships can increase the relevance between concepts in
the text. This can not only enhance the semantic interpretation
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of diagnostic results but aso facilitate in-depth data analysis
and knowledge reasoning.

Easy-to-Extend DSTKG

Many aspects of the DSTKG can be easily adjusted to a
designer’s focus because of the schema we built. This has
several advantages over existing Chinese tumor knowledge
graphs. First, the DSTK G schemawas based on theinternational
standardized thesauruses, and 6 types of medical dictionaries
were used, which made the instantiation of the schema easier.
In addition, the concepts in the DSTKG are relatively
independent. Therefore, the DSTKG allows designersto easily
add or delete a class of concepts and semantic relationships to
accommodate their emphasis on a subject matter. For example,
if the designer only wantsto construct aknowledge graph about
the clinica symptoms and examinations of patients with
digestive system tumors, he can directly extract the concepts
of “patient,” “clinical finding,” and “examination” and their
semantic relationships to construct a schema. Of course, the
designer can also easily add other types of concepts such as
patient basic information. There is no inherent limit to the
number of concepts and semantic relationships that can be
included in our schema.

Limitations

A limitation of this study isthe lack of extensive evaluation of
the DSTKG. Moreover, the lack of additional data sources may
pose achallengeto promoting the use of the DSTK G. In addition
to adding more data sources, strengthening the research on
assertion classification and further enriching the properties of
entities are considered to be a necessary next step. Therefore,
we plan to develop an interactive knowledge service platform
based on the DSTKG in the future, so that the DSTKG can be
more widely used and evaluated.

Conclusions

Although CEMRs contain awealth of medical knowledge, their
utilization rate is very low. Knowledge graphs are an emerging
knowledge organization technology that provides a novel
approach for the deep mining and utilization of CEMRs. Inview
of this, we proposed a framework for the construction of a
DSTKG based on CEMRs and realized the construction of the
DSTKG. This research not only contributes to knowledge
organization in the field of digestive system tumors but also
paves the way for knowledge extraction based on the
characteristics of digestive system tumor diseases and tumor
CEMRs. More importantly, this research promotes the
development of oncology research towards semantics. In
addition, the DSTK G can also evolve toward the creation of an
interactive knowledge service platform for further evaluation
and investigation.
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Abstract

Background: The novel coronavirus SARS-CoV-2 and its associated disease, COVID-19, have caused worldwide disruption,
leading countriesto take drastic measures to address the progression of the disease. As SARS-CoV-2 continuesto spread, hospitals
are struggling to allocate resources to patients who are most at risk. In this context, it has become important to develop models
that can accurately predict the severity of infection of hospitalized patientsto help guidetriage, planning, and resource all ocation.

Objective: Theaim of this study wasto devel op accurate modelsto predict the mortality of hospitalized patientswith COVID-19
using basic demographics and easily obtainable laboratory data.

Methods: We performed aretrospective study of 375 hospitalized patients with COVID-19 in Wuhan, China. The patients were
randomly split into derivation and validation cohorts. Regularized logistic regression and support vector machine classifierswere
trained on the derivation cohort, and accuracy metrics (F1 scores) were computed on the validation cohort. Two types of models
were developed: the first type used laboratory findings from the entire length of the patient’s hospital stay, and the second type
used laboratory findings that were obtained no later than 12 hours after admission. The models were further validated on a
multicenter external cohort of 542 patients.

Results. Of the 375 patients with COVID-19, 174 (46.4%) died of the infection. The study cohort was composed of 224/375
men (59.7%) and 151/375 women (40.3%), with a mean age of 58.83 years (SD 16.46). The models developed using data from
throughout the patients' length of stay demonstrated accuracies as high as 97%, whereas the models with admission laboratory
variables possessed accuracies of up to 93%. The latter models predicted patient outcomes an average of 11.5 days in advance.
Key variables such as lactate dehydrogenase, high-sensitivity C-reactive protein, and percentage of lymphocytes in the blood
wereindicated by the models. In line with previous studies, age was al so found to be an important variablein predicting mortality.
In particular, the mean age of patients who survived COVID-19 infection (50.23 years, SD 15.02) was significantly lower than
the mean age of patients who died of theinfection (68.75 years, SD 11.83; P<.001).

Conclusions. Machinelearning models can be successfully employed to accurately predict outcomes of patientswith COVID-19.
Our models achieved high accuracies and could predict outcomes more than one week in advance; this promising result suggests
that these models can be highly useful for resource alocation in hospitals.

(IMIR Med Inform 2020;8(10):€21788) doi:10.2196/21788
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Introduction

The ongoing pandemic due to the novel coronavirus
SARS-CoV-2 has caused worldwide disruption; national
governments have imposed drastic measures to contain the
pandemic, and the global economy has been impacted [1].
SARS-CoV-2 causes a disease called COVID-19, which is
marked by symptoms such as cough, fever, chills, and arange
of respiratory symptoms [2]. As of the end of July 2020, the
total number of confirmed cases of COVID-19 had surpassed
15 million, and the total number of deaths was approaching
650,000 [3,4].

Asthevirus continuesto proliferate, governments, institutions,
and hospitals have struggled to allocate resources such astests,
hospital beds, intensive care unit beds, and ventilators. A
significant amount of work has already been performed to
predict and track the spread of the virus [3-8]. Recent and
ongoing efforts are being made to understand the biomarkers
and comorbidities associated with severe COVID-19 disease
[9-12]. This work has been important in helping hospitals to
classify patients in terms of risk. However, infrastructure to
predict hospitalization, mortality, or other patient outcomes is
lacking. Predicting these outcomes is essential, as it enables
cliniciansto make informed decisionsregarding patients at risk.
For exampl e, clinicians can ensure that the proper resources are
allocated to patientswho are more likely to require critical care
and the use of ventilators.

Using blood samples from patients from Tongji Hospital in
Wuhan, China, we used supervised machine learning methods
to predict mortality following hospitalization. These machine
learning models have been used frequently in the literature for
avariety of applications. Some examplesinclude predicting the
death of patientswith sepsis[13,14], identifying patientsat high
risk of emergency hospita admissions [15], predicting
hospitalization due to heart disease [16,17], and predicting
diabetes complications [18,19].

The aim of this retrospective cohort study was to develop
accurate model sto predict mortality among hospitalized patients
with COVID-19 using basic demographics and easily obtainable
laboratory data.

Methods

Data Collection

Datawere collected between January 10 and February 18, 2020,
from patients admitted to Tongji Hospital in Wuhan, China.
Data collection was approved by the Tongji Hospital Ethics
Committee. The records collected included epidemiological,
demographic, clinical, and laboratory resultsaswell asmortality
following infection with COVID-19. Data originating from
pregnant and breastfeeding women or patients aged younger
than 18 years and records with more than 20% missing data
were excluded from the analysis [20].

http://medinform.jmir.org/2020/10/e21788/

Preprocessing

Prior to model development, several preprocessing measures
were undertaken. Variables were standardized by subtracting
the mean and dividing by the standard deviation. Variable
elimination was performed to reduce the complexity of the
resulting model, improve the out-of-sample performance, and
enhance the interpretability. Redundant variables and variables
with more than 30% missing data were removed. In addition,
we computed pai rwise Spearman correl ations between variables
and removed one of the variables if the absolute correlation
coefficient was >0.8. Furthermore, missing datain theremaining
variableswereimputed using the median values of the respective
variables. This measure enabled usto include as many patients
aspossiblein our analysisand isawell-documented and popular
method of inferring missing values.

Model Development

Data from a total of 375 patients were used to develop the
models. These patients were split into two groups to obtain a
training set and validation set. Thetraining set wasused totrain
and develop the models, and the validation set was used to
determine the accuracy of each model. Unless otherwise noted,
70% of the datawere reserved for the training set, and the other
30% were reserved for the validation set. After the data were
split into training and validation sets, feature selection was
performed to remove several variables. Models were trained
using the training set and tested on the validation set. This
process was repeated five times, and the average performance
and its SD were calcul ated.

Feature selection was performed using ¢;-norm regularization
and recursive feature elimination with cross-validation.
Specifically, we performed ¢;-regularized logistic regression
(LR) and obtained the coefficients of the model. We then
eliminated the variable with the smallest absolute coefficient
and performed the LR again to obtain a new model. We
continued thisiteration to select amodel that maximizesametric
equal to the mean performance minusits SD in avalidation data
Set.

Model Selection

Two different types of regularized models were used in this
analysis: {;-regularized logistic regression (L 1LR) models and
£4-regularized support vector machine (L1SVM) models. The
models were initially fit to patient data that were collected at
any time during the patients' length of stay at the hospital.
However, due to the possibility that some laboratory tests were
performed close to the patients' outcomes (death or survival),
the modelswere also fit to patient data obtained <12 hours after
admission. By doing this, we could ensure that the patients
outcomes were predicted as far in advance as possible.

LR, in addition to prediction, providesthe likelihood associated
with the predicted outcome, which can be used as a confidence
measure in decision making.
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M odel Performance

The performance of the models was evaluated by calculating
the weighted F1 score on the validation set. The weighted F1
score is defined as the weighted mean of the F1 score of the
positive and negative classes, where the F1 score is defined as
the harmonic mean of the precision and therecall. The precision,
or positive predictive value (PPV), can be expressed astheratio
of the true positives to the sum of the true positives and false
positives. Therecall isthe true positive rate (ie, theratio of the
true positives to the sum of the true positives and false
negatives). The weighted F1 score, unlike the F1 score,
considers all the possible outcomes (in this case, survival or
death). This can combat potential class imbalance issues and
evaluate whether the model accurately predicts mortality and
survival, both of which are important in our context. In
particular, while identifying patients with higher mortality risk
can help direct more resources and attention to those patients,
identifying patients who are not at risk is aso helpful and can
free up resources and time that would otherwise be spent on
these lower-risk patients. In addition to the weighted F1 score,
we also determined the PPV and the negative predictive value
(NPV); the latter is defined as the ratio of the true negativesto
the predicted negatives, or the precision of the negative class.

Furthermore, to gain additional insight into the roles of specific
variables, we devel oped a“binarized” counterpart to our sparse
LR model. Specifically, we defined athreshold for each variable
(using the normal range of the variable) and devised a model
in which each variable was either 0 (normal) or 1 (abnormal).
For this model, we computed the odds ratio (OR) for each
variable; this quantifies how the odds of mortality are scaled
by the variable being normal vs abnormal while controlling for
the remaining variables.

Statistical Power and External Validation

To assess whether our study cohort size was sufficiently large
for the models we derived, we conducted a multiple logistic
regression power analysis [21]. This analysis tests the null
hypothesis that a specific variable has an LR coefficient equal
to zero vs the coefficient value obtained by the model. We set
the Type | error probability to 0.05 and the Type Il error
probability to 0.2 (statistical power of 0.8), from which we
obtained a minimum sample size for the variable.

Further, to demonstrate that our models are generalizable, we
validated our models on a multicenter external data set. This
data set contained datafrom 432 patients from Shenzhen, China,
and 110 patients from Wuhan, China. The data set contained
very limited information, encompassing the results of three
laboratory tests, the times of the laboratory tests, the discharge
time, and the outcome for each patient. Given this limited
information, we were only ableto validate our best-performing
L1SVM model, which uses these three laboratory test values.

Results

Patient Demographics and L aboratory Tests

Table S1 in Multimedia Appendix 1 details patient
demographics in addition to various laboratory values for the
full patient population. The average age of the patients was

http://medinform.jmir.org/2020/10/e21788/
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58.83 years (SD 16.46). The mean age of the patients who
survived COVID-19 infection (50.23 years, SD 15.02) was
significantly lower than the mean age of the patients who did
not survive the infection (68.75 years, SD 11.83; P<.001). The
proportion of men (224/375, 60%) and women (151/375, 40%)
in the study cohort was similar. However, more male patients
succumbed to infection (126/174, 72%, P<.001).

Several laboratory testswere found to have statistically different
values among patients who survived and died of COVID-19
infection. Patients who succumbed to infection had LDH values
that were roughly 4 times larger than those of patients who
survived (755.58 compared to 215.77, P<.001). Patients who
died also had significantly smaller percentages of lymphocytes
and eosinophilsin their blood (P<.001). Furthermore, the mean
level of hs-CRP in patients who died was significantly higher
than that in patients who survived (P<.001).

As detailed in the Methods section, two different approaches
were used to model the data. Thefirst approach wasto use blood
test results obtained throughout the patients' length of stay at
the hospital. Although this approach ensured that there were
few missing data points, some of the blood sampleswere tested
close to the patients' outcomes (death or discharge from the
hospital). To predict a patient’s outcome in advance, a second
approach was devel oped using laboratory test results that were
obtained <12 hours after the patients’ admission to hospital.

ModelsUsing All Laboratory Tests

We first present the results of our predictive models using all
laboratory tests. These models were developed as noted in the
Methods section. Of the 375 total patients, 24 (6.4%) had
incomplete measurements and were omitted, leaving atotal of
351 patients (93.6%) for model development. The accuracies
of themodelsusing all patient laboratory testswere determined
on thevalidation and external test sets described in the Methods.
Complete lists of al the models and their accuracies are
provided in Table S2 and Table S3 in Multimedia Appendix 1.

The best-performing models were the ¢;-regularized logistic
regression model using 4 variables selected by recursive feature
selection (L1LR 4) and the ¢;-regularized support vector
machine model using 3 variables selected by recursive feature
selection (L1SVM 3). The L1LR 4 model had a weighted F1
score of 96.98% (SD 0.93%) on the validation set, while the
L1SVM 3 model had a score of 97.36% (SD 1.10%). The
L1SVM 3 model had a weighted F1 score of 94.55% on the
external test set of Shenzhen and Wuhan patients.

The L1LR 4 model had an average validation PPV of 97.61%
and an averagevalidation NPV of 96.31%. The L1SVM 3 model
had a similarly high average PPV and NPV of 98.27% and
96.71%, respectively. On the multicenter external test set, the
accuracy of the L1SVM 3 model remained high (94.55%).
Furthermore, both models used a small number of variablesin
their predictions.

The variables used in each of the best-performing models and
the corresponding weight of each variable arereportedin Table
1. The logistic regression model used four variables: lactose
dehydrogenase (LDH), an enzyme that is found in most living
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cellsand istypically released when there is tissue damage; the
percentage of lymphocytes, a class of immune molecules that
are found in the body; hypersensitive C-reactive protein
(hs-CRP), a protein that is often used as an indication of heart
disease and shows increased levels with inflammation and

Wang et al

infection; and albumin, which isone of the main proteinsfound
in blood and isimportant in regulating the pressure of red blood
cells as well as transporting nutrients, proteins, and other
molecules. The L1SVM 3 model used the same variables, with
the exception of albumin.

Table 1. Coefficients showing the weights of the variables for the two best models.

Variable Coefficient

LILR 42 L1SVM 3°
LDH® 1.35 144
Percentage of lymphocytes -0.86 -0.47
hs-CRP? 0.74 0.34
Albumin -0.64 N/A®

3_1LR 4: ¢4-regularized logistic regression model using 4 variables selected by recursive feature selection.

b 1SVM 3: {£41-regularized support vector machine model using 3 variables selected by recursive feature selection.

L DH: lactose dehydrogenase.
Ihs-CRP: hypersensitive C-reactive protein.
EN/A: not applicable.

The coefficients obtained by both methods are comparable
because the variables were standardized. Therefore, a larger
absol ute coefficient indicates that the corresponding variableis
a more significant predictor. A positive coefficient implies a
positive correlation with the outcome, while a negative
coefficient implies a negative correlation. Of the variables
selected by our models, LDH was considered to be the most
important (binarized L1LR 4 OR 55.62, 95% Cl 11.41-270.97).
The next most important variables were the percentage of
lymphocytes (binarized L1LR 4 OR 32.17, 95% Cl 5.99-172.90)
and hs-CRP (binarized L1LR 4 OR 13.12, 95% CI 3.65-47.23).
Finally, the L1LR model found that albumin was important in
predicting mortality (binarized L1LR 4 OR 4.08, 95% CI
1.45-11.48). To cal culate these ORs, we used a binarized model
with the following thresholds: LDH values 2250 were set to 1,
and values <250 were set to 0; lymphocyte percentage values
<20 were set to 1, and values 220 were set to 0; hs-CRP values
>10 were set to 1, and values <10 were set to 0; albumin values
<34 were set to 1, and values =34 were set to 0.

As outlined in the Methods section, a power analysis was
performed for the L1LR 4-variable model, and the results
indicated that our sample size of 351 patients was sufficient.
Specifically, this power analysis indicated that the sufficient
numbers of patientsto find the LR coefficient were 21 for LDH,
63 for hs-CRP, 61 for the percentage of lymphocytes, and 162
for albumin.

In addition to the previously mentioned models, we also trained
models with several important variables removed. More
specifically, we removed LDH, abumin, and D-D dimer, a
protein that is produced by the degradation of ablood clot. The
accuracies of these models were dightly lower than those of
the models that included these factors. Furthermore, as we
removed more variabl es, the accuracy of the models decreased.
Thevalidation accuracy of theL 1L R model with LDH removed
was 94.90% (SD 2.13%), the validation accuracy of the L1LR

http://medinform.jmir.org/2020/10/e21788/

model with LDH and albumin removed was 94.51% (SD
2.19%), and the validation accuracy of the L1LR model with
LDH, albumin, and D-D dimer removed was 94.14% (SD 2.5%)
(Multimedia Appendix 1 Table S2). The models highlighted
several other important factorsthat were not previoudy indicated
to be important, such as the activity of prothrombin, a protein
used in blood clot formation; the platelet count — the count of
one of the main cells that makes up blood clots; and age. After
these variables were removed, the two most important factors
were hs-CRP and the percentage of lymphocytes. When fitting
amodel to the data using only these two factors, the validation
accuracy of the model was 94.87% (SD 1.76%).

Modes Using Test Results Obtained <12 Hours After
Admission

To predict the outcome of a patient with COVI1D-19 soon after
admission to the hospital, we devel oped several L1SVM models
using laboratory test results obtained no later than 12 hours after
admission. More specificaly, we first performed an
£4-regularized logistic regression to perform feature selection
and then fed the sel ected featuresinto an ¢,-regul arized support
vector machine model. The average time between admission
and the time the laboratory test was conducted was 8.4 hours
(SD 2.6 hours). Furthermore, the average time between the time
of the laboratory test and the patient outcome was 11.5 days
(SD 7.5 days).

Table 2 details the average F1 scores and SDs for a select
number of the models developed based on data collected <12
hours from admission. Table $4 in Multimedia Appendix 1
reports the variables selected by these models. For all models,
the L1SVM was performed five times and optimized using a
validation set. Of the 375 total patients, 114 (30.4%) had missing
data and were excluded, leaving 261 patients (69.6%) for
analysis. For these 261 patients, 90% of the data were used for
training and 10% of the data were kept as a validation set. As
before, the models were fit using all the variables, a limited
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number of variables, and all variables other than LDH, albumin,
and D-D dimer.

All the models performed well, with accuracies >89% and SDs
<5%. The number of variables used in each model varied
greatly. The L1SVM All model used 18 of the variables
provided in the data set, the L1SVM 7 model used 7 variables,
the L1SVM model without L DH and albumin used 10 variables,
and the L1SVM model without LDH, albumin, and D-D dimer
used 12 variables. Of these models, the model that used 7
variables (including LDH, albumin, and D-D dimer) performed
the best, with an accuracy of 94.08% (SD 1.81%). When LDH

Wang et al

and albumin were removed from the model, the accuracy
decreased by approximately 4%.

These L1SVM models highlighted several key variables that
were not indicated by the models that included all Iaboratory
tests. In the models that used all variables, LDH and hs-CRP
were consistently two of the most important markers. However,
the percentage of lymphocytesfound in the blood did not appear
to be consistently important in this set of models. Interestingly,
the number of neutrophils, a different class of immune marker,
in the blood was deemed to be an important variable.

Table 2. Performance of select models developed based on data collected <12 hours after admission.

Model Validation set weighted F1 score (%), mean (SD)
L1SVM dl? 90.39 (3.25)
L1SVM 7° 94.08 (1.81)
L1SVM no LDHS, albumind 89.65 (4.30)
L1SVM no LDH, albumin, D-D dimer® 89.64 (4.89)

& 1SVM all: ¢4-regularized support vector machine model developed using all the variables in the data set.

bL1SVM 7: {£4-regularized support vector machine model using 7 variables.

°LDH: lactate dehydrogenase.

dL1SVM no LDH, albumin: {41-regularized support vector machine model developed using all variables except LDH and albumin.

€L1SVM no LDH, albumin, D-D dimer: £4-regularized support vector machine model developed using all variables except LDH, albumin, and D-D

dimer.

Discussion

Principal Findings

Our developed L1LR and L1SVM models were able to
accurately predict the outcomes of patientswith COVID-19, as
validated by their weighted F1 scores as high as 97%. In general,
the models that used laboratory test results from the duration
of the patients’ hospital stays were more accurate than models
that wererestricted to laboratory test results obtained <12 hours
after admission. However, even when the data were restricted,
our models achieved accuracies as high as 94%. These models
aremore useful because they make predictions upon admission
of the patient and thus provide sufficient lead time for making
decisions regarding staffing and resource allocation. Because
the length of stay of most patients was >1 week, our models
can predict apatient’s outcome more than oneweek in advance,
with accuracies exceeding 90%.

In many ways, our patient cohort represented a typical cohort
of hospitalized patients with COVID-19. In particular,
individuals who die of the infection tend to be older and male
[22-25]. However, the rate of mortality in our study cohort was
higher; close to 50% of the patients admitted to hospital died
(174/375, 46.4%). This is likely due to the fact that Tongji
Hospital admitted higher numbers of patients with severe and
critical disease in Wuhan, China.

The performance of the L1SVM model using al patient
laboratory tests on an external multicenter data set suggests that
our models are generalizable. The performance of the model
decreased by <3% when tested on the external data set compared
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tothevalidation set. Thisindicatesthat our model could be used
by other hospitals worldwide to better understand the risk
associated with each patient with COVID-19.

Of particularly importance was the ability of the models to
perform well with asmall number of predictors. Moreover, the
models till performed well when certain key predictors, such
as LDH, albumin, and D-D dimer, were removed due to these
variables' tendency to exhibit abnormalities at avery late stage
of the disease when the outcome is inevitable. The ability of
the models to perform well even with few variables can prove
particularly useful, asthisfacilitatesinterpretation. Furthermore,
this ability ensures that predictions can be made even when the
outcomeis not apparent to a sufficiently experienced physician.

In arecent study, a predictive model was developed based on
afew key variables [20]. Different machine learning methods
were used in this study, and a decision tree was created. The
authors found that LDH, percentage of lymphocytes, and
hs-CRP were important predictors of mortality; we also found
these three variables to be important. The study’s models were
very accurate, with F1 scores of approximately 95%. The key
difference in our study is that we used laboratory test results
obtained <12 hours after admission and tested the robustness
of the modelsto the absence of several key variables. Therefore,
we are confident that our models can accurately predict patient
outcomes well in advance, in the absence of key variables, and
even when the outcome may not be obvious to a trained
physician.
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Limitations in other countries, where patient characteristics and care

One of the main limitations of this study was the relatively ~Prectices may differ.

targeted study cohort used to derive the models. These patients  Conclusions
lived in Wuhan, China, which was the original epicenter of the
outbreak of the novel coronavirus SARS-CoV-2. However, one
of our models was validated on an external multicenter cohort
of patients from Wuhan and Shenzhen; this suggests that this
model can be generalized to other patient cohorts, especialy in
China. It isless clear how well the models generalize to cohorts

We developed multiple state-of-the-art supervised machine
learning models to predict the outcome of infection with the
novel coronavirus SARS-CoV-2. We were able to predict
mortality with greater than 90% accuracy, and we identified
several important predictors of mortality.
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Abstract

Background: To help reduce expenses, shorten timelines, and improve the quality of final deliverables, the Veterans Health
Administration (VA) and other health care systems promote sharing of expertise among informatics user groups. Traditional
barriersto time-efficient sharing of expertiseinclude difficultiesin finding potential collaboratorsand availability of amechanism
to share expertise.

Objective: We aim to describe how the VA shares expertise among its informatics groups by describing a custom-built tool,
the Data Object Exchange (DOEX), along with statistics on its usage.

Methods: A centrally managed web application was developed in the VA to share informatics expertise using database objects.
Visitors to the site can view a catalog of objects published by other informatics user groups. Requests for subscription and
publication made through the site are routed to database administrators, who then actualize the resource requests through
modifications of database object permissions.

Results:  As of April 2019, the DOEx enabled the publication of 707 database objects to 1202 VA subscribers from 758
workgroups. Overall, over 10,000 requests are made each year regarding permissions on these shared database objects, involving
diverse information. Common “flavors’ of shared data include disease-specific study populations (eg, patients with asthma),
common data definitions (eg, hemoglobin laboratory results), and results of complex analyses (eg, models of anticipated resource
utilization). Shared database objects al so enable construction of community-built data pipelines.

Conclusions: To increase the efficiency of informatics user groups, a method was developed to facilitate intraorganizational
collaboration by managed data sharing. The advantages of this system include (1) reduced duplication of work (thereby reducing
expenses and shortening timelines) and (2) higher quality of work based on simplifying the adoption of specialized knowledge
among groups.

(JMIR Med Inform 2020;8(10):€19267) doi:10.2196/19267
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Introduction

To help reduce expenses, shorten timelines, and improve the
quality of final deliverables, the Veterans Health Administration
(VA) and other health care systems seek to promote the sharing
of informatics expertise among user groups. This expertise
within informatics user groups often devel opsthrough individual
or small group experience, based on a unique interest or need.
Informatics groups with related interests are likely to benefit
from each other’s expertise, but only if a mechanism exists to
offer, find, and exchange expertise. This ability is called
knowledge management, and it is described as a utilized,
accessible, and efficient virtual system for knowing who is
doing what, how, and with what effects [1]. Some authors
believe this ability is rarely available, even in the best health
care organizations [1].

Knowledge management is especially difficult in large, as
opposed to small, health care organizations. As health care
systems grow, they tend to become more “loosely coupled”
(impersonal and disaggregated). Loosely coupled health care
systems operate with tight functional integration within any
unit, but few structures or processes tie the organization’s units
together [1]. This scenario has been referred to as a “silo
mentality” [2]. Efficiently finding a suitable collaborator also
becomes more difficult, because the possible number of
collaborators increases with the size of an organization.
According to the Metcalfe law, the number of potential

collaborators within a health care system has a squared (n?)
proportional increase [3]. For example, 100 users can form
approximately 5000 total collaborations, but 200 users can form
nearly 20,000 collaborations. In addition to organizational
structure and the combinatorial scale of potential connections
between groups, the lack of physical proximity (eg, operation
across multiple time zones) and perceived diversity of purpose
(eg, financia and patient satisfaction) also represent barriersto
collaboration.

Traditional methods to share knowledge have unique
considerations when applied to a health care informatics
ecosystem. User groups sharing knowledge through the
deployment of applications (eg, Docker) will likely generate
security concerns. Similar security concerns will aso likely
exist in sharing source code (eg, GitHub), which could be made
into an application. Datasets, as a knowledge-sharing
mechanism, may contain protected health information as a
necessity. Public data repositories would therefore be reluctant
to host data with protected health information (eg, Machine

http://medinform.jmir.org/2020/10/€19267/
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Learning Repository at the University of California Irvine).
Transmission of protected health information between groups
within a health care system would likely require administrative
oversight (such as an approved media of transmission) to
mitigate the risk of a data breach. Didactic lectures represent
another option to share knowledge, but consumers of shared
knowledge may find it inefficient to implement expertise
described in alecture. The VA health care system, while offering
many of these existing knowledge-sharing mechanisms, sought
additional options.

The VA sought to create an environment where informatics user
groups could find and exchange data through a secure channel.
To find the desired expertise, users browse a catalog of work,
where each element in the catalog represents a database object
(eg, database table). They can subscribe to catal og elements of
interest, which provides access to the object. Experts publish
their work to the catalog or share it privately with other user
groups. Permissionsare centrally administered, and the exchange
of datatakes place on a secure database server shared between
user groups. Inherent advantages of this system include reduced
costs and shortened timelines through a decrease in redundant
work. Higher-quality deliverables are a likely result, based on
the adoption of specialized, rather than generic, knowledge. The
design of the VA's solution to promote the sharing of
informatics expertise (the Data Object Exchange [DOEX]) and
statistics on its usage are described.

Methods

Overview of the DOEXx

Tofacilitate collaboration, the VA Business I ntelligence Service
Line (BISL) designed the DOEx. The DOEXx operates with a
publish-subscribe design pattern (Figure 1) [4]. Similar to
popular subscription services (eg, Wall Street Journa and
Netflix), apublisher produces content that subscribers consume.
Inthe DOEX, publishersare collections of individuals, operating
asworkgroups, with ashared goal or interest. Workgroups may
publish their work in acatalog, which all other workgroups can
browse. Alternatively, workgroups may publish their work
through the DOEX without advertising it in the public catalog.
Workgroups can subscribe to published objects they find in the
public catalog or learn about through private collaborations. In
either case, the subscribing workgroup can request asubscription
from the publishing workgroup, which providesthem read-only
access to the requested object. A walkthrough of the workflow
used by the publisher and subscriber is shown in Figure 2.
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Figure 1. Use case diagram of the Data Object Exchange (DOEXx). The DOEX consists of the following two parts: a web application and a database
server (gray boxes). Publishers create and register DOEX database objects. Subscribers become aware of shared objects through the DOEX catalog or
private communication with the publisher (not shown). Publishers control subscriptions to their DOEXx objects through the creation and removal of
subscribers. The database administrator (DBA) provides administrative oversight to ensure adherence to the terms of service.
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The DOEX consists of the following two components. a web
application and a database server. The web application allows
publishersto manage their subscriptions and control the content
they choose to publish. The web application also hosts the
catalog of published work and provides metadata about each
available subscription (eg, object owner and email address,
object description, and object location on the database server).
The database server contains a collection of databases, typically
one per workgroup. Each workgroup database contains a set of
data objects (eg, data tables and views), which may be shared

http://medinform.jmir.org/2020/10/€19267/

through the DOEX. Tables designed for sharing through the
DOEXx are placed by the publisher in a database schema named
“DOEX.” Additionally, DOEx objects may be designated as
either public or private. Public DOEX objects have arecord in
the DOEX catal og, which adverti sesthem to potential subscribers
(Figures2 and 3). Private DOEX objects, by comparison, do not
existinthe DOEX catalog. Private DOEX objectsgenerally form
inthe context of existing collaborations between publishersand
subscribers.
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Figure 2. Data Object Exchange (DOEX) web interface. (1) The publisher creates a database object. Example provided in Microsoft SQL Server. (2)
The publisher registers an object in the DOEX. (A) “ Register New Object” - This button allows the publisher to share the database object viathe DOEX.
The publisher must provide a description of the object and choose if it will be displayed in the public catalog. (B) “Edit” - Edit the object description
and itsinclusion in the public catalog. (C) “Add Subscription” - The publisher allows subscribers read-only access to a DOEXx object. (3) A subscriber
searches the DOEX catalog for objects of interest. (D) Search for public objects by name. (E) Search for public objects by keyword. (F) “Details’ -
Display the object’s description and publisher’s email. Subscribers email the publisher to request access. The publisher adds the subscriber with 1C.
(4) Publishers and subscribers can manage their subscriptions. (G) Publishers can manage subscriptions. (H) Subscribers can manage subscriptions.
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Alongside the publisher and subscriber, adatabase administrator
also participates in the setup and management of object sharing.
The web application aerts the database administrator to a
publisher-subscriber DOEX request. The database administrator
reviews the shared object to ensure compliance with the terms
of service of the DOEX. Certain types of data, such as patient
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RenderX

names and socia security numbers, cannot be shared between
workgroups. When these terms are met, the database
administrator approves the request.

All modificationsto DOEX objects are communicated viaemail
to publishers, subscribers, and database administrators.
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Figure 3. Creating a diabetes data mart with the Data Object Exchange (DOEx) and the dynamic data pipeline design pattern. (Left) The
publisher/subscriber relationship between the laboratory and diabetes workgroups. Each rectangl e represents adynamic data design pattern. The arrows
denote the data processing sequence. (Right) A subset of the final data mart: a database table of patients with diabetes and their prognostic tests.
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Data Security Considerations

Permissions granted to workgroups vary based on their need to
access protected health information and/or personally
identifiableinformation. When subscribers and publishers have
different permissionsto protected health information/personally
identifiable information, they cannot share objects through the
DOEx. This prevents the sharing of sensitive data with
workgroups that do not have the necessary permissions.

To limit violations of the terms of service, publishers cannot
swap one DOEX object for another with the same name. This
type of modification inactivates the sharing of the object with
its subscribers. Publishers can only swap one DOEX object for
another after removing the subscribers and repeating the process
of object registration, which requires database administrator
review.

In theory, the web application could perform object registration
and subscription services, but this approach would require the
web application to have elevated permissions on the databases.
Given concerns for security, such services are not currently
made available.

http://medinform.jmir.org/2020/10/€19267/

Results

Usage Description

The DOEx went livein May 2017, and as of January 2019, 707
database objectswere shared among 758 workgroups. The public
catalog contains 217 (30.7%) database objects, and the
remaining 490 (69.3%) objects are shared privately; these 707
objects have 1202 subscribers. Of the available DOEXx objects,
230 have multiple subscribers, and the 10 most popular DOEX
objects have between 10 and 40 subscribers.

Design Patterns

Experience with the DOEX has led to the emergence of the
follow three common DOEx design patterns. static data,
dynamic data, and dynamic data pipelines.

The static data design pattern works well for data that does not
change or changes very slowly over time. Examples of static
data shared through the DOEX include the laboratory test
standard known as Logical Observation Identifiers Names and
Codes (LOINC), whichisupdated twice each year. Accordingly,
the static data design pattern, the simplest of the three, requires
asingle DOEX object.

The dynamic datadesign pattern workswell for datathat updates
frequently. Typical uses for this design pattern include
maintenance of study populations, such as an up-to-date list of
patients with diabetes in the health care system. This design
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patterninvolvesthefollowing two DOEX objects: the* dynamic
data table” containing up-to-date data and the “update time
table” containing atimestamp of thelast update. Subscribersto
a dynamic design pattern subscribe to both objects. The
subscriber uses the timestamp in the “update time table” as a
signal to review the updated “dynamic data table”

The third design pattern, the dynamic data pipeline, uses two
or more dynamic data design patterns in sequence (Figure 3).
Usersemploy this design pattern to maintain an up-to-date data
mart [5]. For example, to construct adata mart of patients with
diabetes, thefirst dynamic data design pattern would aggregate
all diagnostic tests for diabetes. A second dynamic data design
pattern would assembl e the patients with diabetes, derived from
those diagnogtic tests. A third dynamic datadesign pattern would
aggregate the prognostic tests used to monitor the progression
of the cohort’s disease. This pipeline executes in a stepwise
fashion asfollows: thefirst dynamic data design pattern updates
on aschedule, and the remaining dynamic data design patterns
update in response. More than one workgroup is likely to
contribute to a dynamic data pipeline.

Discussion

Summary of the DOEXx

This report introduces the DOEX, an application designed to
facilitate the sharing of expertise among informatics user groups
within the largest integrated health care system in the United
States, the VA. The DOEX currently hosts over 1200 securely
managed collaborations. These collaborations are entirely
voluntary, rather than centrally planned, and presumably exist
because they enhance work performance. No other platform to
share expertise among informaticists exists at this scale in any
other headth care system. Although the impact of these
collaborationsisnot formally quantified, by itsvery nature, the
DOEXx will reduce redundant work by allowing usersto leverage
aready existing expertise to achieve their objectives. This
reduces costs and shortens the time required to produce
deliverables.

The DOEX hasalso likely resulted in higher quality deliverables,
as user groups now take advantage of specialized knowledge,
which would be prohibitive for them to recreate. An example
of thisspecialized knowledge includesthe care assessment needs
(CAN) score, apredictive model for death and readmission [6].
Users throughout our health care system can subscribe to the
CAN score DOEX object to incorporate this predictive model
into their diverse needs. This work includes, for example, the
identification of patients at hospital discharge at risk for
readmission, which is an operational focus [7]. Alternatively,
researchers have explored the rel ationship between CAN scores
and physical function [8].

Implementation of the DOEX by health care systems besides
our own could likely be easily achieved. The premise on which
the DOEx operates is simple. It securely manages the
authorization and therefore the sharing of database objects
among workgroups. All major database vendors offer diverse
options for denoting authorization, including Microsoft (SQL
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Server) [9], Oracle (Oracle Database) [10], and IBM (DB2)
[11].

Users of the DOEXx have reported positive effects on the VA's
informatics ecosystem through allowing DOEXx publishers to
publicly showcase the content they produce and still maintain
control over it. For example, users can register their work in
the public catalog, viewable by all users in the health care
system, and can unsubscribe users who violate the established
collaborative agreement. In this manner, the DOExX promotes a
concept deemed psychological ownership (“abonding such that
the organizationa member feels a sense of possessiveness
toward the target of ownership even though no legal claim
exists’) [12]. Researchers have shown this encourages further
innovation [13,14]. Additional benefits include extrarole
performance (defined as behaviors of employees above their
stated job requirements) that promote the smooth functioning
of an organization [12,15]. For example, the publisher of a
widely subscribed DOEX aobject may become known throughout
an organization as a subject matter expert and thus gain
additional motivation to share expertise. Additionally, users
have conveyed they will review the public DOEX catalog prior
to pursuing their assigned task to mitigate the risk of redundant
effort.

In addition to user benefits, the DOEx also facilitates the
efficient operation of a health care database. Subscribers can
access DOEXx objects in place, rather than making a duplicate
copy on their workgroup database. This reduces the memory
requirements of the database. Similarly, when a subscriber
recycles the product of another workgroup, they do not need to
create it themselves. Thisreduces the computational burden on
the database. These optimizations benefit all users of the health
care system by increasing database performance.

Alternativesto the DOEx

Consistent with other authors, we found one example of data
sharing within a health care system [1]. The Informatics for
Integrating Biology and the Bedside (i2b2) Hive operates as a
collection of interoperable services. Services are provided by
cellsthat communicate through aweb interface[16]. Thedesign
of the i2b2 and DOEX appear to have different use cases. The
focusof i2b2 isresearch sinceit operatesasaNational Institutes
of Health—funded National Center for Biomedical Computing
(NCBC). In contrast, the DOEx was conceived to support
operational work, rather than research, within the VA.

Limitations

The DOEXx, given all its stated advantages, also has limitations.
The publisher-subscriber workgroups must form and maintain
an element of trust. This trust can be fostered early in the
collaboration, idealy prior to a subscription, by defining the
relationship such as a “terms of use” or software license (eg,
Apache and GNU General Public License [GPL]).

Subscribers must a so trust the content of publishers. The DOEXx
does not require the exchange of the methods used to create
database objects; therefore, some user groups may find it
difficult to incorporate work from another group without
additional details on the methods.
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The DOEX iscurrently used only by the operations community,
including individuals tasked with supporting the day-to-day
business operations of the VA. It is not available within the VA
research community at thistime, given that peer-to-peer sharing
of expertise is prohibited on the research database server.
Deployment of the DOEX within the research community inthe
future may facilitate and expand collaboration.

The DOEXx aso provides read-only (unidirectional) access by
subscribers from publishers. Modification of the DOEXx to allow
read and write (bidirectional) access to DOEx objects would
allow subscribers to request individualized output from a
publisher. Web services utilize this type of bidirectional
communication, such as the model for collaboration found in
the i2b2.

At present, the majority of DOEX objects (490/707, 69.3%) are
shared privately. The DOEX catalog may not currently contain
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the breadth of available expertise, and consequently, experts
may hesitate to offer their expertise via the DOEXx. Improving
engagement and awareness of the DOEx (eg, email
communications and presentations) will likely improve the
number, scope, and quality of offerings in the catalog.

Conclusion

Sharing of expertise within a health care system’s informatics
community includes the need to develop a workflow allowing
workgroups to find, offer, and exchange expertise in a secure
manner. To address this need, the DOEX promotes shared
informatics expertise across workgroups within a health care
system, and it reduces costs and shorten timelines through a
decrease in redundant work. The DOEXx also produces
higher-quality deliverables, based on the adoption of specialized
knowledge.
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Abstract

Background: Traumatic brain injury (TBI) isaleading cause of disability worldwide. TBI is a highly heterogeneous disease,
which makesit complex for effective therapeutic interventions. Cluster analysis has been extensively applied in previous research
studies to identify homogeneous subgroups based on performance in neuropsychological baseline tests. Nevertheless, most
analyzed samples are rarely larger than a size of 100, and different cluster analysis approaches and cluster validity indices have
been scarcely compared or applied in web-based rehabilitation treatments.

Objective: The aims of our study were as follows: (1) to apply state-of-the-art cluster validity indices to different cluster
strategies: hierarchical, partitional, and model-based, (2) to apply combined strategies of dimensionality reduction by using
principal component analysis and random forests and perform stability assessment of the final profiles, (3) to characterize the
identified profiles by using demographic and clinically relevant variables, and (4) to study the external validity of the obtained
clusters by considering 3 relevant aspects of TBI rehabilitation: Glasgow Coma Scale, functional independence measure, and
execution of web-based cognitive tasks.

Methods: This study was performed from August 2008 to July 2019. Different cluster strategies were executed with Mclust,
factoextra, and cluster R packages. For combined strategies, we used the FactoMineR and random forest R packages. Stability
analysiswas performed with thefpc R package. Between-group comparisonsfor external validation were performed using 2-tailed
t test, chi-square test, or Mann-Whitney U test, as appropriate.

Results: We analyzed 574 adult patients with TBI (mostly severe) who were undergoing web-based rehabilitation. We identified
and characterized 3 clusters with strong internal validation: (1) moderate attentional impairment and moderate dysexecutive
syndrome with mild memory impairment and normal spatiotemporal perception, with almost 66% (111/170) of the patients being
highly educated (P<.05); (2) severe dysexecutive syndrome with severe attentional and memory impairments and normal
spatiotemporal perception, with 49.2% (153/311) of the patients being highly educated (P<.05); (3) very severe cognitive
impairment, with 45.2% (42/93) of the patients being highly educated (P<.05). We externally validated them with severity of
injury (P=.006) and functional independence assessments: cognitive (P<.001), motor (P<.001), and total (P<.001). We mapped
151,763 web-based cognitive rehabilitation tasks during the whole period to the 3 obtained clusters (P<.001) and confirmed the
identified patterns. Stability analysisindicated that clusters 1 and 2 were respectively rated as 0.60 and 0.75; therefore, they were
measuring a pattern and cluster 3 was rated as highly stable.

Conclusions: Cluster analysis in web-based cognitive rehabilitation treatments enables the identification and characterization
of strong response patternsto neuropsychological tests, external validation of the obtained clusters, tailoring of cognitive web-based
tasks executed in the web platform to the identified profiles, thereby providing clinicians a tool for treatment personalization,
and the extension of asimilar approach to other medical conditions.

(IMIR Med Inform 2020;8(10):€16077) doi:10.2196/16077
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Introduction

Background

Every year, more than 50 million people worldwide experience
a traumatic brain injury (TBI). It is estimated that about half
the world’s population will have one or more TBIs in their
lifetime. TBI is the leading cause of mortality in young adults
and a major cause of death and disability across all ages
worldwide, as recently reported in The Lancet Neurology [1].
Cognitive impairments due to TBI are the significant sources
of morbidity in the affected individuals, their family members,
and in the society. Disturbances in attention, memory, and
executive functioning are the most common cognitive
consequences of TBI at all levels of severity [2,3]. Theclinical
picture of TBI ischaracterized by awide heterogeneity because
of the nature and location of the injury [4]. Patients with TBI
can show various combinations of motor, cognitive, behavioral,
psychosocial, and environmental issuesthat have ahugeimpact
on everyday activities[5], and these issues can greatly interfere
with the effectiveness of rehabilitation interventions. It has been
proposed that the efficacy of the rehabilitation would increase
if programs moved from disease-centered to person-centered
issues such that the rehabilitation istailored to individual needs
[6,7]. A number of studies have suggested that brain injury does
not have any prototypical pattern of cognitive performance and
outcome but may be best characterized by heterogeneity, both
in regard to cognitive deficit and ultimate level of functioning
[8]. TBI is an extremely heterogeneous disorder ranging from
mild reversible conditions, often characterized as concussion,
to severe massively destructive trauma, sometimes resulting in
death. Saatman et a [9] highlighted the problem as follows:
“The heterogeneity of TBI is considered as one of the most
significant barriers to finding effective therapeutic
interventions.”

Clusteringin TBI

TBI isaheterogeneous disease, and the mechanism/location of
injury, premorbid functioning, secondary complications, and
numerous other factors can influence cognitive performance
[10]. As cognitive performance is a robust indicator of the
current functioning and the prognostic outcome[11], it iscritical
to identify subgroups of patients who have distinct cognitive
profilesthat, in turn, can assist in treatment planning and patient
care [12]. This can be empirically accomplished using cluster
analysis, which is a multivariate classification technique that
allows for statistical grouping of like cases into homogeneous
subsets (or clusters) based on their similarity across one or more
characteristics. Cluster analysis allows for the identification of
homogeneous subgroups wherein cognitive heterogeneity is
present based on the similarities in performance on
neuropsychological tests.

Cluster analysis has been extensively applied in the study of
TBI in the last 30 years [13-31]. Nevertheless, we have
identified several common limitations such as the number of
TBI patients that were clustered (<100 in many studies), the
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clustering approaches (only hierarchical clustering and k-means
and not discussing other possible techniques), the specific
implementation of such techniques (most of them restricted to
only commercial products), as well as the lack of relation
between the obtained clusters and rehabilitation tasks. The
details are presented in Supplementary Material Table Al (see
Multimedia Appendix 1).

Web-Based Cognitive Rehabilitation and Cluster
Analysis

Cognitive rehabilitation has been playing an ever-increasing
role in the treatment of patients with TBI who have cognitive
deficits. The data gathered support the idea that improvements
attributed to rehabilitation may generalize beyond task-specific
skills [32]. Since the number of patients that could be eligible
for this type of treatment is ever increasing, it is essentia to
develop new strategies that may improve access without
elevating the costs to deliver such care [33]. The incorporation
of computers and information technology-based systems in
current clinical practice contributes to optimizing cognitive
interventions, that is, their intensity, personalization, patient
adherence, and quality of professional monitoring [34,35]. The
types of cognitive rehabilitation programs that are the most
effective in improving cognitive skills are still unclear [36].
Approachesthat are designed to accommodate each individua’s
cognitive strengths and weaknesses, offer instant item-specific
feedback, and dynamically adapt the rehabilitation program
accordingly appear to be the most effective, especialy in
populations with particular cognitive needs[37]. The objective
of this study was to contribute to the personalization of
web-based cognitive rehabilitation and to identify and
characterize subgroups of patientswho have distinctive profiles
obtained from standard neuropsychological tests administered
to patients before starting the rehabilitation.

Main Characteristics of This Study

In the following subsections, we describe the main
characteristics and specific objectives of this study.

Guttmann, NeuroPersonal Trainer

Guttmann, NeuroPersona Trainer (GNPT)) is the web-based
cognitive rehabilitation platform used in this study. GNPT
addresses the desired features outlined in the previous section
in the following manner.

1. It usesabasdline cognitive evaluation based on standardized
neuropsychological tests to individualize the training
regimen.

2. It continually adapts the difficulty level according to the
subject’s performance by using an interactive-adaptive
system.

3. It provides detailed graphic and verbal feedback after each
rehabilitation task execution.

This study focuses on the baseline cognitive evaluation to
individualize rehabilitation. Personalization of cognitive
rehabilitation is accomplished by using a baseline cognitive
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evaluation, the results of which determinetheindividual content
and thelevel of subsequent training for each participant. During
rehabilitation, personalization is maintained by an adaptive
feature that continually measures the subject’'s performance,
adapts the difficulty level of the training tasks, and provides
detailed graphic and verbal performance feedback during and
after each task. Because the rehabilitation regimen is designed
based on the results of the cognitive eval uation and because the
program continually adapts to each person’s strengths and
weaknesses, it is unlikely that 2 participants can receive the
same regimen with regard to the choice of tasks, amount, and
intensity of rehabilitation in each cognitive domain.

Baseline Assessment: | nternational Classification of
Functioning Disability and Health

Baseline cognitive evaluation is performed in GNPT using the
conceptual framework of the International Classification of
Functioning, Disability and Health (ICF) [4]. The ICF belongs
to a family of international classifications developed by the
World Health Organization. ICF aims to provide a unified and
standard language and framework for the description of health
and headlth-related status. Direct punctuations obtained by
patientsin neuropsychological tests are mapped to the ICF 0-4
scale, representing the level of impairment, and they are
expressed using | CF as complete disability (4), severedisability
(3), moderate disability (2), mild disability (1), and no problem
(0). The baseline assessment consists of the following 12
functions. categorization, divided attention, flexibility,
inhibition, planning, selective attention, sequencing, spatial and
temporal perception, sustained attention, verbal memory, visual
gnosis, and working memory.

Individual Clustering Approaches

While numerous clustering a gorithms have been published and
new ones continue to appear, there is no single algorithm that
has been shown to dominate other algorithms across all
application domains [38]. Therefore, as an initial step, we
proposed to study different clustering approaches in our
application domain (the assessment instruments described in
the previous section), and we tried different number of clusters
(k). Clustering algorithms can be broadly divided into 2 groups:
hierarchical and partitional (hierarchical has been applied in
most publications presented in Table A1, Multimedia Appendix
1). In this study, we applied the following hierarchical and
partitional algorithms: a hierarchical agglomerative algorithm
AGNES (AGglomerative NESting), a hierarchical divisive
DIANA (Dlvisive ANAlysis), the classic k-means
implementation, 2 partitional alternatives, that is, PAM
(Partitioning Around Medoids) and CLARA (Clustering LARge
Applications) [39], and a model-based clustering using the
MClust software [40,41] (details are presented in Table A1,
Multimedia Appendix 1).

Combined Approaches: Principal Component Analysis
and Random Forest

Asalternativesto individual clustering approaches, inthiswork,
we present 2 combined approaches. principal component
analysis (PCA) and random forest.
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PCA can be viewed as a denoising method, which separates
signal and noise: the first dimensions extract the essential parts
of the information while the last ones are restricted to noise.
Without the noisein the data, the clustering is more stable than
the one obtained from the original distances. Consequently, if
ahierarchical treeisbuilt from another subsample of individuals,
the shape of the top of the hierarchical tree remains
approximately the same. PCA is thus considered as a
preprocessing step before performing clustering methods [42].
PCA has been scarcely applied in previous research, as shown
inTable A1 (Multimedia Appendix 1). Inthis study, we propose
an integrated approach of PCA and hierarchical clustering.

Another recently proposed dimensionality reduction strategy is
random forest. It consists of a collection or ensemble of
classification trees, wherein each tree is grown with a different
bootstrap sample of the original data. Each tree votesfor aclass
and the majority rule is used for the final prediction. Random
forests can be used in both supervised and unsupervised
learning. In unsupervised random forests, the datais classified
without a priori classification specifications. Synthetic classes
are generated randomly and the trees are grown. Despite the
synthetic classes, similar sampleswill end up in the sameleaves
of the trees owing to each tree's branching process. The
proximity of the samples can be measured and a proximity
matrix is constructed. In this study, we propose the application
of an unsupervised random forest integrated with the PAM
clustering method [43].

Study Objectives
We proposed to identify and characterize cognitive profilesin

aweb-based cognitive rehabilitation platform by using cluster
analysis with the following specific ams:

1. Apply state-of-the-art cluster validity indices (CVls) to
different cluster strategies (hierarchical, partitional, and
model-based) to identify meaningful classes.

2. Apply combined strategies of dimensionality reduction and
clustering by using PCA and random foreststo improvethe
obtained CVls.

3. Characterize the identified profiles by using demographic
and clinically relevant variables.

4. Study the external validity of the obtained clusters by
considering 2 relevant aspects of TBI rehabilitation:
functional independence measure (FIM) assessment (as
well as Glasgow Coma Scale [GCS] for severity) at
admission and rehabilitation and cognitive training tasks
executed all along the rehabilitation process.

Methods

Participants

Our study consisted of patients with TBI who were admitted in
the Rehabilitation Unit of the Acquired Brain Injury Department
of atertiary institution (Institut Guttmann, Spain). The period
of the study was from August 2008 to July 2019.

This study was performed in accordance with the Declaration
of Helsinki of the World Medical Association and approved by
the ethics committee of the Clinical Research of thisinstitution.
Signed informed consent was obtained from every patient or
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their relatives after full explanation of the procedures. The
inclusion criteria for the study were as follows: adult patients
with the diagnosis of TBI and without any previous
comorbidities leading to disability. Participants were excluded
for illiteracy and inability to undergo formal cognitive evaluation
for clinical reasons (eg, excessive deepiness, bedridden patients,
or uncontrolled sharp pain).

Cognitive Evaluation: |CF Mapping

Initial cognition assessments used as input to cluster analysis
were obtained through standardized administration of
neuropsychological tests on admission; most of them werealso
applied to the state-of -the-art cluster analysis, asshown in Table
Al (Multimedia Appendix 1): Wisconsin Card Sorting Test,
Barcelona Test, Rey Auditory Verbal Learning test, Wechsler
Adult Scale 111 (digit span forward and backward), and Trial
Making Test (Part A and Part B). All direct punctuations
obtained by patients in each test were then mapped to the 0.4
| CF values. Details on the mapping of assessment instruments
to ICF are presented in a previous study [44].

Individual Cluster Analysis Approaches: Proposed
Implementations

In this study, we took the 12 cognitive functions assessments
(each oneranging from 0 to 4) asinput to clustering techniques.
For agglomerative hierarchical clustering, we applied the hclust
function of the stats R package [45] and the AGNES function
of the cluster [46] R package. For divisive hierarchical
clustering, we applied the DIANA function of the cluster R
package. The eclust function of the factoextra [47] R package
was applied for the classic k-means implementation. The PAM
function of the cluster R package was applied for PAM
clustering, and similarly, the CLARA function of the same
package was applied. For model-based clustering, the MClust
[48] R package was applied.

Combined Cluster AnalysisApproaches. Unsupervised
Random Forest Method

We proceeded using the following steps [43]:

1. The unsupervised random forest algorithm was used to
generate a proximity matrix using the randomForest [49]
R package.

2. PAM clustering of thisfirst proximity matrix generated the
initial classes.

3. A supervised random forest analysis of the initial classes
allowed the calculation of out-of-bag error rates and the
determination of theimportance of the variablesin relation
to their contribution to accuracy in the classification.

4. Repeated the unsupervised random forest analysiswith the
most important variables to generate a second proximity
matrix.

5. Repeated PAM clustering using the second proximity matrix
to generate the new classes.

6. Wethen calculated the CVIswith the cluster.stats function
of the fpc R package.

Combined Approaches: PCA Method

We then considered an alternative approach, which combined
dimensionality reduction and clustering: the hierarchical
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clustering on principa components (HCPC) function of the
FactoMineR [50] R package. It involves the following steps:

1. Compute the principal components: PCA function for
guantitative variables

2. Compute hierarchical clustering: It is performed using the
Ward's criterion on the selected principal components.
Ward criterion is used because it is based on the
multidimensional variance like PCA.

3. Choose the number of clusters based on the hierarchical
tree: An optimal partitioning is proposed by HCPC to cut
the hierarchical tree obtained using the AGNES technique.

4. Perform k-means clustering to improve theinitial partition
obtained from hierarchical clustering. Thefinal partitioning
solution, obtained after consolidation with k-means, can be
(dlightly) different from the one obtained with the
hierarchical clustering.

Performance M easures. Internal Validation and
Stability

We then proposed to compare the internal validity (based only
on the clustered data) of the resulting clustersbased onthe CVls.
These include average silhouette width [51], average Pearson
gamma[52], entropy [53], Dunnindex [52], and within-between
cluster ratio (a higher metric of the former 3 statistics and a
smaller within-between cluster ratio indicating a better fitting;
€g, Clinical Cancer Research [54]). We focused especially on
average silhouette width based on the conclusions in a recent
review [55]. We applied the cluster.stats function of the fpc R
package [56] to each of the proposed techniques for different
number k of clusters, in order to obtain the CVIs. We focused
on the average silhouette width by considering the following
criteria [51]: 0.71-1.0, a strong structure has been found;
0.51-0.70, a reasonable structure has been found; 0.26-0.50, a
weak structure has been found and could be artificial; and <0.25,
no substantial structure has been found. In order to assessif the
cluster holds up under plausible variations in the dataset
(stability), our approach was to perform bootstrap resampling
to evaluate the stability of a given cluster [57]. The cluster
stability of each cluster in the original clustering is the mean
value of its Jaccard coefficient over all the bootstrap iterations.

Perfor mance M easures; External Validation

Asin previous publications presented in Table A1 (Multimedia
Appendix 1), in order to validate any cluster solution, it is
important to compare the resulting clusters on variables that
werenot included intheoriginal clustering process[25]. Various
demographic variables were examined for this purpose.
Regarding statistical analysis, first, analysis of the homogeneity
of variance by Levene's test and normality of distribution by
the Kolmogorov-Smirnov test were conducted. Chi-sgquaretests
were conducted for most of these variables because of their
ordinal nature (eg, gender), whereas analyses of variance were
performed with interval variables such as age. P<.05 was
considered statistically significant. We included external
variablesthat were described in previous studies such as gender,
age, age ranges, education level, FIM [58], and severity at
admission measured using the GCS. In Table A2 (Multimedia
Appendix 1), we have included a detailed description of FIM
and GCS.

JMIR Med Inform 2020 | vol. 8| iss. 10 |€16077 | p.115
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

A standard cognitive rehabilitation treatment in GNPT takes
2-5 months, which is distributed in 2-5 sessions a week, and
each session iscomposed of 4-10 cognitivetraining tasks. GNPT
integrates a set of about 100 web-based cognitive tasks, each
of which mainly addresses one of the 12 functions described
above. Typically, each patient executes a different number of
tasks along with treatment and in a different order. For each
execution, the patient obtains an immediate result (ranging from
0 to 100, as the percentage of compliance) [59].

Results

Sample Description

A final sample of 574 adult patients with TBI who performed
web-based cognitive rehabilitation training in the GNPT
platform were included in this study. The study was performed
from August 1, 2008 to July 1, 2019. Of the 574 patients, 105
(18.3%) were women and 469 (81.7%) were men. Their
distribution in the age ranges was as follows: 241 (42.0%) in
the 17-30 years range, 259 (45.1%) in the 31-55 years range,
and 74 (12.9%) in the >56 years range. With respect to the
education level, of the 574 patients, 9 (1.6%) patients had

Garcia-Rudolph et al

completed primary education, 259 (45.1%) had completed
secondary education, 205 (35.7%) compl eted tertiary education,
and 101 (17.6%) completed post-tertiary education. The data
of the severity of TBI at admission was available for 455 of the
574 patients (79.3%) by using the GCS, and the data were as
follows: 44 (9.6%) had mild head injury, 57 (12.5%) had
moderate head injury, and 354 (77.8%) had severe head injury.

Baseline Clustering

In order to run the implementations of the different algorithms
presented in the M ethods section, input parameters were selected
as mentioned in previous state-of -the-art publications presented
in Table Al (Euclidean distance and Ward criteria). As the
initial preprocessing phase, we performed Spearman correlation
analysisby using the corrplot [60] R packagein order to identify
highly correlated variables. Figure 1 shows the correlation
matrix among the 12 initial variables, whichiscolored according
to the correlation coefficient. We observed the following 3
variables with r>0.80 and P<.001: flexibility, sequencing, and
working memory. Therefore, we removed them for clustering.

Table 1 shows the internal validation results for different k
values and for the 6 proposed clustering techniques.

Figure 1. Correlogram of theinitial set of cognitive variables. CAT: categorization; DIV, divided attention; FLEX: flexibility; INH: inhibition; PLAN:
planning; SEL : selective attention; SEQ: sequencing; SPTEM P: spatiotemporal perception; SUS: sustained attention; VERB: verbal memory; VISGN:

visual gnosis; WORK: working memory.
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Table 1. Internal validation of the proposed techniques for different number of clusters.

k for the different clusters Average silhouette width Pearson gamma Entropy Dunn index Within-between cluster ratio
AGNES (AGglomerative NESting)
2 0.2947696 0.4446782 0.4193705 0.1466471 0.6827765
3 0.3120659 0.6255316 0.9566682 0.1212678 0.5789247
4 0.2664549 0.619668 1.055581 0.1280369 0.5791948
5 0.2177597 0.6209335 1.173125 0.1324532 0.5722961
6 0.2196451 0.5775517 1.445714 0.1336306 0.5558157
DIANA (Dlvisive ANAlysis)
2 0.384397 0.5435043 0.5454738 0.09667365 0.6445731
3 0.3427734 0.6395711 1.020228 0.1125088 0.5581218
4 0.2918808 0.6340931 1171331 0.1178511 0.5513584
5 0.2603633 0.615897 1.311116 0.1178511 0.5523393
6 0.2569563 0.547962 1.66604 0.1178511 0.5064622
K-means
2 0.3683991 0.534673 0.5815533 0.09712859 0.6497419
3 0.3580276 0.6373444 1.0217 0.1125088 0.5584067
4 0.3010858 0.5778943 1.342837 0.1212678 0.5373173
5 0.2906528 0.5374244 1.602541 0.1212678 0.5092503
6 0.2925957 0.5358799 1.759259 0.1360828 0.4798148
PAM (Partitioning Around M edoids)
2 0.3950954 0.541951 0.5103802 0.09407209 0.6434552
3 0.3558112 0.6379774 1.022812 0.1125088 0.557843
4 0.2912489 0.5634748 1.351603 0.1195229 0.5445628
5 0.2801431 0.5516723 1.543992 0.1360828 0.5210802
6 0.2889038 0.5414131 1.736641 0.1360828 0.4846027
CLARA (Clustering LARge Applications)
2 0.3917212 0.544271 0.524071 0.09667365 0.6431833
3 0.3496284 0.6216692 1.038644 0.1125088 0.5626294
4 0.292958 0.5662381 1.362308 0.1125088 0.5388617
5 0.2809109 0.5496645 1.567395 0.125 0.5131381
6 0.2890209 0.5298343 1.76809 0.125 0.4816711
MClust
2 0.2518519 0.4154374 0.6893485 0.1005038 0.7113782
3 0.2897848 0.5629296 1.070214 0.1091089 0.5900842
4 0.2389266 0.5382842 1.208638 0.1097643 0.592125
5 0.2462358 0.5178902 1.506097 0.1118034 0.553266
6 0.1889053 0.4791652 1.569551 0.1118034 0.5790436

Random Forest: Classification Errors

We then cal culated random forest classification with 2000 trees
as input parameters, and we obtained the following overall
out-of-bag errorsfor the different k values: 1.05% (k=3), 3.83%
(k=4), and 5.23% (k=5). In Supplementary Material Table A3
(Multimedia Appendix 1), we present the confusion matrix for
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the different k values. When calculating variable importance,
there was a loss of 20% in accuracy when removing the less
important variable (visual gnosis) and 25% | oss when removing
inhibition, as shown in Supplementary Material Figure A2
(Multimedia Appendix 1). Therefore, no variable was removed,
and we did not proceed to steps 4 and 5 of the methodol ogy.
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PCA

Since FactoMineR uses a singular value decomposition
algorithm, the PCA is caculated over the standardized
correlation matrix, wherein a matrix of 40 uncorrelated
components is obtained. Table S1 in Supplementary Material
(MultimediaAppendix 1) showsthe percentage of variance and
the eigenvalues for the first 9 components of this matrix. The
remaining components (31) correspond to aresidual amount of
variance. By selecting only the first 3 principal components,
we reduced the dimensionality of the multivariate description
so that the graphical representation and its subsequent
interpretation were simplified. Thefirst 3 principal components
described 75.53% of the total variance. The first component
described 55.04% of the variance, the second one described
13.42%, and the third component described 7.06%. In the case
of the goodness of fit, we relied on the following metrics to
verify the choice of thefirst 3 components: the root mean square
of theresidualsis0.05 and thefit based upon off-diagona values
is0.99.

We then ran the HCPC function with the following parameters:
min=2, max=10, distance=Euclidean, criteria=Ward, and
agglomerative hierarchical clustering.

When specifying min=2 and max=10 as parameters, HCPC
identified the optimal k value maximizing the inertia gain. As
shown in Supplementary Material Figure A3 (Multimedia
Appendix 1), inertiagain dramatically decreased after the third
class; thereforek=3 isthe optimal partition proposed by HCPC.

Internal Validation: Summary of the Results

When testing HCPC internal validation with the sameindicators
as presented in Table 1, we obtained the following CVIs:
within-between ratio, 0.3706104; entropy, 0.9873104; Dunn
index, 1.849996; Pearson gamma, 0.6511913; and average
silhouette width, 0.515794. These CVIs clearly outperformed
the CVIs presented in Table 1. For the individual approaches,
the best average silhouette width was obtained by PAM for k=2
(0.395) and by k-means for k=3 (0.358). When the average
silhouette width rangesfrom 0.26 to 0.50, theidentified structure
is weak and can be artificial. We focused especially on the
average silhouette width, based on the conclusions in a recent
CVI review [55], where 30 different indices with 720 synthetic
and 20 real datasets were compared. A group of 10 indiceswas
found to be the most recommended, with silhouette at the top
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in both synthetic and real datasets. Nevertheless, when
considering the other CVIsin Table 1, the within-between ratio
(the lower the better) HCPC was also the lowest, and Pearson
gamma (the higher the better) was also higher for HCPC than
any other in Table 1.

In relation to the random forest approach, when calculating
variable importance, there was aloss of 20% in accuracy when
removing the less important variable (visual gnosis) and 25%
loss when removing inhibition. A previous study [43] removed
variables leading to less than 5% loss in accuracy. In our case,
no variable was removed, and therefore, we did not proceed to
steps 4 and 5 of the methodology.

Characterization of the Final Clusters

As presented in Table 2, the following clusters were found:
cluster 1 (n=170), cluster 2 (n=311), and cluster 3 (n=93).

Table 2 shows statistically significant results for the education
level of the participantsaswell asfor al the involved cognitive
functions. Analysis of cluster rationale indicated that cluster 1
is characterized by the highest level of education with almost
66% (66/170, 38.8% + 45/170, 26.5%) of its participants having
tertiary or post-tertiary education. Meanwhile less than half of
the participantsin the other two clusters reach such educational
levels: 49.29% (42/311, 13.5% + 111/311, 35.7%) of cluster 2
participantsand 45.2% (14/93, 15.1% + 28/93, 30.1%) of cluster
3 participants. Furthermore, cluster 3 was characterized as
completeimpairment in all cognitive functions. Therefore, this
cluster was characterized as very severe cognitive impairment.
Meanwhile, cluster 1 presented mild impairment in working
memory, visual gnosis, spatiotemporal perception, and inhibition
and moderate impairment in categorization, divided attention,
flexibility, planning, and sequencing. We characterized this
cluster as highly educated, moderate attentional impairment,
and moderate dysexecutive syndrome with mild memory
impairment, and good spatiotempora perception. Cluster 2
presented severe impairment in executive functioning
(flexibility, categorization, and planning) and presented the
highest degree of impairment in divided attention, as well as
severe impairment in selective attention. Therefore, this cluster
was characterized by severe dysexecutive syndromewith severe
attentional and memory impairment and good spatiotemporal
perception.
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Table 2. Univariant analysis of the obtained clusters (N=574).
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Cluster 1, n=170 Cluster 2, n=311 Cluster 3, n=93 P value

Age (years), mean (SD) 433 (14.4) 43.1(15.2) 43.1(14.5)

Gender, n (%) .84
Women 30 (17.6) 56 (18.0) 19 (20.4)
Men 140 (82.4) 255 (82.0) 74 (79.6)

Education level, n (%) <.05
Post-tertiary 45 (26.5) 42 (13.5) 14 (15.1)
Primary 6 (3.53) 3(0.96) 0(0.0)
Secondary 53(31.2) 155 (49.8) 51 (54.8)
Tertiary 66 (38.8) 111 (35.7) 28(30.1)

Agerange (years), n (%) 12
17-30 years 61 (35.9) 131 (42.1) 49 (52.7)
31-55 years 86 (50.6) 138 (44.4) 35(37.6)
56+ years 23(13.5) 42 (13.5) 9(9.68)

Basedline assessments, mean (SD)
Categorization 2.14 (1.20) 3.72 (0.64) 4.00 (0.00) <.001
Divided attention 2.34(1.53) 3.94(0.23) 4.00 (0.00) <.001
Flexibility 2.12(1.17) 3.58 (0.74) 4.00 (0.00) <.001
Inhibition 0.64 (0.89) 2.34(1.25) 4.00 (0.00) <.001
Planning 2.09 (1.10) 3.56 (0.69) 4.00 (0.00) <.001
Selective attention 1.58 (0.86) 3.29(0.85) 4.00 (0.00) <.001
Sequencing 2.06 (1.14) 3.57 (0.69) 4.00 (0.00) <.001
Spatial and temporal perception 0.17 (0.44) 0.37 (0.64) 4.00 (0.00) <.001
Sustained attention 1.35(1.22) 3.03(1.28) 3.71(0.73) <.001
Verbal memory 1.75(1.01) 2.65(0.95) 4.00 (0.00) <.001
Visual gnosis 0.23 (0.59) 0.95 (1.30) 4.00 (0.00) <.001
Working memory 0.73(0.89) 1.95(1.16) 4.00 (0.00) <.001

External Validation

We performed twofold external validation: (1) by using
demographic and clinical variables (age, gender, education level,
age ranges) and then by using FIM and GCS evaluations at
admission and (2) considering all cognitive tasks executed by
the patients in GNPT during the period under study. We found
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no statistically significant differences when considering age,
gender, or age ranges. The total humber of available FIM
assessments at admission was 439 of the original 574
participants (76.5%). Table 3 shows the number of participants,
the mean, median, and IQRs for total FIM aswell as the motor
and cognitive subtotals for each cluster.
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Table 3. Total functional independence measure, cognitive, and motor subtotals by cluster (N=439).

Measures Cluster 1, n=138 Cluster 2, n=238 Cluster 3, n=63 P value
Total functional independence measure <.001
Mean (SD) 87.88(33.55) 71.303 (38.07) 68.698 (39.26)
Median (Q1, Q3) 96.50 (65.25, 117.00) 73.000 (35.00, 108.00)  73.000 (28.00, 105.00)
IQR 18.00-126.00 18.00-126.00 18.00-126.00
Cognitive functional independence measure <.001
Mean (SD) 26.96 (7.99) 22.58 (9.77) 21.452 (10.29)
Median (Q1, Q3) 29.00 (23.00, 33.00) 25.00 (15.00, 31.00) 22.00 (13.00, 30.00)
IQR 5.00-35.00 5.00-35.00 5.00-35.00
Motor functional independence measure <.001
Mean (SD) 60.91 (27.175) 48.72 (30.02) 47.58 (30.47)
Median (Q1, Q3) 68.50 (40.00, 85.75) 48.00 (18.00, 79.00) 42,000 (14.00, 76.00)
IQR 13.00-91.00 13.00-91.00 13.00-91.00

Regarding total FIM, patients in the 3 clusters required
assistance for up to 25% of the tasks but cluster 3 was quite
close to requiring assistance for 50% of the tasks. When
considering the motor subtotal score with amaximum possible
score of 91, patients in cluster 1 obtained 60.91, while cluster
2 obtained less than 50 and cluster 3 obtained 47.58. Regarding
the cognition subtotal score (maximum score 35), cluster 1 was
almost 30 while clusters 2 and 3 were close to 20.

In relation to GCS, the total number of available GCS
assessments at admission was 455 (79.3%) of the original 574

Table 4. Total Glasgow Coma Scale measures by cluster (N=455).

participants. Table 4 shows the number of participants, mean,
median, and IQRs for each cluster, and it shows the highest
values for cluster 1, followed by cluster 2, and the lowest for
cluster 3. Further, the IQR for cluster 3 ranged from 3 to 7,
which was lower than that in clusters 1 and 2.

Regarding the second external validation, in GNPT, each task
addresses a specific cognitive function. Table 5 shows the
number of tasks for each function executed by cluster, with a
total of 151,763 executions during the whole period under study.

Glasgow coma scal e measures, Cluster 1, n=136 Cluster 2, n=241 Cluster 3, n=78

P<.006

Mean (SD) 7.19 (3.76) 6.40 (3.39) 5.50 (2.80)

Median (Q1, Q3) 7.00 (4.00, 10.00) 6.00 (4.00, 8.00) 4.50 (3.00, 7.00)

IQR 3.00-15.00 3.00-15.00 3.00-14.00

Table5. Total task executions by cluster for all participating patients.

Task execution Cluster 1, n=41,374 Cluster 2, n=89,577 Cluster 3, n=20,812 Total, N=151,763

Functions (P<.001), n (%)
Categorization 2137 (5.2) 4257 (4.8) 591 (2.8) 6985 (4.6)
Divided attention 3673 (8.9) 7239 (8.1) 1038 (5.0) 11,950 (7.9)
Flexibility 2470 (6.0) 5149 (5.7) 1642 (7.9) 9261 (6.1)
Inhibition 2565 (6.2) 5605 (6.3) 1358 (6.5) 9528 (6.3)
Planning 4636 (11.2) 9907 (11.1) 2114 (10.2) 16,657 (11.0)
Selective attention 4776 (11.5) 12,460 (13.9) 4879 (23.4) 22,115 (14.6)
Sequencing 3239 (7.8) 6067 (6.8) 1140 (5.5) 10,446 (6.9)
Sustained attention 2907 (7.0) 9324 (10.4) 3206 (15.4) 15,437 (10.2)
Verbal memory 9230 (22.3) 16,756 (18.7) 3162 (15.2) 29,148 (19.2)
Visual gnosis 657 (1.6) 2830 (3.2) 75 (0.4) 3562 (2.3)
Working memory 5084 (12.3) 9983 (11.1) 1607 (7.7) 16,674 (11.0)
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Figure 2 shows the tasks result boxplots for 5 representative
functions. Cluster 1 (at the left of each subplot) shows higher
performance (punctuations closer to 100) than cluster 2, with
cluster 3 showing lower punctuations. As shown in Table 2, for
example, for the categorization function, the respective mean
valuesfor clusters 1, 2, and 3were asfollows: 2.14 (1.20), 3.72
(0.64), and 4.00 (0.00). The Figure 2 boxplots for the
categorization function somehow reflect such different levels.
Figure 3 represents the obtained resultsin every task execution
for 2 functions: verbal memory and working memory. Verbal
memory was the function with the largest number of executions,

Garcia-Rudolph et a

as shown in Table 5: 19.2% (29,148 of the total 151,763 task
executions). In Figure 3, we present only cluster 1 (blue) and
cluster 2 (red) in order to visually show their results, summarized
weekly and plotted yearly during the whole period under study.
Figure 3 shows that the working memory tasks have been
integrated to the system in 2010, whereas verbal memory task
executions started in 2008. For verbal tasks, cluster 1 patients
outperformed cluster 2 during almost the whole period under
study. Working memory tasks behave similarly, with a higher
performance of cluster 2 patients.

Figure 2. Tasks results boxplots for 5 cognitive functions: cluster 1 (red), cluster 2 (green), and cluster 3 (blue). CAT: categorization; DIV: divided
attention; SEL: selective attention; SUS: sustained attention; VISGN: visual gnosis.
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Figure 3. Mean values of the results in task executions summarized weekly, cluster 1 (blue) and cluster 2 (red). VERB: verbal memory; WORK:

working memory.
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Stability

Values between 0.60 and 0.75 indicate that the cluster is
measuring a pattern in the data, but there is no high certainty
about which points should be clustered together. Clusters with
stability values above 0.85 can be considered highly stable (they
are likely to be real clusters). The obtained values by cluster
were 0.7524206, 0.6647378, and 0.9910572. Therefore, there
were 2 clusterswith stability >0.75. Asarule of thumb, clusters
with a stability value less than 0.60 should be considered
unstable, which is not our case. Therefore, meaningful valid
clusters asthe onesidentified in our study should not disappear
if the data set is changed in a nonessential way. Nevertheless,
it could also be of interest whether clusters remain stable under
the addition of outliers; such cases should be individualy
considered by clinicians (eg, in case of the lowest GCS
assessment values).

Discussion

Principal Findings

In this study, we proposed the application of cluster analysisto
achronic health condition in a GNU framework by using a set
of publicly available R libraries (R-3.5.1) in the context of a
web-based cognitive platform. We proposed 6 specific clustering
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RenderX
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techniques(ie, PAM, CLARA, AGNES, DIANA, k-means, and
MClust) and 2 combined approaches (HCPC=PCA+AGNES
and random forest+PAM) and evaluated them by using
state-of-the-art CVIs. It is straightforward to apply both the
individual techniques and the combined approaches to other
acquired brain injury populations in the same web-based
platform (GNPT) or in others. For example, in the Multimedia
Appendix 1, we present aninitial correlation analysisfor patients
who had an ischemic stroke that we will addressin futurework.
We obtained the best CVIs with the combined
HCPC=PCA+AGNES hierarchica clustering, with average
silhouette over 52%; therefore, areasonable structure has been
found. We performed stability analysis, and clusters 1 and 2
were rated as 0.60 and 0.75, indicating that the clusters are
measuring a pattern, and cluster 3 was rated as highly stable.
We identified 3 clearly different profiles. Cluster 1 was
characterized as highly educated, moderately distracted, with
dysexecutive syndrome and good working memory. Cluster 2
was characterized as severe dysexecutive syndrome and severely
distracted. Cluster 3 identified a group of patients with severe
symptoms in all the involved functions. External validity in
functional independence confirmsthis characterization by means
of severity using GCSand functionality inthe activitiesof daily
living, especially when considering the motor FIM subtotal.
When considering the performance in the cognitive tasks
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executed during the whole period, task results confirmed the
identified profiles, with cluster 1 visual representation showing
higher values during the whole period than cluster 2. Similar
results were obtained when visualizing cluster 3.

Clinical Implications

The actual GNPT implementation integrates an automatic
therapy planning functionality, the intelligent therapy assistant
(ITA) [61]. The ITA provides therapists with a recommended
schedule of cognitive tasksto be executed by each patient during
agiven period of time. The recommendations provided by the
ITA can aways be manually modified by therapists according
to their own clinical criteria. The ITA takes a predefined set of
patient’s cognitive profiles as the starting point, which have
been obtained using the baseline cognitive evaluation (mapped
to ICF as described in the Methods section) as input to CA.
When anew patient starts cognitive training in GNPT, the ITA
dynamically assigns the patient to the appropriate cluster. The
ITA then schedules different cognitive tasks during a
user-defined rehabilitation period to the new patient, according
to several criteria(eg, usage score, improvement score, clinical
score) as described in previous studies. Therefore, the first
clinical implication involvesthe I TA starting point to configure
patients' treatments. During therapy, when the patient executes
atask (and obtains the result ranging from 0 to 100), GNPT
automatically generates another version of the task with ahigher
or lower difficulty level—increasing the difficulty if the result
was “too high” or decreasing the difficulty if theresult was*“too
low” [62]. A second clinical implication involves linking
cognitive profileswith performancein task execution. Asshown
in Figure 3, this alows therapists to identify patterns in
performance, for example, results seem to be too close to 50
for cluster 2 in verbal memory tasks during the 2013-2016
period. The current clinical working hypothesis in relation to
patient’s performance in GNPT tasks is that the optimal range
of results is 65-85 [63]. Therefore, Figure 3 (top, verbal
memory) suggeststhat difficulty levelsin such tasks might have
been too high for patients in cluster 2 during the 2013-2016
period. A more appropriate approach regarding the optimal
range of results could be to consider such ranges to vary in
relation to clusters. Therefore, apatient in cluster 1 would have
a different optimal range than a patient in cluster 2. The next
step is to consider the optimal range of the results depending
on the cognitive profilesidentified by cluster analysis (instead
of considering afixed optimal range asit is now). Future work
should aso include comparing ITA current cluster analysis
results [61] with clusters 1, 2, and 3 obtained in this work for
patients with TBI. The integration of cluster analysis as the
initial phase of an I TA processalso allowsfor astraightforward
extension of asimilar approach to other medical conditions, for
example, patients who had a stroke, as we present in the
Supplementary Material (Multimedia Appendix 1).

Limitations of This Study

First, we conducted a single-center study; an advantage of this
isthat data were obtained and included by clinicianstrained in
neurological rehabilitation, and al patientswere managed under
the same TBI rehahilitation protocols. The GNPT platform is
already integrated into the clinical practice of several acquired
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brain injury centers, nevertheless, their patients were not
included in thisanalysis. A multicenter TBI study may include
an initial preprocessing phase, wherein patients are grouped
according to their initial GCS severity in order to avoid
additional heterogeneity. Thereafter, cluster analysistechniques,
as those proposed in this study, may be applied within such
groups. External validation assessments, common to all
participating centers, isalso an important aspect to be addressed
in this future multicenter study. Second, the health area studied
belongs mainly to the urban population, with a small rural
population or populations from other regions.

Third, our analysis lacked computerized tomography or
magnetic resonance imaging examinations that describe the
presence of contusion, hematoma, hemorrhage, ischemia, or
other signs of parenchymal lesion on frontal, temporal, parietal,
occipital, and cerebellar lobes or diffuse axonal injury. Fourth,
our sample did not include any patient with missing data. All
data used as input to cluster analysis are complete. Although
there are several R packages addressing the subject (MICE,
MissForest, HMISC), we decided to address the problem of
missing data in a separate future analysis in order to consider
not only the possible imputation strategies but a so the reasons
for missing data and include such reasons when characterizing
the clusters. Fifth, our analysis did not include indicators of
mental health or other comorbidities. Persons who experience
TBI may have 1 or more preexisting medical comorbidities at
the time of injury (eg, alcohol use and depression). Other
medical conditions may occur simultaneously with TBI, such
asorthopedic trauma, or these conditions may devel op afterward
as adirect conseguence of the TBI such as epilepsy. Still, other
medical comorbidities may begin months or years following
injury in comparison to uninjured control groups. Studies have
suggested that individuals with TBI have more than twice the
rates of pain, growth hormone deficiency, insomnia, fatigue,
new-onset stroke, urinary incontinence, and epilepsy [64].
Therefore, we aim to include comorbidity analysis in future
research studies.

Comparison with Prior Work

We have worked with public GNU libraries, as opposed to the
state-of-the-art publications presented in Table Al, wherein
most techniques wereimplemented using commercial packages
[15-18,20-23,25-27,29-31]. Previousresearch presented in Table
A1 applied clustering techniques in a batch mode as desktop
applications. In our case, thework wasintegrated in the context
of a web-based cognitive training platform. Our baseline
assessment consisted of 12 cognitive functions, thereby allowing
for a comprehensive description of the patient’s profiles,
involving cognitive aspects addressed by such different
functions, ranging from visual attention to gnosis. Meanwhile,
previous clustering research presented in Table A1l addresses
specific functions—only one of them in most cases: memory
[14,16,18-21,24-26,30], executive functions [17,21,31], or
attention [22]. We have proposed different clustering techniques
and applied state-of-the-art CVIsto all of them. We have taken
advantage of the web-based platform by increasing the number
of participants, whereasin only 3 of the 20 studiesin Table A1,
nislarger than 300 [20,25,30]. We have included the whol e set
of cognitive tasks performed by all participants as part of the
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external validation during the whole period under study (more
than 150,000 task executions). We have visually mapped such
executions to the obtained clusters along time. To the best of
our knowledge, the linking of specific rehabilitation tasks to
the obtained clusters has not been yet performed in the
state-of-the-art publications presented in Table A1.

Conclusions

Garcia-Rudolph et al

response to neuropsychological tests, externally validating the
obtained clusters by using important aspects of TBI
rehabilitation such as severity or functional independence in
activities of daily life, tailoring cognitive web-based tasks
avalable in the web platform to the identified profiles by
providing cliniciansatool for treatment personalization, which
were not addressed in previoustraditional cluster analyses, and

straightforward extension of asimilar approach to patientswith
other medical conditions, for example, for patients who have
had a stroke.

Cluster analysisin web-based cognitive rehabilitation treatments
allows for identifying and characterizing strong patterns of
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Abstract

Background: When older adult patients with hip fracture (HFx) have unplanned hospital readmissions within 30 days of
discharge, it doubles their 1-year mortality, resulting in substantial personal and financial burdens. Although such unplanned
readmissions are predominantly caused by reasons not related to HFx surgery, few studies have focused on how pre-existing
high-risk comorbidities co-occur within and across subgroups of patients with HFx.

Objective: This study aims to use a combination of supervised and unsupervised visua analytical methods to (1) obtain an
integrated understanding of comorbidity risk, comorbidity co-occurrence, and patient subgroups, and (2) enable ateam of clinical
and methodological stakeholdersto infer the processesthat precipitate unplanned hospital readmission, with the goal of designing
targeted interventions.

Methods: We extracted atraining data set consisting of 16,886 patients (8443 readmitted patients with HFx and 8443 matched
controls) and areplication data set consisting of 16,222 patients (8111 readmitted patients with HFx and 8111 matched controls)
from the 2010 and 2009 M edli care database, respectively. The analyses consisted of asupervised combinatorial analysisto identify
and replicate combinations of comorbidities that conferred significant risk for readmission, an unsupervised bipartite network
analysisto identify and replicate how high-risk comorbidity combinations co-occur across readmitted patients with HFx, and an
integrated visualization and analysis of comorbidity risk, comorbidity co-occurrence, and patient subgroups to enable clinician
stakeholdersto infer the processes that precipitate readmission in patient subgroups and to propose targeted interventions.

Results: The analyses helped to identify (1) 11 comorbidity combinations that conferred significantly higher risk (ranging from
P<.001 to P=.01) for a 30-day readmission, (2) 7 biclusters of patients and comorbidities with a significant bicluster modularity
(P<.001; Medicare=0.440; random mean 0.383[0.002]), indicating strong heterogeneity in the comorbidity profiles of readmitted
patients, and (3) inter- and intracluster risk associations, which enabled clinician stakeholders to infer the processes involved in
the exacerbation of specific combinations of comorbidities leading to readmission in patient subgroups.

Conclusions: The integrated analysis of risk, co-occurrence, and patient subgroups enabled the inference of processes that
precipitate readmission, leading to a comorbidity exacerbation risk model for readmission after HFx. These results have direct
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implications for (1) the management of comorbidities targeted at high-risk subgroups of patients with the goal of pre-emptively
reducing their risk of readmission and (2) the development of more accurate risk prediction models that incorporate information

about patient subgroups.

(JMIR Med Inform 2020;8(10):€13567) doi:10.2196/13567

KEYWORDS

unplanned hospital readmission; visual analytics; bipartite networks; precision medicine

Introduction

Background

Although it is well known that hip fractures (HFx) in older
adults are a leading cause of morbidity, long-term functional
impairment, and mortality [1], these outcomes are exacerbated
when such patients are readmitted to the hospital within 30 days
of hospital discharge after surgery, in addition to doubling their
risk of 1-year mortality [2].

While many readmissions are unavoidable, unplanned hospital
readmissions can easily negate the functional gains painstakingly
achieved through weeks of post—acute rehabilitation and can
increase the risk of infections acquired during hospital stays
[3]. This loss is over and above the costs to caregivers and
relatives who have to relive the stress of the origina HFx
episode, reorganize their work schedulesto care for the patient,
resulting in loss of productivity, and restart rehabilitation after
discharge [3]. Across dl conditions, unplanned readmissions
cost almost US $17 hillion annually in the United States [4],
making them an ineffective use of costly resources and therefore
closely scrutinized as a marker for poor quality by the Centers
for Medicare & Medicaid Services (CMS) [5]. Consequently,
the CMS instituted the Hospital Readmissions Reduction
Program (HRRP) [6], which hasimparted penalties on hospitals
if their 30-day readmission rates exceeded the national average.

Although such incentives initially appeared to improve the
readmission ratesin US hospitals [ 7], recent reports argue that
the start of the HRRP coincided with an increase in mortality
among older adults [6,8]. This could have been because, as
hospitals tightened their policies for readmission, many older
adult patients were denied care, resulting inincreased mortality.
Furthermore, the decrease in readmission rates might merely
reflect changesin the administrative and billing practicesrather
than an improvement in care [9]. These results suggest a need
for more targeted research to comprehend the processes that
precipitate readmission and clinical interventions that address
the underlying causes of hospital readmission.

Methods Used to Analyzethe Risk of Pre-Existing
Comorbiditiesin Hospital Readmission

Ashospital readmissionsin the older adult HFx population are
predominantly for reasons not related to the HFx surgery [10],
several studies have focused on using supervised machine
learning methods to determine how pre-existing comorbidities
(defined as one or more conditions or diseases co-occurring
with a primary condition such as HFx) increased the risk of
readmission [2,10-14]. Most of these studies have focused on
using logistic regression to analyze the risk of readmission of
single comorbidities. For example, a recent study using

https://medinform.jmir.org/2020/10/e13567

Medicare data conducted for the CM S, analyzed patients with
total hip or total knee arthroplasty to construct a logistic
regression model with variables including 29 comorbidities to
predict readmission [14]. Although the above descriptive and
predictive approaches have provided important insightsinto the
role of comorbidities in the readmission of patients with HFx,
such studies do not focus on understanding how multiple
comorbidities co-occur within and across subgroups of patients,
acritica step in the design of targeted interventions to reduce
readmissions.

Although the co-occurrence of pre-existing comorbidities has
not yet been analyzed in readmitted patients with HFx, it has
been analyzed in other index conditions[15-18], such aschronic
obstructive pulmonary disease (COPD), and in patient
populations, such asin older adults [19-21]. Such studies have
focused on using unsupervised machine learning methods such
as clustering (eg, hierarchical and partitioning clustering),
dimensional reduction methods (eg, principa component
analysis), and visual analytics (eg, network visualization and
analysis). These include a recent questionnaire-based study of
senior Australiansthat compared several unsupervised clustering
methods to analyze patterns of multimorbidities (2 or more
co-occurring conditions or diseases irrespective of an index
condition) in the population [20]. The results found frequent
co-occurrences, such as high blood pressure and diabetes, across
the study population. Another study used unipartite networks
(where nodes represented comorbidities, and edges between
pairs of comorbidities represented the frequency of
co-occurrence in patients) to identify clusters of frequently
co-occurring comorbidities [21].

Although these studies have revealed the feasibility and
appropriateness of using unsupervised methods to analyze the
co-occurrences of comorbidities, they have typically focused
on a unipartite analysis (clustering of only comorbidities) of
thedataand therefore cannot reveal complex patterns of patient
heterogeneity hidden within those co-occurrences. Furthermore,
such analyses cannot reveal the nature and degree of overlap
among such subgroups. Understanding the complexitiesin such
overlapping patient subgroups and their risk for readmission
has direct relevance to clinician stakeholders in inferring the
underlying processesinvolved in precipitating readmission and
for the design of targeted interventions to reduce the risk of
readmission.

Therefore, we explored an approach that integrates a supervised
combinatorial method with an unsupervised bipartite network
to address 3 questions: (1) Which combinations of comorbidities
confer high risk for readmission in patientswith HFx? (2) How
do high-risk comorhidities co-occur within and across subgroups
of readmitted patients with HFx? (3) What is the association
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between comorbidity risk, comorbidity co-occurrence, and
patient subgroups?

Methods

Overview

As shown in Figure 1, we addressed our 3 research questions
by using a supervised machine learning method to address the
first question, an unsupervised visual anaytical method to
address the second question, and an integrated visualization of

Bhavnani et al

both results to address the third question. Our goal was to
analyze which combinations of comorbidities confer high risk
for readmission and how those high-risk comorbidities co-occur
within and across patient subgroups. This integrated visual
analytical approach was designed to explicitly enable clinician
stakeholders using a team-centered informatics [22] approach
to comprehend the complex association of comorbidity risk,
comorbidity co-occurrence, and patient subgroups, with the
goa of designing targeted interventions, a cornerstone of
precision medicine.

Figure 1. Overview of the analytical method based on 3 research questions. The steps and data shown are schematic to illustrate the overall approach

and are elaborated on in the analytical method section.

1. Which combinations of comorbidities
confer significantly high risk for
readmission in HFx patients?

Odds Ratio

CHF COPD 1.62

CHF Renal Failure 1.49

CHF MCMCT 1.81

Renal Failure MCMCT 1.59

COPD Renal Failure 1.46

Supervised combinatorial analysis

2. How do high risk comorbidities co-occur
within and across subgroups of
readmitted HFx patients?

Unsupervised bipartite network analysis

3. What is the relationship between comorbidity risk,
comorbidity co-occurrence, and patient subgroups?

Integrated CoRisk network analysis

Data Selection

Our data consisted of a training data set extracted from the
2010 inpatient Medicare claims data (the most current Medicare
data set to which we had access) and a replication data set
extracted from the 2009 inpatient Medicare claims data (the
next most current dataset). In 2010, Medicare provided health
insurance to approximately 48 million Americans, of which 40
million were older adults (=65 years), representing 93% of all
older adult Americans. Furthermore, the eligible claims were
from 6204 medical institutions from across the United States,
thereby confirming this to be one of the few data sets that are
highly representative of the US older adult population and its
care.

https://medinform.jmir.org/2020/10/e13567

RenderX

Asis commonly done in analytical studies of claims data, we
used Medicare Severity-Diagnosis Related Group (MS-DRG)
codes to define our population. The MS-DRG codes are used
by physiciansto categorize Medicare beneficiariesinto payment
groups for the purposes of billing. We operationally defined
patients with HFx as those who were discharged from an acute
care hospital with the MS-DRG codes 480, 481, or 482. To
isolate the association of pre-existing comorbidities with the
risk of readmission and to maintain homogeneity of our study
population, we included only patients without hospital
complications. Furthermore, we included only patients who
wereenrolled in Medicare part A but not in ahealth maintenance
organization (atype of health insurance that limits coverage to
carefrom contracted doctors) during the period of 90 days after
discharge, in addition to patients who survived 90 days after
hospital discharge.
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For both the training and replication data sets, we extracted (1)
the data of all patients with HFx without hospital-acquired
complicationswho were readmitted within 30 days of discharge
and (2) an equal number of controls matched for age, gender,
and race, who were not readmitted within 90 days of discharge.
This 90-day window of no readmittance represents an episode
of care proposed by CM Sfor patientswith HFx [23], indicating
that the controls are substantially free from complications that
result in readmission during this period, thereby allowing an
effective comparison with the cases.

The above inclusion and exclusion criteriafor patients resulted
in atraining data set consisting of 16,886 patients (8443 cases
and 8443 controls), and a replication data set consisting of
16,222 patients (8111 cases and 8111 controls) for a total of
33,108 patients with HFx (Multimedia Appendix 1). For each
of the above patients, we extracted their status on 70 high-level
comorbidities (Multimedia Appendix 2) as defined by
hierarchical condition categories (HCCs) [24], which represent
the range of conditions typically encountered in older adults.
As our index condition was HFx, we excluded it as a
comorbidity, resulting in the status of 69 HCC comorbidities
across 33,108 patientswith HFx in the Medicare database. This
retrospective study was approved by the Institutional Review
Board of the University of TexasMedical Branch. The Medicare
data files used for the study were in the research identifiable
format, and the records were anonymized and deidentified before
the analysis. Therefore, the analysis of the data did not require
informed consent. Furthermore, a data use agreement was
completed, which met all CMS privacy and confidentiality
reguirements.

Analytical Methods Based on Research Questions

Which Combinations of Comorbidities Confer High Risk
for Readmission in Patients With HFx?

To address this research question, we used a supervised
combinatorial method to identify and replicate comorbidities
that conferred high risk for readmission. Combinatorial methods
have been used to analyze the prevalence of comorbidity
combinations [19] and the risk of developing multimorbidities
[25]. Here, we used the latter approach to identify which
combinations of comorbidities confer significant risk for
readmission. This analysis was performed first to base all
subsequent analyses on only those comorbidities that were
significant and replicated in another year.

We identified high-risk comorbidities in the training data set
consisting of 16,886 patients (8443 cases and 8443 controls)
by first removing all cases and controls that had none of the 69
comorbidities, resulting in 13,644 patients. Furthermore, similar
to other studies on comorbidities [20], we removed 32
low-preval ence comorbiditiesthat together occurred inlessthan
1% of the remaining patients (Multimedia A ppendix 3), resulting
in 13,512 patientsin the training data set.

Next, we calculated the risk of remaining comorbidities across
patients. Asthe patients had amedian of 2 comorbiditiesin the
HCC list, we measured the risk of all pairs of comorbidities
using 2 tests. First, we used a pairwise overall test that
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measured the odds ratio (OR) of each pair of the 69
comorbidities compared with the rest of the patients and reported
95% confidence intervals. Second, we selected those pairs that
were significant at P<.05 after correcting for multiple testing
using the false discovery rate (FDR) method [26]. For each of
the above comorbid pairs that were significant, we used a
pairwise directionality test to determine the direction of their
risk. Here, we conducted 2 tests: (1) A and B versus A and (2)
A and B versus B, where A and B represent the sets of patients
with comorbidities A and B, respectively. Within each test, we
used the FDR to correct for multiple testing and considered
P<.05 after adjustment to be significant.

To test for replication of the significance and direction of the
comorbidity pairs, we repeated the above analyses using the
replication data set. As the patients in the test data also had a
median of 2 comorbidities, we analyzed which of the significant
pairsin thetraining datawere also significant and had the same
risk direction in thereplication data set. Significant comorbidity
pairsthat had anidentical direction of risk in each data set were
selected for subsequent analyses. All tests of statistical
significance were two-sided, and the analyses were performed
using R version 3.6.1 (R Foundation for Statistical Computing;
Multimedia Appendix 4).

How do High-Risk Comor bidities Co-Occur Within and
Across Subgroups of Readmitted Patients With HFx?

To analyze how the above significant and replicated pairs
co-occurred in readmitted patients with HFx, we used
unsupervised bipartite networks. As shown in Figure 2, a
network consists of nodes and edges; nodes represent one or
moretypes of entities (eg, patients or comorbidities), and edges
between the nodes represent a specific relationship between the
entities. As shown in the upper left-hand part of Figure 2, a
unipartite network has nodesthat are of the sametype (typically
used to analyze co-occurrence of comorbidities [21]). In
contrast, as shown in the lower left-hand part of Figure 2, a
bipartite network has nodes that are of 2 types, and edges exist
only between the 2 types, such as between patients (circles) and
comorbidities (triangles). This quantitative and visual
representation, which integrates patients and their comorbidities
in a single representation, enables stakeholders to infer the
mechanismsin each patient subgroup, acorner stone of precision
medicine.

To analyze the data, we used the following steps: (1) represented
the data as a bipartite network where nodes represented either
patients or comorbidities, and the edges represented the presence
or absence of a comorbidity; (2) identified patient subgroups
and their most frequently co-occurring comorbidities using
bicluster modularity [27,28] and tested its significance through
comparisons with 1000 random permutations of the data; (3)
used the Rand index (RI) [29] to measure the similarity of
comorhidity co-occurrence between thetraining and replication
data sets, and tested the RI significance; and (4) used the
ExplodeLayout algorithm [30] to separate the biclusters, with
the goal of reducing the visua overlap among them, thereby
enhancing their comprehensibility.
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Figure 2. The distinction between a unipartite network, a bipartite network, and how the latter can be used to identify biclusters of patients and

comorhidities.
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What is the Relationship Between Comorbidity Risk,
Comorhidity Co-Occurrence, and Patient Subgroups?

CoRisk Network Analysis: Integration of Risk,
Co-Occurrence, and Patient Subgroups

The results from the supervised risk analysis and the
unsupervised bipartite network analysis were integrated into a
single network visualization. Thiswas achieved by representing
the high-risk and replicated pairs and their direction (identified
in research question 1) using a directed unipartite network,
where nodes represented the comorbidities and directed edges
represented the direction of that risk. This unipartite network
was superimposed onto the bipartite network of readmitted
patients with HFx and comorbidities (described in research
guestion 2) resulting in aco-occurrencerisk (CoRisk) network.
We define this CoRisk network visualization as the merging of
2 networks: (1) a bipartite network consisting of nodes
representing patients and comorbidities, with edges representing
their pairwise relationship and (2) a comorbidity risk network
consisting of weighted directed edges between the comorbidities
representing the risk and direction of significant and replicated
comorbidity pairs. This integration of the supervised and
unsupervised analytical resultswas designed to enableclinician
stakeholdersto interpret the rel ationship between high-risk pairs
of comorbidities, their co-occurrence, and patient subgroups.
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Bipartite network with patient subgroups

Clinical Interpretation of CoRisk Network

The CoRisk network was presented to a stakeholder team
specializing in geriatrics and hospital re-admission, in addition
to a biostatistician, who together examined the clinical
meaningfulness of the risk, co-occurrence, and patient
subgroups. The stakeholderswere asked to visually analyzethe
CoRisk network and use their domain knowledge to (1) infer
the underlying process that precipitated re-admission and (2)
provide corroborative evidence from published literature to
support their inferences.

Results

In this section, we present the results of our analysis based on
the 3 research questions:

Which Combinations of Comor bidities Confer High
Risk for Readmission in Patients With HFx?

As shown in Table 1, the pairwise overall test identified 24
pairs (all rows shown in the table) that were significant in the
training data set. Furthermore, the pairwise directionality test
identified 10 pairs that were significant in both directions, 13
that were significant only in one direction, and 1 that was not
significant in either direction (for clarity, only significant results
are shown for the pairwise directionality test in Table 1).
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Table 1. The 24 comorbidity pairsthat had significantly higher risk for readmission in the training data set, of which 11 replicated (serial number pairs
1-11) in the test data by being significant in the same direction.

Serid Comorbidity pair Pairwise overall test Pairwise directionality test
number
A B (A&B)vs(A +B+notA & (A&B) vsA (A&B) vsB
not B)
OR? False discovery OR (95%  Falsediscovery OR (95% False discovery
(95%Cl) ratePvalu cl) rate P value cl) rate P value
1 CHE® coPD¢ 1.62 <.001 1.24(1.05- .019 1.36 .004
(1.40- 1.47) (1.15-
1.89) 1.61)
2 CHF McmceTd 181 <.001 1.38(1.10- .01 133 .03
(1.46- 1.73) (1.05-
2.25) 1.69)
3 CHF Renal failure(I- 1.49 <.001 NS NS 134 .003
V) (1.31- (1.15-
1.70) 1.55)
4 CHF Stroke 1.99 .005 150 (1.05- .04 NS NS
(1.40- 2.14)
2.83)
5 Diabetes(without CHF 147 <.001 153(1.28- .000 NS NS
complications) (1.25- 1.83)
1.73)
6 Arrhythmias Renal failure(l- 1.38 .001 NS NS 1.20 .04
V) (1.20- (1.02-
1.60) 1.41)
7 RF(1-V) MCMCT 1.59 .001 137(1.10- .01 NS NS
(1.28- 1.71)
1.96)
8 COPD Renal failure(I- 1.46 .002 NS NS 1.26 .03
V) (1.22- (1.04-
1.74) 1.52)
9 Diabetes(without COPD 147 .004 149 (1.22- .001 NS NS
complications) (1.21- 1.83)
1.77)
10 Stroke Renal failure(I- 2.39 .004 NS NS 2.04 .005
V) (1.55- (1.32-
3.69) 3.17)
11 Vascular discase MCMCT 2.03 .009 1.70(1.13- .02 NS NS
(1.39- 2.53)
2.98)
12 CHF Arrhythmias 1.46 <.001 NS NS 1.25 .005
(1.30- (2.09-
1.64) 1.43)
13 Arrhythmias COPD 1.62 <.001 1.36 (1.15- .002 1.34 .005
(1.38- 1.62) (1.12-
1.89) 1.60)
14 Arrhythmias Stroke 2.23 <.001 1.85(1.35- .001 NS NS
(1.63- 2.54)
3.04)
15 Stroke COPD 3.18 .001 2.03(1.15- .02 2.56 .004
(1.87- 3.60) (1.50-
5.41) 4.36)
16 Arrhythmias Hemiple- 218 .002 1.80 (1.24- .006 212 .004
gialhemiparesis (1.51- 2.62) (1.38-
3.16) 3.25)
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Serial Comorbidity pair Pairwise overall test Pairwise directionality test
number
A B (A&B)vs(A+B+notA&  (A&B)vsA (A&B) vsB
not B)
OR? False discovery OR (95%  Falsediscovery OR (95% False discovery
(95% Cl) rate P valu Cl) rate P value Cl) rate P value
17 Angina Arrhythmias 185 .003 1.92(1.38- .001 153 .02
(1.38 2.68) (1.13-
2.49) 2.07)
18 CHF Hemiple- 225 .005 170 (1.12- .02 211 .005
gialhemiparesis (1.49- 2.57) (1.33-
3.40) 3.34)
19 Cardio-respirato- CHF 1.65 .005 1.70 (1.25- .003 NS NS
ry failure (1.28- 2.31)
2.13)
20 Vascular disease  Rend failure(l- 1.63 .005 1.39(1.04- .04 140 .02
V) (1.27- 1.85) (1.08-
2.10) 1.81)
21 COPD MCMCT 1.58 .01 NS NS NS NS
(1.24-
2.03)
22 Septicemia/shock Renal failure(I- 2.51 .02 2.85(1.47- .006 214 .01
V) (1.49- 5.52) 1.27-
4.22) 3.61)
23 Intestinal obstruc-  Arrhythmias 2.36 .02 217(1.25- .01 1.94 .02
tion (1.45 3.77) (1.18
3.84) 3.17)
24 Stroke Hemiple- 1.78 .04 NS NS 1.63 .03
gialhemiparesis (1.26- (1.08-
2.53) 2.46)
30R: odds ratio.

bCHF: congestive heart failure.

SCOPD: chronic obstructive pulmonary disease.

®MCMCT: major complications of medical care and trauma.
dNS: not significant.

Next, we identified which of the above 24 pairs replicated by
identifying comorbidity pairs that were identica in ther
significance and direction in the replication data set. As shown
in Table 1, of the 24 pairs, 11 pairs (highlighted in blue and
pink) replicated in the replication data set. Of these, 2 pairs
(serial number pairs 1-2) were significant in both directions,
and 9 pairs (serial number pairs 3-11) were significant only in
one direction. The overlapping pairs resulted in 8 unique
comorbidities. congestive heart failure (CHF), COPD, mgjor
complications of medical care and trauma (MCMCT), RF |-V,
stroke, diabetes without complications (diabetes), arrhythmias,
and vascular disease.

https://medinform.jmir.org/2020/10/e13567

How Do High-Risk Comorbidities Co-Occur Within
and Across Subgroups of Readmitted Patients With
HFx?

Visualization

To comprehend how high-risk comorbidities co-occurred across
patients, we conducted a bipartite network analysis. The nodes
consisted of the 8 significant and replicated comorbidities
implicated in risk for readmission from the above combinatorial
analysis, and al readmitted patients with HFx with at least one
of those comorbidities (n=6150). As shown in Figure 3, the
bipartite network analysis revealed 7 biclusters of patients and
high-risk comorbidities.
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Figure 3. Bipartite network of significant and replicated comorbidities and re-admitted patients with HFx from the training data set.
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The network had a modularity of 0.440, which was significant
(P<.001; Medicare=0.440; random mean 0.383 [0.002])
compared to 1000 random permutations of the network while
preserving the network size (number of nodes) and network
density (number of edges). The corresponding network
generated from the replication data set also had 7 biclusters, a
modularity of 0.444, which was also highly significant (P<.001;
Medicare=0.444; random mean 0.379 [0.002]) compared to
1000 random permutations of the datawhile preserving network
size and density.

Replication of Modularity and Comorbidity
Co-Occurrence

The co-occurrence of comorbidities within and across clusters
(as measured by the RI) between the training and replication
datasetswas significant (P=.02; Medicare=0.929; random mean
0.869 [0.027]), indicating a strong similar and significant
co-occurrence pattern of comorbidities in the 2 networks. The
training and test bipartite networks were therefore strongly
biclustered (as measured by the similarly high biclustered
modularity), highly significant (as measured by the permutation
test), had a similar pattern of co-occurrence (as measured by
the RI and its significance), and had the same number (7) of
biclusters.
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Although the above quantitative analysis revealed a significant
and replicated overall clustered topology, a visua analysis of
the network revealed 2 important patternsrelated to comorbidity
co-occurrence and heterogeneity within patient subgroups:

Comorbidity Co-Occurrence

As shown in Figure 3, 6 comorbidities belonged to
single-comorbidity biclusters, whereas 2 comorbidities
co-occurred in the same cluster. This indicates that although
many patientsin one bicluster had comorbiditiesin another (as
shown by the many edges between the clusters), the bicluster
overlap in most cases was not strong enough to pull
comorbidities into the same bicluster. One exception was the
bicluster with RF and diabetes, where there were many patients
with both, resulting in them being pulled together into the same
bicluster.

Heterogeneity Within Patient Subgroups

Asshown in Figure 3, each bicluster had a set of patients with
only one comorbidity (in the outer side of the bicluster), and
another set of patients with more than one comorbidity (in the
inner side of the bicluster), revealing an additional level of
heterogeneity within each bicluster. As shown in Table 2, the
biclusters had different proportions of one or more
comorbidities. For example, only 30% of patients in the
arrhythmia bicluster had more than one high-risk comorbidity
compared with 78% of patientsin the vascular disease cluster.
This bicluster-specific heterogeneity, as measured by the ratio
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of patients with one to many comorbidities, was significantly
different across the 7 hiclusters (X,=868.6; N=6150; P<.001).

The bipartite network analysis therefore not only revealed how
the comorbidities co-occurred across patient subgroups but also

Bhavnani et al

the patient heterogeneity at the network-wide level and at the
bicluster-specific level, revealing the real-world variations in
the comorbidity profiles of patients with HFx.

Table 2. The number of patients with one or more comorbidities across the 7 biclusters (patients with one comorbidity in the RF and diabetes bicluster

had either RF or diabetes).

Number of comorbidi-  cHF2 1y (95)  Arrhythmia n Stroke,n pqcomcTP, copp®n Vescular dis- Renal failure  Totdl, n (%)
ties (%) (%) n (%) (%) ease, n (%) and diabetes, n

(%)
Comorbidities=1 536 (50) 545 (69.8) 37(137) 337(394) 510(413) 114(2L7) 1062 (75.32) 3141 (51.07)
Comorbidities>1 536 (50) 236 (30.2) 233(86.3) 518(60.6) 726(58.7)  412(78.3) 348 (24.7) 3009 (48.93)
Total 1072 (100) 781 (100) 270(100) 855(100) 1236(100) 526 (100) 1410 (100) 6150 (100)

8CHF: congestive heart failure.
bMCMCT: major complications of medical care and trauma.
SCOPD: chronic obstructive pulmonary disease.

What isthe Relationship Between Comor bidity Risk,
Comor bidity Co-Occurrence, and Patient Subgroups?

As shown in Figure 4, the CoRisk network revealed how the
high-risk pairs were (1) related to each other, (2) their
directionality, and (3) how they were related to the patient
subgroups. This integrated network enabled stakeholders to
identify 2 sets of comorbidities. The first set (diabetes and RF)
consisted of comorbidities that can have multi-organ
consequences and is therefore referred to as systemic diseases.
In contrast, the second set (CHF, arrhythmia, stroke, MCMCT,
COPD, and vascular disease) consisted of comorbidities that
had mainly organ-specific consegquences. For example, while
cardiac arrhythmia could potentially have systemic
consequences, this comorbidity is specific to the
electrophysiological properties of the heart.

As the clinician stakeholders were most interested in the
interrel ationship of risk between multi-organ and organ-specific
comorbidities, we bolded all the edges that started from an
organ-specific comorbidity (CHF, arrhythmia, stroke, MCMCT,
and COPD) and ended at a multi-organ comorbidity (RF or
diabetes). Asshown in Figure 4, all the remaining edges pointed
toward RF and diabetes, forming an asymmetrical hub (more
edges pointing in than those pointing out). This meant that the
implicated pairs connecting the nodes had significantly higher
risk compared with RF and diabetes alone, but not significantly
higher risk compared with the other members of the pair. For
example, the directed edge starting from COPD and pointing
to diabetesindicated that patients with COPD and diabetes have
a significantly higher risk compared with diabetes alone, but
not a significantly higher risk compared with COPD alone.

The asymmetrical risk hubs of RF and diabetes suggested that
because they have multi-organ conseguences, their outcomes
are largely chronic and therefore require considerabl e severity
on their own before they become the sole risk factors for
readmission (note that the HCC definition of RF has a wide
range from Stage | to V, possibly resulting in severa patients
with RF being inthe early stages). However, when they co-occur
with an organ-specific disease such as CHF, arrhythmia, stroke,

https://medinform.jmir.org/2020/10/e13567

MCMCT, or COPD, it can exacerbate those pre-existing
conditionsleading to asignificantly higher risk of readmission.
This pattern of asymmetrical risks resulted in the following
hypothesis for a 2-tiered comorbidity exacerbation risk model
with significantly higher risk at each subsequent tier:

1 Tier 1risk (only multi-organ comorbidities): RF, diabetes.
Thistier consists of patients in the RF-diabetes cluster.

2. Tier 2risk (multi-organ plus organ-specific comorbidities):
RF plus CHF or arrhythmiaor strokeor MCMCT or COPD
(patients in the inner part of the biclusters) in addition to
patients with CHF, arrhythmia, stroke, MCMCT, or COPD
(patients in the outer part of the respective biclusters).

Combining the above risk model with their own domain
experience, the physician and the occupational therapist on the
stakeholder team inferred hypotheses for the processes
precipitating readmission in patients with HFx and provided
corroborative evidence from the literature to support their
inferences. They noted that when a patient is discharged from
a hospital after an HFx surgery, the standard-of-care in
generating discharge notes and order setsis focused on wound
healing, postoperative delirium, mobilization, rehabilitation,
and nutritional needs[31,32]. However, despite these guidelines,
older adult patients, particularly those in skilled nursing
facilities, regularly suffer from dehydration and malnutrition
[33-37]. These conditions can worsen compromised renal
function [38] aswell asglycemic control in diabetics, ultimately
triggering the deterioration of existing organ-specific
comorbidities such as CHF and COPD [39-41]. Unfortunately,
by the time symptoms of exacerbation in comorbidities are
detected, the patient’s health may have considerably declined,
requiring urgent care, triggering an unplanned hospital
readmission.

The nurse practitioner on the stakeholder team further stated
that a contributing factor to the above cascade of events could
be the lack of multidisciplinary care when patients with HFx
are discharged after surgery. As stated in a recent review [42],
HFx management “requires physicians to anticipate problems
that may arise during recovery, whether the complications are
from hip fracture and immobility, exacerbations of chronic
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diseases, or problemswith social and psychological support...it
takes a team of dedicated professionals working together
seamlesdly to deliver care appropriate for patient goals, and to
maximizerecovery.” Infact, although an increasein the number
of registered nurses and multidisciplinary care teams has been
associated with reduced 30-day readmission rates and improved
health outcomes [43-45], such post—acute care is not yet

Bhavnani et al

widespread. The results of the analysis, combined with domain
experience and corroborating evidence, enabled the clinician
stakeholdersto infer that the generation of discharge notes and
order sets before discharge and the level of multidisciplinary
care after discharge could be primetargetsfor reducing the risk
of hospital readmission in specific subgroups of patients with
HFX.

Figure 4. CoRisk network showing the integrated results from the supervised combinatorial analysis and the unsupervised bipartite network analysis.
The numbers on the nodes refer to the odds ratios of comorbidities that were significantly associated to 30-day readmissions, the numbers on the edges
refer to the ORs of pairs that were significant based on the pairwise overall test, and the direction of the edges represent the pairs that were significant
and replicated in the same direction based on the pairwise directionality test. CHF: congestive heart failure; COPD: chronic obstructive pulmonary
disease; w/o compl: without complications; MCMCT: major complications of medical care and trauma.
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Discussion

Implicationsfor Designing Tar geted | nterventionsand
Predictive Models

Our approach to integrate the results from supervised and
unsupervised approaches into the CoRisk network helped to
revea (1) the overlap among the high-risk pairs, resulting in
the stakeholders identifying the asymmetrical hub, and (2) the
relationship of high-risk pairs to the network-wide and
bicluster-specific patient heterogeneity. These results enabled
theclinician stakeholdersto infer hypotheses about the processes
that precipitate readmission through acomorbidity exacerbation
risk model. These results have the following implications for
the design of interventions and predictive modeling.
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Design of Postoperative | nterventions

When a patient with HFx is discharged, the discharge notes and
order sets could state which of the seven high-risk pre-existing
comorbidities exist in the patient, with the respective
recommendations for recognizing the early signs of the
worsening of those comorbidities. For example, patients with
RF should be monitored by rehabilitation or home health
providers for urine output or weight gain, and those with
diabetes should have more than usual monitoring of blood
glucose during the conval escent period. However, patientswith
both RF and CHF should have their volume status more closely
monitored, as they are more likely to develop an acute CHF
exacerbation than patients with CHF alone. This is because
patients with RF have a reduced ability to regulate the volume
status and small fluctuations can precipitate acute CHF
exacerbation, resulting in cardiorenal syndrome [46].
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Furthermore, rehabilitation providers (physical therapists,
physicians, registered nurses, and social workers) should be
specifically trained to recognize and report changesin physical
status, such as reduced oral intake, which might be an early
warning of impending exacerbation of the specific comorbidities
identified in the analysis. Finally, given the scarcity of rehab
resources, clinicians could usethe 2-tiered significant risk profile
discussed above in triaging care, such as conducting more
frequent evaluations of patients with HFx with COPD and RF
compared with those with only RF. Future clinical trials could
test whether improved discharge notes and order sets, in addition
to early identification and treatment of worsening comorbidities
through multidisciplinary team monitoring, can help to reduce
the risk of readmission in patients with HFx.

Design of Preoperative I nterventions

The results aso suggest that combinations of high-risk
comorbidities could be used to fine-tune the current criteriato
select patients who should undergo HFx surgery. For example,
certain comorbidity combinations could simply reflect the
overal poor performance status of a patient, for whom
postoperative interventions, no matter how robust, might end
up being largely ineffective in preventing readmission. Future
models could identify which subsets of patients have such
unmodifiable readmission risks that outweigh the benefits of
surgery and therefore could be better served with more
conservative approaches.

Design of Predictive Models

The bipartite network analysis of patients and comorbidities
showed significant and replicated heterogeneity among the
readmitted patients based on their comorbidity profiles.
However, current | ogistic regression models designed to predict
readmission do not consider such heterogeneity in readmitted
patients. For example, the regression model developed for CMS
to predict readmission in arthroplasty or hip replacement patients
[14] uses asingle model to predict readmission for all patients.
Although this model was an important advancement in
predicting readmission in this population, it assumes that all
patients can be modeled using a uniform set of coefficients for
the same variables, an assumption that could conced
heterogeneity in readmitted patients and affect the accuracy of
prediction in patient subgroups.

As stated by the biostatistician on the stakeholder team, a
common approach to address such heterogeneity is to develop
stratified regression models[47,48], onefor each stratum of the
population. The mathematical intuition underlying stratified
regression modelsisthat regression models can achieve a better
fit to subsets of the data that are homogenous compared with a
single regression model that is fitted to all of the data. For
example, recognizing that races have different risks for
developing type 2 diabetes, a recent study demonstrated that
race-stratified regression modelsresulted inimproved prediction
accuracy for a racial subgroup [47]. However, such patient
stratifications are typically selected based on an a priori
understanding of the domain, which might miss important
patterns in the data.

https://medinform.jmir.org/2020/10/e13567
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In contrast to the above approach of selecting patient subgroups,
we believe our approach can enable the automatic identification
of patient stratification that is data-driven and furthermore tested
for significance and replicability, as we have demonstrated.
Such information could then be used to develop stratified
regression models to test whether they reveal heterogeneity in
prediction accuracy for one or more patient subgroups. For
example, stratified regression models could be developed and
tested for each of the 7 clusters shown in Figure 3. Furthermore,
given that each of the clusters had an outer subgroup (with only
one high-risk comorbidity) and an inner subgroup (with more
than one high-risk comorbidity), future regression models could
also be targeted at each of these subgroups within biclusters,
depending on their prevalence. Finally, each of the above
regression models could test for interactions among the 11
high-risk comorbidity pairs shown in Table 1.

Improvements achieved through stratified regression models
are dependent on a host of factors, including the degree of
homogeneity in patient subgroups, the adequacy of samplesize
within those subgroups, and the tradeoff between prediction
accuracy and model complexity. Future research should,
therefore, determine whether stratified regression model s based
on automatically identified patient subgroups can produce more
robust predictive models for hospital readmission.

Strengths and Limitations

The strength of this study isthat we integrated the results from
well-known methods with novel approaches, which together
enabled a deeper understanding of the associations between
risk, co-occurrence, and subgroups. Thisin turn led to insights
related to targeted interventions (a critical goal of precision
medicine), in addition to the design of predictive models.
Furthermore, the analytical results were replicated in another
year, demonstrating its generalizability. Critical to this process
was the team-centered informatics approach [22] we pursued
at each step of the project, which used intuitive visual analytical
representations to span the disciplinary boundaries of clinicians
and methodology stakeholders, enabling them to comprehend
and address the complexity in alarge data set.

A limitation of this study is that we tested the method on just
one index condition, and our ongoing research [49] is testing
the approach on other index conditions. Furthermore, the
interpretability of the clusters could be enhanced by constructing
additional figures wherein the patient nodes are colored based
on covariatesimportant to hospital readmission (eg, age, gender,
race, length of hospital stay, and reason for readmission), in
addition to determining which of them are significantly higher
and lower across the clusters. Finaly, the prevalence and
severity of comorbidities may vary in patients receiving care
in clinics, acute care hospitals, skilled nursing facilities, and
nursing home settings. Therefore, future research should analyze
whether the results vary across different care settings.

Fully cognizant that few data sets are without limitations, we
consciously choseto analyze Medicare data because of itsscale
(enabling us to have adegquate numbers of patients when
analyzing patient heterogeneity), availability of data over
multiple years (enabling us to test external replicability), and
generalizability (enabling us to analyze data from patients and
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hospitals across the United States). However, given that
Medicare data are collected mainly for administrative purposes,
it haswell-known limitations, including the lack of test results,
which could enable a finer understanding of the severity of
comorbidities. Furthermore, comorbidities associated with
mental health are known to be undercoded in the Medicare
database, which could bias our results. Therefore, when clinical
data across hospitals become available in future (eg, through
the PCORnet [50] funded by the Patient-Centered Outcomes
Research Ingtitute [ PCORI] and through the Accrual to Clinical
Trials network [51] funded by the National Center for
Advancing Trandlational Sciences [NCATS]), we intend to
repeat our analysis using clinical data, but we fully realize that
such data might have limitations that are yet unknown.

Bhavnani et al

Methodologically, our approach of integrating supervised and
unsupervised visual analytical approaches is just one of the
many possible ways such integration can be achieved [52]. In
our future research, we plan to explore other integration
strategies with a specific focus on enabling clinician
stakeholders to go beyond the analyses of prevalence and risk,
enabling inferences for the underlying processes precipitating
readmission. Such improvements in data and methods should
enable discharge planners and providers in rehabilitation
facilities to more accurately predict which patients will be
readmitted and to sel ect targeted interventionsto reducetherisk
of readmission and, consequently, the concomitant burden on
patients and caregivers.
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Abstract

Background: The Appalachian population is distinct, not just culturally and geographically but also in its health care needs,
facing the most health care disparities in the United States. To meet these unique demands, Appalachian medical centers need
an arsenal of analytics and data science tools with the foundation of a centralized data warehouse to transform health care data
into actionable clinical interventions. However, thisis an especially challenging task given the fragmented state of medical data
within Appalachia and the need for integration of other types of data such as environmental, social, and economic with medical
data

Objective: This paper aims to present the structure and process of the development of an integrated platform at a midlevel
Appalachian academic medical center along with itsinitial uses.

Methods. The Appalachian Informatics Platform was developed by the Appalachian Clinical and Trandational ScienceInstitute’'s
Division of Clinical Informatics and consists of 4 major components:. a centralized clinical datawarehouse, modeling (statistical
and machine learning), visualization, and model evaluation. Data from different clinical systems, billing systems, and state- or
national-level data sets were integrated into a centralized data warehouse. The platform supports research efforts by enabling
curation and analysis of data using the different components, as appropriate.

Results: The Appalachian Informatics Platform isfunctional and has supported several research efforts since itsimplementation
for a variety of purposes, such as increasing knowledge of the pathophysiology of diseases, risk identification, risk prediction,
and health care resource utilization research and estimation of the economic impact of diseases.

Conclusions: The platform provides an inexpensive yet seamless way to trandate clinical and translational research ideasinto
clinical applications for regions similar to Appalachiathat have limited resources and alargely rural population.

(JMIR Med I nform 2020;8(10):€17962) doi:10.2196/17962

KEYWORDS

Appalachian region; medical informatics; health care disparities; electronic health records; data warehousing; data mining; data
visualization; machine learning; data science

central rural Appalachia, which face some of the most severe
health disparities in the nation [1]. Over the years, the gap in
the overall health between Appalachiaand the nation asawhole
has continued to grow [2,3]. To close this gap, it is critical to
identify the cause of these disparities and direct efforts toward
developing necessary interventions to address them.

Introduction

Background: Unique Challengesin Appalachia

With regard to health care, Appalachia with its predominantly
rural communities is known to have one of the worst outcomes
in the United States[1]. Thisis especially true of southern and
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Such an effort necessitates the adoption of modern technologies
such as a centralized research data warehouse to house all data
necessary to obtain acomprehensive picture of the health of the
Appalachian population before analysis to gain actionable
insights can be performed. A centralized data warehouse, once
considered strictly abusinesstool, has evolved into an important
instrument for cost containment, tracking of patient outcome,
providing clinical decision support at the point of care,
improving prognostic accuracy, and facilitating research [4].
Thus, rural academic medical centers have moved toward
implementing data warehouse systems that feed analytical
systems for research needs [5]. This entails (1) the integration
of data from different types of medical settings (ie,
multi-institutional) such as hospitals, clinics, and specialty
centers; (2) linkage of financial data with clinical data—a
well-established practice proven to be pivotal to high-quality
care and great economic outcomes [6,7]; and (3) integration of
other determinants of health such as environmental [8], social
[9], and spiritual factors [10] to create longitudinal health
records across the care continuum.

However, there are challenges in creating a multi-institutional
data warehouse [11]. The electronic health records (EHRS) do
not easily interact with one another due to the use of nonstandard
terminologies and difficulty in understanding the flow of
information. In addition, significant differences exist between
rural and urban health systems [12-16]. Unlike their urban
counterparts, health care data in Appalachia are typically
fragmented, existing in silos within dissimilar databases,
registries, data collections, and departmental systems. With
innovations in medical technology, the list of data sources
continues to grow, producing unprecedented amounts of data
from all aspects of care, including diagnosis, medication,
procedures, laboratory test results, imaging data, and patient
self-monitoring [17-21]. To complicate matters, the overall
health and health behaviors of Appalachians are strongly
affected by Appalachia’s unique culture, geography, and health
system issues [22-24]. Consequently, Appalachian academic
medical centers face the complex challenge of collecting,
organizing, standardizing, and analyzing these enormous
guantities of heterogeneous data originating from awide variety
of sources to address the unmet needs of the population they
serve.

Why an I nformatics Platform?

Data integration and interoperability have been shown to be
key to unlocking these data for data analytics, enabling the
development of novel patient management strategies for rural
hospitals [25,26] and translational research that leads to new
approaches at the bedside for prevention, diagnosis, and
treatment of disease, which are essential to improving the health
of apopulation [27-29]. Dataanalytics, once the domain of the
statistician, has now become an equal partner inclinical research
and research operations [30,31]. Following the data explosion,
data analytics increasingly involves the use of visual analytics
tools such as Tableau (Tableau Software Inc) and Power Bl
(Microsoft Corp) to explore data easily and in a self-service
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fashion and to clearly and effectively communicate complex
ideas [32], especially to those members of the medical
community who might not have an intimate understanding of
the underlying data. Furthermore, machine learning is gaining
importance, especially in the area of predictive analytics, to
improve the practice of medicine and to infer potentially
innovative risk factors [28,33-35].

However, these applications (eg, datawarehouse, dataanalytics,
statistical analysis, machine learning, visual analytics) are
generally uncoordinated without any overarching governance.
Thus, we developed an informatics platform, that is, a suite of
interconnected, coordinated applications hosted within an
operational environment [36], called the Appalachian
Informatics Platform, in West Virginia—the only state located
entirely in Appalachia—that facilitates interoperable access to
integrated information, data visualization, and data analytics,
thereby functioning as an excellent basis for clinical and
translational research to improve health care.

The goal of this study is to describe the structure and process
of development of the Appalachian Informatics Platform and
demonstrate its value in supporting clinical and tranglational
research.

Methods

The Appalachian Informatics Platform (Figure 1) is composed
of 4 major components. (1) multi-institutional data
storage—clinical data warehouse (CDW); (2) modeling
(statistical and machine learning); (3) visualization; and (4)
evaluation. Each of these components is described in detail in
Separate sections.

The CDW formsan integral part of the Appalachian Informatics
Patform. The Appalachian Informatics Platform, in addition
to the CDW, contains embedded data analytics (modeling and
evaluation) and interactive visualization tools (eg, Tableau
[Tableau Software Inc], Power Bl [Microsoft Corp]). Together,
these enable the analysis of Appalachian health information to
speed up the transition of translational research ideas into
clinical practice.

The CDW serves as a secure source of quality data for
descriptive, diagnostic, predictive, and prescriptive analytics
for research and operational needs. The visual analytics tools
enable an initial exploratory analysis of the processed data and
the interactive presentation of analytical findings for further
analysis and review. Depending on the use case, data can be
analyzed using statistical modeling viaexterna (eg, SPSS[IBM
Corp], Stata [StataCorp]) or integrated (eg, R [R Foundation
for Statistical Computing], Python [Python Software
Foundation] in Structured Query Language [SQL]) applications
or machine learning modeling. The performance of theresulting
models was evaluated using appropriate metrics. Once trained
and evaluated, machine learning models can be deployed and
stored in the CDW for future use if needed. Furthermore, the
stored machine learning models can be continuously evaluated
and improved as more data are generated.
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Figure 1. Appaachian informatics platform.
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Theinformatics committee governsthe accessto and utilization
of the Appalachian Informatics Platform and ensures adherence
to security and privacy rules. In addition, team-building
activities are also incorporated into our clinical informatics
model to foster the development of an effective clinical
informatics team.

Multi-I ngtitutional Data Storage: Appalachian Clinical
and Trandational Science Institute-Clinical Data
War ehouse

The Appalachian Clinical and Translational Science Institute
(ACTSl)'s Division of Clinical Informatics solicited buy-in
from different entities, namely, Cabell-Huntington Hospital
(CHH), Edwards Comprehensive Cancer Institute (ECCC),
Marshall Health (MH) practice plan, and Marshall University
Joan C Edwards School of Medicine (MU JCESOM), to build
the Appaachian Clinicd and Trandationa Science
Ingtitute-Clinical Data Warehouse (ACTSI-CDW) in West
Virginia. An agreement was created between these entities that
provided access to both financial and clinical data.

The multi-institutional CDW contains more than 9 years of
billing and clinica data. It comprises relational tables and
dimension and fact tables (Online Analytical Processing [OLAP]
cube), which enable secure data storage and data access.
Designed from the start to facilitate information flow, the CDW
can send out a stream of near real-time data that can be used
for any authorized research purpose. Documentation includes
adatadictionary and flowcharts. Flowcharts follow the patient
from admission (or appointment, if outpatient) to discharge (or
exit, if outpatient). The datadictionary contains the standardized
and source field names, descriptions, and properties along with
the associated metadata for the data contained within the data
warehouse. For instance, (1) the entry of a patient into any
medical service (admission or appointment) was combined with
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the single term encounter and (2) a higher level of precision
wasintroduced by separating patient ageinto 2 variables, current
age or the age when the procedure was performed.

The CDW processis based on an older data warehouse process
developed at the University of Pittsburgh [37]. The processis
asfollows:

1. Data dictionaries are created by recording institutional
source field names and field properties and linking them to
the standardized CDW names and properties found within
the CDW databases. Descriptions of each field (source and
CDW) areincluded.

2. Individual ingtitutional flowcharts show the workflow of
the data and the location of the people responsible for the
quality of the data, which are also used for quality control
purposes.

3. At present, the CDW contains data from 6 institutional
software packages hosted in various parts of the country
(eg, Cerner data from Kansas City, Missouri; McKesson
data from North Druid Hills, Georgia; etc). The data are
exported in a standard format (ie, ASCII flat file, XML,
etc) and transferred through secure file transfer protocol
(eg, Cerberus[Cerberus, LLC]) to the CDW Development
server.

4. The data are integrated into the Microsoft SQL databases
using Microsoft SQL Server Integration Services (SSIS),
agraphical tool that extracts, transforms, and loads (ETL)
the data to target schemas that will be used to contain the
target data objects: relationa tables, dimensions, and cubes.
ETL systems enable a smooth migration from one system
to another irrespective of the underlying storage system.

5. Conformed dimensions were developed, and patient
linkages using various methods (eg, simple heuristics) [38]
were also available and made at this time.
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6. At present, a transactional grain fact table has been
developed, but other fact tables will be created as needed.

7. The CDW containsinternal structured billing and EHR data
(ie, demographics, encounter details, vitals, medications,
procedures, diagnoses, orders, immunizations, laboratory
and imaging results, date and time, payee, and provider).
It also contains unstructured EHR data (eg, H& P, admission
notes, discharge summaries, other clinical notes). These
data are received from MH, CHH, and MU JCESOM'’s
ECCC aswell asfrom other outsideingtitutions. In addition,
non-EHR data are incorporated using REDCap.

8. Unstructured data are analyzed using text analytics tools,
and classification variables based on text mining are
incorporated into the CDW.

9. Thedatastructure (OLAP cubesand relational tables), once
checked and verified, is transferred from the secure
development server to the secure production server for use.

10. Various security measures (eg, | P and password restrictions)
arein place to prevent unauthorized use.

11. The CDW structure, which stores multi-institutional medical
information, can now provide datafor both operational and
research analyticad model development (statistical or
machine learning) using very simple deidentified interfaces
(eg, Excel [Microsoft Corp]) or more complex interactive
tools (eg, R [R Foundation for Statistical Computing],
Tableau [Tableau Software Inc], Power Bl [Microsoft
Corp], etc). Within the CDW, the data can be manipulated,
cleaned, and prepared before the analysis as heeded.

12, Structured and unstructured data currently exist within the
CDW. Image and BioSample datawill soon beincorporated
(like the Pittsburgh model), but the full design has not been
finalized yet. An Honest Broker person assumes control of
sample shipping and receiving.

13. Standard Operation Procedures have been developed for
administrative and technical areas.

14. The Health Insurance Portability and Accountability Act
(HIPAA) guidelines are followed, and protocol to protect
patient information has also been implemented.

The CDW is contained within a Microsoft SQL database that
can interact with outside objects using other electronic methods
such as SignalR, asoftwarelibrary for Microsoft ASPNET that
allows server code to send asynchronous notifications to
client-side web applications and Sgl Dependency, an object that
represents a query notification dependency between an
application and an instance of SQL server. Objects such asthese
providethe ability for the datawarehouseto interact in real time
with the outside regiona population using the newest
technologies such as Microsoft Machine Learning Server with
embedded R or Python procedure coding.

Data Validation

The information derived from multiple data sources can have
inconsistencies and missing values because of their
heterogeneous nature that needs to be corrected [39-42]. Thus,
for each research study, clinical and trandlational researchers
using the datawarehouse are required to verify arandom sample
(calculated on the basis of the size of the study population) of
all extracted study data are directly verified at the original data
source to ensure data accuracy and validity. |dentified errors or
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omissionsare transmitted back to the host systemsfor correction
or inclusion.

Augmenting the CDW Using REDCap

For certain studies, data available in the CDW may not be
precise enough or include variables needed to perform this study.
For such studies, data can be augmented using data capture
tools. One such tool is the Research Electronic Data Capture,
or REDCap, a workflow methodology and software solution
designed for therapid devel opment and deployment of electronic
data capture tools to support clinical and translational research
[43-45].

Our ingtitution has deployed and maintains 2 REDCap servers:
secure (located under institutional firewall) and global (outside
the firewall). The secure REDCap system is used for storing
data considered protected health information (PHI) under
HIPAA. The global system, on the other hand, is used to store
deidentified or non-PHI data. These data are then transferred
to and stored within the multi-institutional datawarehouse. This
method of augmenting theinformation pulled from the existing
source systems provides research-grade data from outside
sourcesthat are normally not contained within adatawarehouse.

Visualization

Visualization of information isan excellent method of providing
knowledge that can be easily understood by any member of the
health care discipline. Within theinformatics platform, Tableau
provides interactive drill-down and drill-up capabilities for
specific projects.

Tableau is a visual analytics tool that provides an interactive
method of exploring multidimensional data, optimized from the
data warehouse and OL AP data sources. Tableau, using either
indexed relational tables or adata cube, can perform associated
operations such as dlice, dice, roll-up, and drill-down on the
data, providing detailed interactive visua overlays that range
from the lowest grain of the data to high-level representations
of the data. Tableau charts, graphs, filters, and maps can provide
visualization of the various subgroups of interest using a
storyboard approach that presents a specific question followed
by an interactive dashboard that exploresthat question in detail.
The use of visual elements such aslogos, pictograms, icons, or
picturesinto the dashboards, in association with the subgroups,
provides easy-to-reference image aids that provide clarity and
understanding of complex information. The data warehouse
provides the drill-down, drill-up and slice and dice capability,
whereasthe hub design connects both financial and clinical data
to provide afull picture.

The devel oped interactive dashboards are securely shared with
users within a department or ateam, as needed, through the use
of Tableau Server [46].

Modeling (Statistics and Machine L earning)

The modeling component of the informatics platform supports
the construction of tailored regional models (statistical or
machine learning) to understand and predict disease and other
medical events within this region. EHR is primarily a billing
system, research only being a secondary function and, thus, is
heterogeneous, incomplete, and noisy [25], leading to
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unrepresentative samples, selection bias, and misclassification
[47]. During the modeling process, these issues are eliminated
or minimized.

To assist in modeling, software packages such as Stata
[StataCorp] and SPSS[IBM Corp] and embedded open-source
machine learning programs (eg, R [R Foundation for Statistical
Computing], Python [Python Software Foundation]) are used.
This enables faster and easier development of classification,
regression, and clustering agorithms for research use. In
addition, we utilize products such as Microsoft’'s LINQ to
electronically gather information and directly incorporate that
information into the CDW.

Evaluation

During the modeling process, evaluation of the data set as it
relates to the regional population is carried out. Local experts
native to this region are asked to evaluate the model from a
clinical as well as a financial standpoint. Poverty is endemic
within the Appalachian population, and a model that suggests
the use of a very expensive medication or procedure over an
older but less expensive medication or procedure isunlikely to
be used [48]. Thus, the model must take into account whether
the patient has the means and access to the recommended
medication or procedure [49]. In addition, the willingness of
Appalachian medical ingtitutions and health care providers to
follow the model’s suggestions must also be evaluated.

Once devel oped, the models were tuned and tested. Location,
time of treatment, outside temperature, and other contributory
factors available within the CDW were employed to fine-tune
the models, as applicable. The performance of the models was
measured using the R programming environment using measures
such as area under curve, sensitivity, specificity, F, score,
precision, recall, etc.

Security, Privacy, and the I nfor matics Committee

Data access and usage are permitted only as described in the
mutual agreement between the 3 institutions and are subject to
internal security and privacy rules. All datarequests must follow
the standard operating procedure built on the basis of mutual
multi-institutional agreement. Foremost, the researcher must
have appropriate credentials and authorization to be able to
request for data. If the researcher isauthorized to make requests,
he or she must obtain the IRB approval for his or her proposed
study and submit the IRB proposal and supporting
documentation for review by the informatics committee. The
informatics committee, independent of the IRB, reviews all
requestsfor datafrom the datawarehouse to ensure compliance
with the agreement. If the research project is approved, the
research team designated members are scheduled for the
deidentified data extraction process.

Team Building

Integral to theinformatics platform isteam building that builds
upon previous work [37]. To facilitate effective team meetings
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and interprofessional collaboration (local and global) without
the need or expense of constant travel, a permanent clinical
informatics conference room with a fixed connected computer,
an uninterruptable power supply (UPS), asmart board, acamera,
and a speaker system, along with a video conferencing system
(Zoom) connectivity, was built. This ensures adequate
communication among all those involved (ie, team members,
users, leadership, etc) and access to resources that would
otherwise be unavailable.

Results

Since the implementation of the platform, several studies have
been conducted. Each study listed below was approved by the
informatics committee, and the deidentified data and platform
tools were made avail able securely to the research team.

To evaluate the functionality and value of this platform, wefirst
analyzed the aggregated data of Medicai d-insured patients across
different health systems using the interconnected applications
within the platform for population health management. Rel evant
data were extracted from the CDW, followed by exploratory
analysis using a Tableau dashboard. Due to the isolated nature
of the study population, regional variables such asdistancefrom
the CHH and weather conditions (ie, temperature) were also
included. Errors and missing values were identified using the
dashboard, and data were subsequently cleaned and prepared.
Using these clean data, the regional population was classified
into 3 spend categories: low cost, acute, and persistent subgroups
on the basis of the charges accrued. Next, the Charlson
Comorbidity Index (CCI) was incorporated into the CDW to
predict mortality risk within 1 year of hospitalization for patients
with comorbid conditions within each spend category (Table
1) [50,51]. Of these categories, the persistent group had the
largest percentage of patients with a high risk of mortality,
followed by acute and low cost after excluding the deceased
patients (persistent: 898/1247, 72.01%; acute: 2074/6946,
29.86%0; low cost: 5130/102,814, 4.99%). The CCl was not very
sengitivein predicting the risk of mortality but was very specific
and accurate (sensitivity: 896/1512, 59.26%; specificity:
102,905/111,007, 92.7%; accuracy: 103,801/112,519, 92.25%).
The effect of distance and weather on the CCl needs further
investigation that is being conducted. Adjustments are being
made to this standard national index to incorporate other
Appalachian characteristics that could improve the sensitivity
of thisrisk scoring system.

Thisway, the platform has been utilized for avariety of purposes
such as increasing knowledge of the pathophysiology of
diseases, risk identification, risk prediction, health care resource
utilization research, and estimation of the economic impact of
diseases to enable data-driven clinical decisions, leading to
improved clinical outcomes. Textbox 1 containsalist of studies
conducted so far.
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Table 1. The 10-year mortality risk predicted using the Charlson Comorbidity |ndex.

Mortality risk Deceased, n (%) Alive, n (%)
High risk 896 (0.80) 8102 (7.20)
Low risk 616 (0.55) 102,905 (91.46)

Textbox 1. Studies conducted using the Appalachian Informatics Platform.

Diagnostic accuracy improvement studies

for Central Appalachia[56]

Resource utilization and financial impact research studies

Studies to understand disease pathophysiology

o Albumin Level asaRisk Marker and Predictor of Peripartum Cardiomyopathy [52]

«  Clinica Determinants of Myocardia Injury, Detectable and Serial Troponin Levels Among Patients With Hypertensive Crisis [53]

« IsFever aRed Flag for Secondary Bacterial Pneumonia During RSV Bronchiolitis [54]

.  Maetabolic Syndrome: Are Current Colon Cancer Screening Guidelines Enough in a Rural Population? [55]

«  Utilization of Appaachian Clinical and Trandational Science Institute Data Warehouse to More Accurately Predict Disease Processes | mportant

«  Fueling Dementia Research in Appalachiavia Appaachian Informatics Platform: A Longitudina Study [57]
«  Hospital Emergency Department Visits For Non-Traumatic Oral Health Conditions [58]

«  Serum Calcium Homeostasis and VVolume Dynamics in Alzheimer’s Disease and Diabetes Mellitus-2 [59]

Five studies utilized the platform for risk identification and risk
prediction to improve diagnostic accuracy [52-56]. Sundaram
et a [56] demonstrated the value of ACTSI-CDW as aprimary
source to improve the diagnosis of metabolic syndrome, a
diagnosis very relevant to the Central Appalachian population.
The researchers discovered that utilizing billing codes alone
severely underestimated the number of patients with metabolic
syndrome by afactor of more than 10 as compared with looking
at specific criteria that determine this diagnosis [56]. Another
study assessed the relationship between metabolic syndrome
and colorectal cancer and found that patients with metabolic
syndrome, especially those with insulin resistance, were more
likely to have colorectal cancer, indicating the probable need
for earlier screening for colorectal cancer in these patients[55].
Elmore et al [54] examined the role of fever in predicting the
development of secondary bacterial pneumoniain children with
RSV and other vira illnesses. They found that febrile children
were 2 to 8 times (RSV, 47/78 vs 27/100; other bronchialitis,
54/83 vs 7/88) more likely to have secondary bacterial
pneumoniacompared with afebrile children and, thus, may need
to be aggressively evaluated to enable early diagnosis and
treatment [54]. Amro et al [52] studied the relationship between
hypoal buminemia and peripartum cardiomyopathy and noted
that lower albumin levels were significantly associated with
peripartum cardiomyopathy (P<.001; odds ratio 0.033, 95% ClI
0.034-0.865) and could potentially be used as arisk marker for
it. Acostaet al [53] used datafrom the ACTSI-CDW to identify
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risk factors (lower BMI, before CHF, and prior use of aspirin)
that predict myocardial injury, detectabletroponin, and increase
in serial troponin levelsin patients with hypertensive crisis.

Ferdjallah et a [59] analyzed the data from the ACTSI-CDW
to understand how Alzheimer disease and diabetes mellitus
affect serum cal cium homeostasis and extracel lular fluid volume.
They observed that acute changes in serum calcium were
significantly correlated with changes in extracellular fluid
volume in both disease states [59].

The platform has also been applied in 2 studies to assess
resource utilization (eg, emergency room, medications, etc) and
the financial impact of the disease. For instance, Bhardwaj et
al [57] utilized the platform to identify the problems associated
with benzodiazepine use in geriatric patients within the health
system, such as a higher number of emergency room visitsand
chargesin geriatric patientswith dementiaplus at least one BZD
prescription. In another study [58] that aimed to measure the
volume and cost of emergency room use for these conditions
and identify the factors that predict such use, the researchers
built a dashboard (Figure 2) to easily explore and analyze
relevant data on nontraumatic dental conditions that led to
emergency room visits and to report the key findings of the
study. The authors [58] observed that emergency room visits
by uninsured patients were 4 times more likely and those by
Medicaid insured 2 times more likely to be for dental problems
than Medicare-insured patients.
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Figure 2. Tableau dashboard displaying patterns and trends in charges for non-traumatic dental ER visits at Cabell Huntington Hospital between 2010

and 2018. ER: emergency room.

Overview of ER vists for non-traumatic dental conditions
Cabell Huntington Hospital, 2010-2018
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Discussion

Utility of the Appalachian I nformatics Platform

The Appalachian Informatics Platform has supported several
research projects involving the use of different components of
the platform, depending on project needs. The studies described
reported findings that are seldom reported in this region,
enhanced our knowledge of pathophysiology and risk factors,
and helped estimate and analyze resource utilization and
economic burden of certain diseases within Appalachia using
minimal resources (asmall I'T team and arelatively inexpensive
platform).

Before the implementation of the platform, many research
studies that followed the patient across multiple care settings
or involved analysis of big data were not possible due to the
unavailability of technical and economic resources owing to a
lack of buy-in from rural health care organizations. Asthe data
existed in slos, there was a lack of standardization and
normalization, which resulted in major data inconsistencies.
Studies conducted using these digointed data sets often used
unrepresentative small biased samples and had low statistical
power and quality.

Theintroduction of the platform has helped address theseissues.
It is now easier to pinpoint and correct errors and/or missing
values and understand the distribution of data using visual
analysistools. Further, the time needed to conduct these studies
from start to finish has been greatly reduced owing to the
availability of all applications necessary to complete the study
within the platform. This has been specifically useful because
many researchers do not have the technical skills needed to
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perform complex and advanced data analysis, especialy on
larger data sets.

The paper also reveal ed that national models do not necessarily
perform well when applied to the Appal achian population. The
Appalachian Informatics Platform allows for seamless
integration of regional variablesinto the national model, which
may improve the performance of these models. For each of the
top 10 causes of death in West Virginiain 2017 per the Centers
for Disease Control and Prevention [60], a machine learning
algorithm was used to predict outcomes on a nationa level:
heart disease [61,62], cancer [63,64], accidents [65,66],
respiratory disease [67,68], stroke [69,70], diabetes [71,72],
Alzheimer disease [73,74], pneumonia[75,76], kidney disease
[77,78], and suicide [79,80]. Each of these cited models could
be modified to fit the characteristics of the Appalachian
population, especialy those characteristicsthat makethisregion
different interms of geography, economy, education, and culture
from the rest of the United States. The development of these
regional models could help rural health general practitioners
tackle complex medical conditions without the need for an
expensive specialized health care provider nearby [46].

We hope that this paper will help other rural hedth care
organizations, such asours, that serve underserved populations
realize the value and ease of using an informatics platform to
conduct research and improving care for their patients despite
limited resources.

Ongoing Projects and Future Directions

At present, a model that utilizes embedded data analytics to
monitor the side effects of certain types of cancer by ingesting
deidentified statements in the regional variety of English
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language from patients within this region [81,82] is under
development. This model could be used to analyze patient
responses at a certain point in time for a cross-sectional study
or continuously in real time for along-term longitudinal study
to identify the patients in need of care before their scheduled
follow-up visit. The ongoing results from this model would be
sent to their health care providers for appropriate actions. In
case of an emergency, patient-designated community support
networks such as religious or other support groups may be
intimated to bring the patient to the emergency department so
that the patient can receive timely care.

We plan to expand upon our unified informatics platform to
integrate programming applications for the development of
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state-of-the-art applications targeted specifically toward the
unmet health care needs of the Appalachian population.

Conclusions

This paper establishesthe value of the Appalachian Informatics
Platform in enabling seamless and secure data access, model
development through an analytics engine to explore novel and
unexpected hypotheses, and simple yet effective communication
of al findings viainteractive visualization.

The relatively inexpensive nature of such a platform coupled
with itsdemonstrated advantageswill hopefully encourage small
and midsized rural academic centers, which traditionally have
fewer resourcesthan their urban counterparts, to adopt aresearch
informatics platform within their institutions using the template
described in this paper as aguide.
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Abstract

Background: Although many efforts have been made to develop comprehensive disease resources that capture rare disease
information for the purpose of clinical decision making and education, thereisno standardized protocol for defining and harmonizing
rare diseases across multiple resources. Thisintroduces dataredundancy and inconsi stency that may ultimately increase confusion
and difficulty for the wide use of these resources. To overcome such encumbrances, we report our preliminary study to identify
phenotypical similarity among genetic and rare diseases (GARD) that are presenting similar clinical manifestations, and support
further data harmonization.

Objective: To support rare disease data harmonization, we aim to systematically identify phenotypically similar GARD diseases
from a disease-oriented integrative knowledge graph and determine their similarity types.

Methods: We identified phenotypically similar GARD diseases programmatically with 2 methods: (1) We measured disease
similarity by comparing disease mappings between GARD and other rare disease resources, incorporating manual assessment;
2) we derived clinical manifestations presenting among sibling diseases from disease classifications and prioritized the identified
similar diseases based on their phenotypes and genotypes.

Results: For disease similarity comparison, approximately 87% (341/392) identified, phenotypically similar disease pairs were
validated; 80% (271/392) of these disease pairs were accurately identified as phenotypically similar based on similarity score.
The evaluation result shows a high precision (94%) and a satisfactory quality (86% F measure). By deriving phenotypical similarity
from Monarch Disease Ontology (MONDO) and Orphanet disease classification trees, we identified atotal of 360 disease pairs
with at least 1 shared clinical phenotype and gene, which were applied for prioritizing clinical relevance. A total of 662
phenotypically similar disease pairs were identified and will be applied for GARD data harmonization.

Conclusions:  We successfully identified phenotypicaly similar rare diseases among the GARD diseases via 2 approaches,
disease mapping comparison and phenotypical similarity derivation from disease classification systems. The resultswill not only
direct GARD data harmonization in expanding translational science research but will also accelerate data transparency and
consistency across different disease resources and terminologies, helping to build a robust and up-to-date knowledge resource
on rare diseases.

(JMIR Med Inform 2020;8(10):€18395) doi:10.2196/18395
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Introduction

A rare disease in the United States is defined by the 1983
Orphan Drug Act asacondition that affects fewer than 200,000
people [1], whereas the analogous | egislation introduced in the
European Union in 2000 considers a disease to be rare when it
affects fewer than 1 in 2,000 people [2]. In comparison to
common diseases, health care providers are challenged by a
lack of familiarity with diagnosing and treating rare diseases,
which can lead to missed, delayed, or inaccurate diagnoses even
when an approved, effective therapy is available [3]. Improved
understanding and recognition of rare diseases are key for
accurate and timely diagnosis, and this relies on broad
dissemination of and access to knowledge about rare diseases
[4]. A huge amount of effort has been made to develop rare
disease resources for patients, families, and clinicians, such as
the Genetic and Rare Diseases I nformation Center (GARD) [5],
Orphanet [6], and Monarch Disease Ontology (MONDO) [7];
however, disparate data and incompl ete data harmonization are
still major barriersto improved coordination across specialists,
leading to inefficiencies and delays in diagnosis, care, and
treatment. This is exemplified by the difficulty faced in
accurately answering the question, how many total rare diseases
are there? A recent report by Haendel et a [8], after an
examination of multiple rare resources, concluded that “there
are total of 10,393 rare diseases in MONDO...the magjority,
6370 rare diseases, are presented in three or more resources,
whereas 4023 are unique to one source.” The fact that more
than one-third of rare diseases are uniqueto 1 source highlights
areality that those resources continue to use their own disease
definitions or harmonization rulesto develop their rare disease
vocabularies. Insufficient effort put toward data harmonization
ultimately leads to redundancy in categorization efforts and a
resulting inconsistency of rare disease representation globally.

The goal of data harmonization isto improve the compatibility
of data collected from independent sources (horizontally) in
order to better understand disease etiology from different angles,
which may forward the discovery of therapeutic approachesfor
rare diseases. For each individua source, data harmonization
is crucial to better represent and organize data for supporting
data harmonization horizontally. Current data harmonization
effortsare primarily aligning standard nomenclatures or human
efforts to translate specific medical and clinical featuresinto a
standardized and sharable format. For instance, Pontikos et &
[9] introduced Phenooplis, an open platform for the
harmonization and analysis of genetic and phenotypic data that
harmonize phenotypes with the help of Human Phenotype
Ontology (HPO). Thelnternational Cancer Genome Consortium
(ICGC) and The Cancer Genome Atlas (TCGA) invited the
cancer-genomics and bioinformatics communities to work
together to identify the best pipelines for the detection of
mutations in DNA-sequencing reads for cancer genomes in
order to facilitate the harmonization of mutation-calling
procedures among institutions [10,11]. Orphanet and OMIM
(Online Mendelian Inheritance of Man) heavily relied on human

https://medinform.jmir.org/2020/10/€18395

efforts for their data curation and harmonization [12,13]. To
avoid cumbersome human efforts and a lack of rare disease
standards in this study, we proposed to systematically identify
phenotypically similar rare diseasesfrom GARD and determine
their similarity types, including duplicate diseases, sibling
diseases, and subtypes for supporting rare disease data
harmonization.

Rare disease designations are often in conflict across different
datasets due to the differing statutory requirements used in
defining arare disease in different countries, and as such, useful
methods to improve interoperability across these broad
terminologies and standards are required. With the aim of
eliminating dataredundancy and inconsistency across different
resources, improving datainteroperability, and facilitating data
harmonization, the implementation of a knowledge graph is
capable of semantically organizing and integrating complex
networks of data into one collection. Knowledge graphs have
been widely applied in the medica domain and in the rare
disease field. For instance, Reumann et al [14] reported their
solution for cognitive differential diagnosis (DDX) in rare
diseases based on knowledge graph technology that incorporates
data from ICD-10, DOID, medDRA, PubMed, Wikipedia,
Orphanet, the CDC, and anonymized patient data. Li et al [15]
presented their work to develop a rare disease classification
algorithm established on a knowledge graph. Sosa et a [16]
applied a knowledge graph—embedding method that explicitly
models the uncertainty associated with literature-derived
relationships and uses link prediction to generate drug
repurposing hypotheses for rare diseases. In this study, we
accessed data from an integrative knowledge graph that we
developed from our previous study [17] with a variety of rare
disease-related resources for phenotypical  similarity
identification anong GARD diseases.

In this study, we report our preliminary work to identify
phenotypically similar GARD diseases from an integrative
knowledge graph using 2 approaches: (1) disease mapping
comparison, and (2) phenotypical similarity derivation from
disease classification systems. This effort will not only direct
GARD data harmonization but will aso support data
harmonization across different resources, and eventually support
clinical decision making. Phenotypically similar GARD diseases
applied in this study specifically refer to disease subtypes and
sibling diseases that share similar clinical manifestations. For
example, 2 GARD diseases of “lactate dehydrogenase
deficiency” and “lactate dehydrogenase A deficiency” are
subtypes, and they have similar phenotypical profiles.

Background and Materials

Rare Disease Resources

The Genetic and Rare Diseases Information Center (GARD) is
a program managed by the National Center for Advancing
Tranglational Sciences (NCATS), National Institutes of Health
(NIH). Since 2003, GARD has provided the public with access
to current, reliable, and easy-to-understand information about
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rare and genetic diseases[5]. As part of the data harmonization
effort toward furthering the development of the GARD, we
harmonized GARD diseases according to their phenotypical
similarity in this study. To fulfill this task, we assessed
phenotypical similarity among GARD diseases by leveraging
several well-known disease resources, including Orphanet,
OMIM, MONDO, the HPO, and the UMLS (Unified Medical
Language System), owing to their complementary focus and
coverage. We briefly describe these applied resources bel ow.

Orphanet is an EU resource that focuses on gathering and
improving knowledge on rare diseases [6]. Rare diseasesin the
Orphanet, depending on their clinical presentation, areincluded
in asmany classifications as needed. The Orphanet classification
is organized according to three hierarchical levels: group of
disorders, disorder, and subtype of adisorder. The disorder level
isdesignated asthe main topologic level for each clinical entity
characterized by aset of homogeneous phenotypic abnormalities
and evolution, alowing for a definitive clinical diagnosis
[18,19].

OMIM (Online Mendelian Inheritance in Man) is a
comprehensive, authoritative compendium of human genesand
genetic phenotypes that is freely available and updated daily.
It contains information on all known mendelian disorders and
over 15,000 genes. OMIM focuses on the rel ationship between
phenotype and genotype [20].

MONDO (Monarch Disease Ontology) aims to harmonize
disease definitions across the world. It is a semi-automatically
constructed ontology that merges multiple disease resourcesto
yield a coherent merged ontology. One feature of the MONDO
isthat it curates precise 1-to-1 equivalence axioms connecting
to other resources, validated by OWL reasoning [7]. MONDO
provides a hierarchical structure that can be used for
classification or for rolling up diseasesto higher-level groupings.

Zhu et a

The Human Phenotype Ontology (HPO) providesastandardized
vocabulary of phenotypic abnormalities encountered in human
disease. HPO currently contains over 13,000 terms and over
156,000 annotations to hereditary diseases [21].

The Unified Medical Language System (UMLS) is a
terminology integration system developed at the National
Library of Medicine (NLM). The UMLS Metathesaurus
integrates more than 160 biomedical vocabularies. Synonymous
terms from the various source vocabularies are grouped into
one concept [22].

An | ntegrative Knowledge Graph

We previously developed an integrative knowledge graph with
34 different biomedical data resources at the time of writing,
including the aforementioned resources. This graph databaseis
hosted in Neodj and is publicly accessible without login
credentials[17]. Inthis study, we accessed this knowledge graph
to obtain data from the aforementioned resources and applied
it for the measurement of phenotypical similarity among GARD
diseases.

Methods

In this study, we aimed to identify phenotypical similarity
among rare diseases to support data harmonization and data
interoperability with existing standardized terminologies and
ontologies. We designed two complementary approaches: (1)
analysis of disease mappings to Orphanet, OMIM, and the
UMLS to measure phenotypical similarity among GARD
diseases; (2) prioritizing phenotypical similarity derived from
MONDO and Orphanet disease classification systems with
shared phenotypes from the HPO and genes from OMIM. The
architecture of this study is shown in Figure 1.

Figure 1. The architecture of phenotypically similar GARD disease identification.
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Phenotypical Similarity I dentification Based on GARD
Disease M appings

In order to identify phenotypical similarity, we computed disease
similarity among disease mappings between GARD diseases
and disease concepts from Orphanet, OMIM, and the UMLS,
which offer a wide spectrum of characteristics of rare
diseases—in Orphanet, diseases are defined upon their clinical
presentation; in OMIM, disease definition is based on genetic
etiology; in UMLS, abroader biomedical definition of diseases
is offered.

Disease M apping Retrieval from the Knowledge Graph

We obtained disease mappings from the aforementioned
knowledge graph. There are 2 waysto retrieve disease mappings
for GARD diseases from the knowledge graph: (1) by
developing mappings based on specific edge properties; for
instance, 2 concepts with the same concept nhames are mapped
viaone edge property of “N_Name”; (2) by extracting mappings
directly from GARD disease nodes, which store GARD-curated
external mappings to Orphanet, OMIM, and the UMLS. To
ensure mapping quality, we performed the second approach by
accessing 1 node property of |_CODE and storing external

Table 1. Disease mapping extraction from the Neo4j knowledge graph.

Zhu et a

mappingsfor each GARD disease node. For instance, 3 external
mappings, including “OMIM:603358," “ORPHANET:53693,”
and “UML S:C1864002" for the GARD disease of “GRACILE
SYNDROME(GARD:0000001),” are stored in its property of
“I_CODE" and can be retrieved by executing the following
Cypher Query 1 [23], which is Neo4j's graph query language
that allows users to store and retrieve data from the graph
database:

Cypher Query 1. match P = (n:S_GARD? where any (x in
n.|_CODE where x=“GARD:0000001") return n.I_CODE

%S _GARD referring to GARD data

We executed the Cypher Queries listed in Table 1 to retrieve
disease mappings for GARD diseases. Each GARD disease
obtains zero to multiple mappings accordingly. For instance,
“Gracile Syndrome (GARD:0000001)" has the 3 disease
mappings described above; however, “Acalvaria (
GARD:0000361)” only has 1 mapping, “ORPHANET:945."
To ensure that each GARD disease was associated with at |east
1 mapping for similarity measurement, we excluded 1498
GARD diseases with no mappings to any of these 3 resources.

Disease mappings Cypher Queries

GARD20rphanet
GARD20OMIM
GARD2UMLS

match P = (n:S_GARD) where any (x in n.I_CODE where x=~‘ORPHA .*")return distinct n.I_CODE
match P = (n:S_GARD) where any (x in n.I_CODE where x=~‘OMIM.*")return distinct n.|_CODE
match P = (n:S_GARD) where any (x in n.I_CODE where x=~ UMLS.*")return distinct n.|_CODE

Calculating Similarity to Prioritize Phenotypical
Similarity of GARD Disease Pairs

In order to compare phenotypica similarity among the GARD
diseases based on their similarity, we enumerated all mappings
obtained for 5236 GARD diseases and ended with a total of
9672 mappings. For each GARD disease, we generated
fingerprints based on those mappings. One disease mapping
corresponding to one binary fingerprint, with presence denoted
as 1 and absence denoted as 0. To thisend, each GARD disease
was represented as a vector of 9672 bits. Then, we calculated
cosine similarity [24] for each pair of GARD diseases based on
their fingerprints. For those disease pairs without any shared
mappings, which means their similarity score equas 0, we
excluded them for manual similarity identification.

Phenotypically Similar GARD Disease | dentification

To determine the phenotypical similarity of GARD diseases,
our subject matter experts (GA, KH, and ES) manually evaluated
the prioritized disease pairs based on their similarity scores
generated from the above step. The manual validation was not
only attempting to examine the accuracy of computational
results to establish business rules for further GARD data
harmoni zation, but also to validate correctness and coverage of
the GARD-curated external mappings.

The manual review process consisted of 3 steps: (1) categorizing
GARD disease pairs to phenotypical similarity types, namely
“Duplicates,” “Subtypes,” “Siblings” and “Unrelated;” (2)

https://medinform.jmir.org/2020/10/€18395

researching the latest epidemiology studies (eg, PubMed articles,
trusted resources) for each disease if applicable, to re-evaluate
the qualification of RARE disease based on the US definition
of raredisease[1]; (3) documenting the decision-making process
for future reference. As an example demonstrating this review
process, “ Testicular Cancer (GARD:0007746)" and “ Testicular
germ cell tumor (GARD:0013047),” with a similarity score of
0.71, wereinitially grouped as subtypes. However, researching
the latest epidemiological data for testicular cancer uncovered
that “in 2017, there were an estimated 269,769 men living with
testicular cancer in the United States’ [25]; this indicates that
the prevalence rate of testicular cancer does not meet (ie, is
higher than) the US definition of rare diseases, and so it was
marked to “Retire”

In this context, we defined precision as the fraction between
the number of correctly identified phenotypically similar disease
pairs based on manual evaluation and thetotal number of similar
disease pairs identified; we defined recall as the fraction
between the number of correctly identified phenotypically
similar disease pairs and the total number of similar disease
pairs; we defined F measure as the balanced harmonic mean of
the precision and recall. We computed precision, recall, and F
measure to measure the performance of this approach.

Phenotypical Similarity Derivation from Disease
Classification Systems

Diseases from the same disease category exhibit a high
phenotypic homogeneity [26]; we assume that phenotypical
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similarity isevidently presenting among sibling diseases, which
share the same parent diseasesin disease classification systems.
To further prove our assumption by ng 3 disease
classification systems, including GARD, MONDO, and
Orphanet, we devel oped aweb application to search and review
a specific disease term presenting in these 3 disease trees to

Figure 2. Disease tree visualization viathe GARD Data Tree web tool.

s-%lgq GARD Data Tree

Search Trees  wilson disease

-
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perform a comparison. This web application is publicly
accessible [27]. Figure 2 shows one screenshot of the search
resultsfor “Wilson disease” MONDO and Orphanet have more
refined and complete disease classifications than the GARD,
which enables phenotypical similarity identification for GARD
diseases.

GARD 1 MONDO 16 Orphanet 16
DystonialGARD-0011949 - ] inherited genetic disease|MONDO-0003847 4 RARE GENETIC DISEASE|ORPHA9B053
A GARD:0007893 4 inborn errors of metabolism|MONDO.0019052 RARE GENETIC NEUROLOGICAL DISORDERIORPHA

- disorder of metabolite absorption and transport|h
disorder of mineral absorption and transpaort|t
- disorder of copper metabolism|MONDO:0C

RARE GENETIC MOVEMENT DISORDER|ORPHA
RARE GEMNETIC HYPERKINETIC MOVEMENT
RARE GENETIC TREMOR DISORDER|ORPY

easeMONDO:0010200 \SEIORPHA:905

! 15e|GARD.0007893 W 15e|GARD:0007893
' disease by anatomical system|MONDO:0021199 - RARE GEMETIC DISEASE|ORPHASB0S3
4 nervous systermn disorder]MONDO:0005071 RARE GENETIC NEUROLOGICAL DISORDERIORPHA
“ rare neurclogic disease|MONDO:002000% e NEUROMETABOLIC DISEASEIORPHA:68385
- rare neurologic disease with psychiatric involy A ORPHAS05

4 disease by anatomical system|MONDO:0021199
4 nervous system disorder|MONDO:0005071
4 rare neurologic disease|MONDO:D020009 4
- rare movemnent disorder MONDO.0015143
4 rare tremor disorder MONDO:0017644

* disease by anatomical system|MONDO:0021199
- nervous system disorder|MONDO:0005071
- cranial nerve neuropathy|MONDO:0003569

MONDO0010200
GARD:0007893 4

V 15e|GARD0007893
SUPRANUCLEAR OCULOMOTOR PALSY|ORPHAOBEBT
A ASEIORPHA:Q05
W 2|GARD0007893
RARE NEUROLOGIC DISEASEIORPHA:98006
RARE MEUROLOGIC DISEASE WITH PSYCHIATRIC It
A \SE|ORPHAS0S
15e|MONDO:0010200 W GARD:0007893
RARE NEUROLOGIC DISEASEIORPHA:98006
MEUROMETABOLIC DISEASE|ORPHA-68385
Wi ASE|ORPHAS0S
GARD:0007893

152|GARD: 0007893 4

© INFORMATICS NCATS 2019

Retrieving Phenotypically Similar GARD Diseases

With the help of the GARD Data Tree web tool, we were able
to form a process of deriving phenotypical similarity among
GARD diseases in 3 steps: (1) mapping GARD diseases to
MONDO and Orphanet; (2) extracting all sibling diseases of
the mapped MONDO and Orphanet diseasesfrom their disease
trees; and (3) mapping the retrieved sibling diseases back to the
GARD. The GARD diseasesretrieved from thethird step should
be phenotypically similar to the query GARD disease from the
first step. We further validated them by leveraging their
associated phenotypes and genotypes.

These 3 steps can beformalized in Cypher Queries accordingly;
examples are shown in Figure 3. After obtaining mappings

https://medinform.jmir.org/2020/10/e18395

RenderX

between GARD and Orphanet/MONDO by executing Cypher
Query 1 shownin Figure 3, we searched parent diseases of those
mapped MONDO and Orphanet diseases. Cypher Query 2 is
an example of extracting Orphanet parent diseases for the
Orphanet concept “Wilson Disease (ORPHA:905),” which is
mapped to “GARD:0007893" from Cypher Query 1. Cypher
Query 3 demonstrates a process that extracts all child diseases
for 1 Orphanet parent disease, “SUPRANUCLEAR EYE
MOVEMENT DISORDER (ORPHANET:98687),” whichis 1
parent node returned from Cypher Query 2, and maps those
child Orphanet diseasesto GARD diseases. In order to identify
the most phenotypically similar GARD diseases obtained from
Cypher Query 3 to the inquiry disease “Wilson Disease
(GARD:0007893),” we prioritized similarity based on their
associated phenotypes and genes.
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Figure 3. Cypher query examples for extracting phenotypically similar GARD diseases by navigating Orphanet disease classification systems.
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Prioritizing Phenotypically Similar GARD Diseases
Based on Phenotypes and Genotypes

Given the fact that a majority of rare diseases are genetic in
origin and that clinical phenotypes are one of the red flags
increasing rare disease attentiveness in clinical practice [28],
we devel oped aprotocol for prioritizing phenotypical similarity
based on phenotypes and genotypes. We collected phenotypes
from the HPO and genes from OMIM from our knowledge
graph, for those similar GARD disease pairsidentified fromthe
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above step. The number of phenotypes and genes shared by
each pair of phenotypically similar GARD diseaseswas applied
for prioritization.
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Results

Results of Disease Mapping Analysis

Table 2. Results of disease mapping retrieval from Neo4j graph.

Zhu et a

Disease Concept Retrieval

We extracted disease mappings between GARD and Orphanet,
OMIM, and the UMLS from our Neo4j knowledge graph. The
retrieval results are shown in Table 2.

Types of mapping

Number of mappings

GARD20rphanet
GARD20MIM
GARD2UMLS

2,869
3,500
3,584

Disease Similarity Calculation

We enumerated disease pairs for 5236 GARD diseases with
disease mappings and calculated cosine similarity for those

Table 3. Similarity calculation results for disease pairs (n=392).

GARD pairs. After excluding those disease pairs with similarity
equaling 0, 392 diseases pairs remained. Table 3 summarizes
the results of the similarity calculation.

Similarity scores

Number of disease pairs

1
0.5 <= Similarity < 1
0< Similarity < 0.5

34
264
94

Evaluation and Disease Similarity | dentification

Our subject matter experts manually reviewed these 392 disease
pairs and assigned their similarity types accordingly. Table 4
shows their review results.

Of the 392 disease pairs, 341 (87%) were identified and
categorized as phenotypicaly similar, corresponding to the

categories “Duplicated,” “Siblings,” and “ Subtypes.” Of those
341 disease pairs, 271 disease pairs (80%) with similarity scores
greater than 0.5 were verified as phenotypicaly similar.
However, 34 disease pairs were determined to be “Unrelated,”
and another 17 disease pairs were “Ungrouped;” this needs
further discussion, and so we excluded the latter group for
calculations of precision, recall, and F measure.

Table4. Manual review results for the disease pairs (n=392); precision=94%, recall=79%, F measure=86%.

Variables Phenotypical similarity types
Duplicated Siblings Subtypes Unrelated Ungrouped
Number of disease pairs, n
Phenotypically similar (n=341) 105 117 119 N/A2 N/A
Not phenotypically similar (n=51) N/A N/A N/A 34 17
Similarity scores, n
Phenotypically similar (n=341)
0.7=Scorex1 (n=95) 47 21 27 N/A N/A
0.52Score=0.7 (n=176) a2 81 53 N/A N/A
Score>0.5 (n=70) 16 15 39 N/A N/A
Not phenotypically similar (n=51)
0.7=Scorez1 (n=16) N/A N/A N/A 8 8
0.52Score=0.7 (n=15) N/A N/A N/A 8 7
Score>0.5 (n=20) N/A N/A N/A 18 2

3N/A: not applicable.

Results of Phenotypical Similarity Derivation from
Disease Classification Systems

Based on the above analysis, 53 GARD diseases were marked
for retirement. Of the remaining of 5955 GARD diseases, 4798

https://medinform.jmir.org/2020/10/€18395
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GARD diseases obtained 1 or more phenotypically similar
GARD disease(s) from this step. The stepwise results are shown
in Figure 4.
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Of 5286 GARD diseases mapped to one of 21,823 MONDO
diseases with parent diseases, 4549 GARD diseases obtained
phenotypically similar GARD diseases via MONDO sibling
disease mappings. Of 2631 GARD diseases mapped to one of
7024 Orphanet diseases with parent diseases, 2459 GARD
diseases obtained phenotypically similar GARD diseases via

Zhu et a

Orphanet sibling disease mappings. By combining these 2 lists
of mappings, 4798 GARD diseases obtained phenotypically
similar diseases. We paired these 4798 GARD diseases with
identified phenotypically similar diseases and ended with unique
241,604 GARD disease pairs.

Figure 4. Results of phenotypically similar GARD disease retrieval based on MONDO and Orphanet disease classifications.
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Phenotypically Similar Disease Prioritization Based on
Phenotypes and Genotypes

Of the 241,604 disease pairs identified for these 4798 GARD
diseases, 84,054 disease pairs shared at least 1 phenotype and
396 disease pairs shared at least 1 gene. By combing these 2
sets, there are 360 GARD disease pairs with at least 1 shared
phenotype and gene. Asall of those disease pairswere extracted
from sibling diseases presenting in the MONDO and Orphanet,
these 360 disease pairs were consequently grouped as“ Siblings’
with different degrees of phenotypical similarity based on the
number of their shared phenotypes and genes.

By combining 341 disease pairs identified from the step of
discase mapping analysis, 662 disease pairs showed
phenotypical similarity. It is worth noting that there are 39
overlaps between these 2 sets. Based on the manual evaluation
shown in Table 4, these 39 pairs consist of 25 disease pairs that
are sibling diseases, 7 disease pairs that are subtypes, 2 pairs
that are duplicates, and 5 pairs that are unrelated diseases.

Discussion

In this study, we identified and prioritized phenotypical
similarity among GARD diseases by comparing disease
similarity and deriving phenotypical similarity from disease
classification systems. Asaproof-of-concept, we demonstrated
the usefulness of the identified phenotypically similar disease
pairsto support data harmonization for GARD. By incorporating
theseidentified similar diseases, GARD will havethe capability
of supporting education and clinical decision making; for
instance, GARD can provide more complementary information

https://medinform.jmir.org/2020/10/€18395

not only for the inquiry disease but also for phenotypically
similar diseases.

There are many different rare disease resources available, and
each of them hastheir own strength and focus. OMIM classifies
diseases based on their genetic cause, Orphanet defines rare
diseases based on phenotypical characteristics, and UMLS
incorporates biomedical vocabulary and standards to define
their disease concepts. Given the complementary definition of
disease concepts from these 3 resources, we employed their
mappings to the GARD diseases for disease similarity
comparison. Of the 392 disease pairs, 271 disease pairs (80%)
with similarity scores greater than 0.5 were successfully
validated asclinically relevant by our genetic specialists. Besides
these true positives, feedback from our subject matter experts
onthefalse positives[ie, 16 disease pairs (~4%) with similarity
scores greater than 0.5 were manually determined asirrelevant]
and false negatives|ie, 70 disease pairs (~18%) with similarity
scores less than 0.5 were manually determined as relevant]
illustrates that it is important to accurately capture the latest
information in regard to disease mappings across different
resources, and to incorporate human interpretations. For
example, “ Spondylothoracic dysostosis (GARD:0006798)” and
“Spondylocostal dysostosis1 (GARD:0010726)" share 3 of the
same mappings, “ORPHA:2311" “UMLS:C0265343,” and
“OMIM:277300,” so their similarity scoreequals 1.0, indicating
that they should be highly similar. However, our experts marked
themas“Unrelated” dueto thefact that these 2 conditionswere
grouped together in the past (both were previously referred to
as Jarcho-Levin syndrome); they are considered as distinct
conditions now, according to references from GHR (Genetic
Home Reference) [29,30]. Berdon et al [31] also discussed the
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clinical and radiological distinction between these 2 diseases.
Another example is “Hunter Carpenter Macdonald syndrome
(GARD:0002751)" and “Infantile neuroaxona dystrophy
(GARD:0003957),” which have a similarity score of 0.35,
indicated they should be less relevant. However, it was marked
as relevant by our experts given that PLA2G6-associated
neurodegeneration (PLAN) comprises a continuum of 3
phenotypes with overlapping clinical and radiologic features
for these 2 diseases, and similar evidence can be found at
Orphanet [32] that reveals that Hunter-Carpenter-McDonald
syndrome has been moved to “ Infantile neuroaxonal dystrophy.”
In comparison of the total 13,705,230 GARD disease pairs,
there are only 392 disease pairs with similarity scores greater
than 0, which might direct the extension in 2 ways. First, 3
selected resources might not be comprehensive enough to cover
all GARD diseases for disease similarity comparison based on
their disease mappings. Therefore, we plan to extend our work
with additional rare disease resources, suchasMONDO, Disease
Ontology, NCI Thesaurus, etc. Second, external disease
mappings curated by GARD are accurate but might be
incomplete due to cumbersome human effort. Thus, we will
extend the disease mappings by inferring new associations via
network analysis from the Neo4j knowledge graph.

Phenotypical similarity derivation from disease classifications
resulted in 360 disease pairs shared with at least 1 phenotype
and gene, and they are grouped as sibling diseases. Among
241,604 disease pairs retrieved from the disease classification
trees, there are 84,054 disease pairs that share at least 1
phenotype and 396 disease pairs that share at least 1 gene.
Compared to the number of disease pairs with shared
phenotypes, a relatively small number of disease pairs shared
at least 1 gene; we are planning to obtain more genesfor GARD
diseases from other resources, including DisGeNet [33] and
ClinVar [34]. Given the success we gained from this study in
identifying phenotypical similarity derived from sibling diseases
from disease classifications, we propose to extend this work
with subtype diseases (ie, parent diseases and child diseases)
by mining disease classifications. Once we have GARD diseases
that we are able to assign to those relevant categories, we will
develop our own disease classification system, which will not
only define more accurate disease definitions and rel ationships
among those diseases but will also serve asaunique, rare disease
resource in the United States.

By combining 2 sets generated by our 2 approaches, we
identified 662 phenotypically similar disease pairs and mapped
them to 4 phenotypical similarity types, namely, “Duplicates,”
“Subtypes,” “ Siblings,” and “Unrelated,” which will be applied
to direct GARD data harmonization. To be specific, for
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“Duplicate” disease pairs, we will select and keep primary
diseasesinthe GARD database; “ Siblings’ and “ Subtypes” will
direct GARD disease classification regeneration; for “ Unrel ated”
diseases, we will keep these 2 diseases separately in the GARD
database.

By comparing these 2 sets, there are 39 overlapped disease pairs.
These 39 disease pairswere grouped as“ Siblings’ by the second
approach of disease classification derivation. However, based
on the evaluation result (Table 4) from the first approach of
disease mapping analysis, of these 39 disease pairs, 25 disease
pairs were grouped as “Siblings” 7 pairs were grouped as
“Subtypes,” 2 pairs were grouped as “Duplicated,” and 5 pairs
were grouped as “Unrelated” For instance, “Malignant
hyperthermia” and “ King Denborough syndrome” are classified
as sibling diseases by the second approach, since they are
siblingsin Orphanet, which groups them under the same disease
parent class of “Rare Disease With Malignant Hyperthermia
(ORPHA:466658).” However, they are determined as different
diseases by our subject-matter experts, and the same statement
has been made in the GARD page for “King-Denborough
syndrome (GARD:0008433),” claiming that “King-Denborough
syndrome is a congenital myopathy associated with
susceptibility to malignant hyperthermia (GARD:0006964)”
[35]. Such discrepancies occurring across different resources
unveiled from this study illustrate that there is an urgent need
to propose a standard protocol for guiding data harmonization
in the rare disease field globally. Regardless of phenotypical
similarity types, the process our subject-matter expertstook in
the evaluation step is crucia to re-evaluate rare diseases with
thelatest prevalence data, which isonecritical step to determine
their eigibility of RARE. For instance, there are more than
200,000 individuals in the United States who are affected with
familial Alzheimer disease (GARD:0000632) [36,37]; thus, the
prevalence rate of this disease does not meet the criteria of the
United States' rare disease definition, so it will be retired from
the GARD database.

Conclusion

In this paper, we report our recent effort at identifying
phenotypical similarity among rare diseases by leveraging
disease mappings among various resources and disease
classifications. This effort will not only direct further GARD
data harmonization but will also highlight the value of
cross-resource collaboration. We propose to extend this work
with more rare disease resources at the NIH or outsidethe NIH
for the improved assembly of information for rare diseases in
order to better disseminate information to patients and health
care providers.
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Abstract

Background: Many drugs do not work the same way for everyone owing to distinctions in their genes. Pharmacogenomics
(PGx) aimsto understand how genetic variantsinfluence drug efficacy and toxicity. It isoften considered one of the most actionable
areas of the personalized medicine paradigm. However, little prior work has included in-depth explorations and descriptions of
drug usage, dosage adjustment, and so on.

Objective: We present a pharmacogenomics knowledge model to discover the hidden relationships between PGx entities such
as drugs, genes, and diseases, especially detailsin precise medication.

Methods: PGx open data such as DrugBank and RxNorm were integrated in this study, as well as drug labels published by the
US Food and Drug Administration. We annotated 190 drug labels manually for entities and rel ationships. Based on the annotation
results, wetrained 3 different natural language processing modelsto complete entity recognition. Finally, the pharmacogenomics
knowledge model was described in detail.

Results: In entity recognition tasks, the Bidirectional Encoder Representations from Transformers—conditional random field
model achieved better performance with micro-F1 score of 85.12%. The pharmacogenomics knowledge model in our study
included 5 semantic types: drug, gene, disease, precise medication (population, daily dose, dose form