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Abstract

Background: Ascertaining history of prior immunization with human papillomavirus (HPV) vaccine can be challenging and
resource-intensive. Computer-assisted self-interviewing instruments have the potential to address some of the challenges of
self-reporting, and may also reduce the time, costs, and efforts associated with ascertaining immunization status.

Objective: This study assesses both the feasibility and the accuracy of a computer-assisted self-interviewing instrument to
ascertain a patient’s history of immunization with the HPV vaccine.

Methods: We developed both a survey and a Web-based data collection system using computer-assisted self-interviewing to
ascertain self-reported HPV vaccine immunization history. We implemented the instrument in a sample of adult women enrolled
in an ongoing study of the HPV vaccine. Vaccine records from prior sources of care were reviewed to verify reported immunization
history.

Results: Among the 312 participants who provided HPV vaccine immunization history by self-report, almost all (99%) were
able to do so using the computer-assisted self-interviewing instrument. The median survey completion time was 10 minutes (IQR
7-17). The accuracy of self-report was 84%, sensitivity was 89%, specificity was 80%, and the negative predictive value was
92%.

Conclusions: We found that it is feasible to collect a history of immunization with the HPV vaccine using a computer-assisted
self-interviewing instrument. This approach is likely to be acceptable to adult women and is reasonably accurate in a clinical
research setting.

(JMIR Med Inform 2020;8(1):e16487)   doi:10.2196/16487

KEYWORDS
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Introduction

Highly efficacious vaccines against human papillomavirus
(HPV) have been available in the United States to prevent
cervical cancer and its precursors since 2006 [1]. These vaccines

are recommended for females between the ages of 11-26 years
old and for males between the ages of 11-21 years old. Although
immunization in early adolescence is ideal, many young adults
(18-26 years old) are unvaccinated and remain susceptible to
developing cancer [2]. The lack of a readily available source of
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data for ascertaining prior immunization has been a significant
barrier to the study of the HPV vaccine in this population [3,4].
Vaccine records are often incomplete or scattered among
numerous sites, making efforts to ascertain prior immunization
by reviewing vaccine records a lengthy and labor-intensive
process [5]. Hence, researchers and clinicians often find it more
practical to rely on a patient’s self-reporting to ascertain HPV
vaccine immunization status [6-9]. However, little has been
done to establish the validity of self-reporting in this context.

Computerized data collection systems have been increasingly
used in clinical research to reduce both the burden and the
inaccuracies associated with manual data entry.
Computer-assisted self-interviewing methodologies are an
extension of these data-collection systems. They have been
found to be useful for eliciting more candid responses when the
information requested is perceived as either private or too
sensitive to disclose in-person [10,11]. Additionally, studies
have shown that computer-assisted self-interviewing may
remove the time-pressures to respond, which may improve the
accuracy of reporting [12,13].

However, no previous studies have adapted computer-assisted
self-interviewing methodologies for the assessment of
immunization history. In this study, we describe the
development of a new data collection instrument that uses
computer-assisted self-interviewing methodologies to ascertain
HPV vaccine immunization status by self-reporting among adult
women. Additionally, we provide early results from our

experiences implementing this instrument in a clinical research
study.

Methods

Design of the Computer-Assisted Self-Interviewing
Instrument
Using computer-assisted self-interviewing methodologies, we
designed a Web-based data collection instrument aiming to
reduce the time and resources needed to ascertain prior
immunization with the HPV vaccine. The computer-assisted
self-interviewing instrument was programmed using the
Qualtrics Research Suite (Qualtrics LLC, Provo, Utah, United
States) and was hosted on a secure Yale-Qualtrics server
(approved for use with electronically protected
health-information data) to allow participants to access the
survey from any Web browser (including mobile devices) and
to eliminate the need to download additional software. The
graphical user interface (what the participant sees and uses) was
designed to be both easy to use and intuitive, with clickable
radio buttons and a simple presentation of questions (one at a
time) to allow participants to control their pace fully. Survey
questions were translated for Spanish speakers, and a dropdown
menu was added to every page to allow respondents to change
the language they wished to use for the survey at any time. The
integrity of the data entered by the participants was ensured by
incorporating several real-time data validation procedures, such
as consistency checks and follow-up questions. A representative
screenshot of the user interface is shown in Figure 1.

Figure 1. Representative screenshot of the app.
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The questions in the survey were structured using an adaptive
and modular format. The core module (a fixed set of questions
displayed to all participants), requested information on prior
immunization with the HPV vaccine, prior sources of medical
care, and personal sociodemographic data. The secondary
modules were adaptive and included follow-up questions that
varied based on antecedent responses. For example, in the core
module, all participants were asked if they had previously been
immunized with the HPV vaccine; if the response to this
question was “yes,” secondary modules that were specific to
each dose received were added to the survey that inquired about
the dates of immunization and the names/locations of their
vaccine providers. Source code is available upon request, and
survey questions can be found in Multimedia Appendix 1 (see
Table A.1-2).

Testing, Refinement, and Implementation of the
Computer-Assisted Self-Interviewing Instrument
Before the deployment of the computer-assisted
self-interviewing instrument, the prototype was tested in a
sample of women who were representative of the future users

(n=5) using the “think-aloud” method [14]. Participants were
audio-recorded and asked to describe their experiences while
completing the survey. Participants were also asked to comment
on the flow, thematic design, readability, translation (if
Spanish-speaking), and clarity of both the survey questions and
instructions. Imprecise questions were modified, and suggested
changes were incorporated into the user-interface after each
interview until no further modifications were required.

As a final step, we implemented the computer-assisted
self-interviewing instrument in a sample of adult women and
conducted formal assessments of its feasibility and accuracy in
a clinical research study. The sample for the computer-assisted
self-interviewing implementation study was comprised of
women aged 23-38 years old who had been recruited to
participate in the HPV Vaccine Effectiveness (HPV-VE) Project
[4], an ongoing, population-based, case-control study to
determine the effectiveness of HPV vaccines against
precancerous cervical dysplasia. A description of the
case-control study, the inclusion criteria, and the study
definitions are summarized in Textbox 1.

Textbox 1. Description of the HPV-VE Project.

HPV-VE Aims

• A collaborative project between Yale University, the Connecticut Department of Public Health, and the Centers for Disease Control and Prevention,
which aims to quantify the real-world effectiveness of HPV vaccines against high-grade cervical dysplasia attributable to HPV types 16 or 18.

Eligibility

• Women born during or after 1981.

• A resident of New Haven County, Connecticut, United States.

• Underwent screening for cervical cancer after January 1, 2010, in one of the clinics affiliated with the Yale New Haven Health System.

Case

• Diagnosed with a high-grade cervical lesion (cervical intraepithelial neoplasia grades two or higher).

• Positive test result from cervical lesion for HPV 16 or HPV 18.

Matched Controls

• Patients with normal cervical cytology.

• Matched to a case by age, gynecologic practice, and date of procedure to obtain a sample for cervical cytology.

All English- and Spanish-speaking women who were eligible
and willing to participate in the HPV-VE Project were contacted
by telephone and asked to complete a brief survey about their
prior experiences with HPV vaccines and personal health.
Women who were willing to complete the survey were given
the option to do so either online, in-person, or using a mail-in
survey. Subjects who opted to complete the survey online were
granted access to the secure computer-assisted self-interviewing
instrument via individualized, single-use links, and could enter
their responses at the time and on the device of their choosing.
Women who wished to participate in-person, and women who
did not have access to either the internet or a personal
computer/smartphone, were scheduled to complete the survey
with research staff. During these scheduled appointments,
investigators provided subjects with a touchscreen tablet, with
the computer-assisted self-interviewing instrument preloaded,

and gave them privacy to complete the survey independently.
Research assistants were made available to clarify questions or
to enter responses for subjects who preferred not to use the
provided tablet. Study team members obtained written informed
consent from all subjects before the distribution of our
computer-assisted self-interviewing instrument. Screening and
consent procedures were conducted by trained research staff
using standardized scripts and in Spanish with women who were
Spanish-only speakers. As a form of gratitude, a US $25 gift
card was provided to participants after completion of the survey.

Validation of Self-Report
Participants were asked to list all prior sources of medical care
since 2006 when the vaccine was first made available in the
United States. Contact information for listed prior sources of
care was reviewed and updated as needed using Web searches
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and Yale-New Haven Health System directories. Medical
practices were contacted by telephone, and appointments were
scheduled for trained research staff to extract the participant’s
immunization history on-site. If vaccine records were not
available for on-site review, a copy of the signed consent form
was sent to the medical practice with an extraction form to
complete and return. Documentation of immunization by a
medical provider was considered the gold standard for receipt
of the vaccine. Immunization status was analyzed as a
dichotomous variable based on whether the patient had ever
received at least one dose of either the bivalent, quadrivalent,
or nonavalent vaccine before completing the survey. A patient
was considered “immunized by medical record” if
documentation was found of at least one date of immunization
on any vaccine record. A subject was considered
“not-immunized by the medical record” if no date of
immunization was found after reviewing all available records
from the reported prior sources of care. A subject was considered
“immunized by self-report” if they answered “yes” to the survey
question “Have you ever received the human papillomavirus
vaccine?” If the response was either “no” or “I don’t know,”
they were considered “not immunized by self-report.”

Analyses
Demographics and baseline patient characteristics are reported
for both the eligible and enrolled groups. Logistic regression
models were used to determine whether the eligible subjects
who were willing to participate and provided a self-report
differed from those who were invited but were unwilling to
participate or did not provide self-report. The most recent zip
code listed in the subject’s medical records was used as a proxy
for socioeconomic status. This was accomplished by linking
the subject’s zip code to the 2010 Census data [15], and
determining if the subject lived in an area where there was either
a low, medium, or high proportion of residents with incomes
below the federal poverty threshold (10%, 11-19%, and ≥20%
proportion below the poverty threshold, respectively), as has
been previously described [16,17],

Diagnostic indices, including sensitivity, specificity, and positive
and negative predictive values, were used to estimate the
performance of self-report using computer-assisted
self-interviewing compared with the immunization status in the
records of all prior sources of care. Data generated by the Web
browser being used to access the survey was collected to
determine user preferences for data entry (mobile vs desktop

device) and to capture timestamps for measures of efficiency.
We assessed how participants used the survey by tabulating
time from signed consent to starting the survey, time from
starting the survey to completing it, and the proportion of
participants who started the survey but did not complete all
sections.

Secondary analyses determined whether the accuracy of
self-report was associated with the participant’s
sociodemographic characteristics or knowledge of the HPV
vaccine. Knowledge of the HPV vaccine was estimated based
on the number of correct responses to a series of true/false
questions about HPV vaccine (see Multimedia Appendix 1,
Table A.2). Among the participants who accurately recalled
having been immunized (ie, participants for whom we were
able to verify with medical records receipt of prior
immunization), we estimated the accuracy of the reported
number of doses received and the accuracy of the reported year
of first immunization.

Sensitivity Analyses
Sensitivity analyses were performed to assess the stability of
the estimated accuracy of self-reported immunization status,
including whether accuracy varied when the models were
restricted to only cases, which were only matched controls or
only subjects for whom all vaccine records could be reviewed.
Statistical analyses were conducted using Stata statistical
software 14.0 (StataCorp, College Station, Texas, United States).
The institutional review board of Yale University approved this
protocol.

Results

Overview
A total of 706 eligible subjects were invited to participate
between January 2013 and December 2018, of whom 325 (46%)
signed a consent form, and 312 (44%) provided self-report using
the survey. The subjects who provided self-report were like
those who were invited and did not provide self-report with
respect to spoken language and area-based socioeconomic status
(Table 1). P values were estimated using logistic regression and
excluding missing/unknown observations. Area-based
socioeconomic status was estimated using the subject’s zip code.
Those categorized as unwilling to participate were women who
declined, are undecided, or have yet to complete the survey.
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Table 1. Willingness to participate and provide self-report of immunization history.

Invited to participate (N=706)Demographics

P valueProvided self-reportUnwilling to participate

—a312 (44)394 (56)Total, n (%)

.0132 (30-35)33 (30-35)Age (years), median (IQR)

Language, n (%)

Reference247 (79)326 (83)English

.6312 (4)13 (3)Spanish

.7313 (4)15 (4)Other

—40 (13)40 (10)Unknown

Area-based socioeconomic status, n (%)

Reference122 (39)160 (41)Low poverty zip code

.3060 (19)97 (25)Medium poverty zip code

.20130 (42)137 (35)High poverty zip code

aNot applicable.

Among the 312 participants who provided a self-report, almost
all (99%) were able to use the computer-assisted
self-interviewing instrument, of which 303 (98%) opted to enter
their responses using their device (Figure 2). Approximately
55% (n=169/312) of computer-assisted, self-interviewing users
elected to access the survey on a mobile device. A few (n=7)
asked to complete the survey in-person or needed the provision
of a computer to access the survey. Only one participant asked

for assistance in reading and entering responses into the tablet
during the in-person interview. Two participants who opted to
use computer-assisted self-interviewing on their device finished
in an unusually short amount of time (bottom first percentile of
the median survey completion time, which corresponds to <3
minutes). To avoid bias from survey satisficing, the self-report
of these two individuals were not included in the
computer-assisted self-interviewing performance analysis.

Figure 2. Enrollment flowsheet for CASI data collection instrument analyses. CASI: computer-assisted self-interviewing.

The median age of the computer-assisted self-interviewing users
was 32 years old (IQR 30-35). Most had some college education
(81%), spoke English (94%), and identified as White (57%)
(Table 2). Public insurance consisted of Medicare, Medicaid,

HUSKY, Indian Health Service, or military insurance. Due to
completing their surveys too quickly, 2 participants were left
out of the total user count.
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Table 2. Characteristics of the study sample.

CASIa user (N=308)bDemographics

32 (30-35)Age, median (IQR)

Race/ethnicity, n (%)

175 (57)Non-Hispanic white

54 (18)Non-Hispanic black

56 (18)Hispanic

23 (7)Non-Hispanic other/multi-race

79 (26)Publicly insured, n (%)

248 (81)Some college education, n (%)

102 (33)Annual income of <US $50,000, n (%)

aCASI: computer-assisted self-interviewing.
bTwo participants excluded from total count due to completing the survey too quickly.

Self-reported immunization history was determined using
computer-assisted self-interviewing at a median of 1 day (IQR
0-3) after consent. By comparison, the days elapsed between
the investigator’s initial contact with the clinical staff of
gynecology practices to the receipt of vaccine records was ax
median of 5 days (IQR 0-14). The median time required for
participants to finish the survey was 10 minutes (IQR 7-17).
After reporting their immunization history, 5% (n=18/312) of
participants opted not to answer some or all the remaining
survey questions.

A total of 780 vaccine records were reviewed for the 312
participants who provided a self-report. Vaccine records from
at least one reported source of care were reviewed for every
subject (mean of 2 sources of care were reviewed per subject).
Receipt of at least one dose was documented in the medical
records for 39% (n=122/780) of participants. Receipt of three
or more doses was documented for 27% (n=85/780). Of the 307

vaccine doses that were identified during the review of vaccine
records, 51% (n=169/307) were administered more than nine
years before self-report. Although vaccine records were available
from at least one source of care in all participants, approximately
25% (n=78/308) of participants had missing or unavailable
vaccine records in one or more of their reported sources of care.
Most missing records were due to the provider’s medical record
retention policy (46%) or from not granting access (36%).

Self-reported immunization status using CASI had an accuracy
of 84% (95% CI 81-89), a sensitivity of 89% (95% CI 82-94)
and a specificity of 80% (95% CI 74-86). The positive and
negative predictive values were 74% (95% CI 66-81) and 92%
(95% CI 87-96), respectively. Among the 50 participants whose
self-reported immunization status was discordant with the
cumulative records of their medical providers, 74% (n=37/50)
were due to overreporting immunization, and 26% (n=13/50)
were due to underreporting, as shown in Table 3.

Table 3. Performance of self-reported immunization status for the HPV vaccine.

TotalProvider-verifiedSelf-report

Not immunizedEver immunized

14437107Ever immunized

16415113Not immunized

308188120Total

Accurate immunization status by self-report was not associated
with the specific characteristics of the participants (Table 4).
Of the 107 women who accurately reported having been
immunized, 65% (n=70/107) also accurately reported the total
number of doses they had received, and 35% (n=37/107)
accurately reported the year in which they had received the first
dose of the vaccine. Public insurance consisted of Medicare,

Medicaid, HUSKY, Indian Health Service, or military insurance.
The P values used unadjusted odds ratio for associations
between characteristics of the subjects and accuracy of
self-reporting of immunization with the HPV vaccine using
logistic regression (missing/unknown observations were
excluded).
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Table 4. Association between characteristics of subjects and the accuracy of self-report.

Accurate immunization statusDemographics

P valueORa (95% CI)

.631.02 (0.93-1.13)Age, years

Race/ethnicity

ReferenceNon-Hispanic white

.660.83 (0.36-1.89)Non-Hispanic black

.510.76 (0.35-1.76)Hispanic

.150.47 (0.17-1.30)Non-Hispanic other/multi-race

.181.69 (0.77-3.59)Publicly insured

.371.38 (0.67-2.82)Some college education

.130.58 (0.30-1.19)Annual income of <US $50,000

aOR: odds ratio.

Many participants (86%; n=268) were able to respond correctly
to half of the questions about their knowledge of the HPV
vaccine. Knowledge of the HPV vaccine was similar among
participants whose self-reported immunization status was

accurate, and those whose self-reported immunization status
was discordant with that in the medical records (Table 5). The
P values were calculated using the chi-squared test.

Table 5. Association between baseline knowledge of HPV and accuracy of self-reporting.

Self-reportCorrectly identified

P valueInaccurate, %Accurate, %

.537882HPVa is an STDb

.448488HPV is common

.888889HPV affects both men and women

.461621HPV infections peak in 20s and 30s

.846667HPV causes genital warts

.36c6669Average number correct

aHPV: human papillomavirus.
bSTD: sexually transmitted disease.
cCalculated using a two-sample, two-tailed t test with equal variances.

Sensitivity Analyses
The results of the sensitivity analyses are shown in Table 6.
Differences in overall accuracy between the primary analyses
and the sensitivity analyses were <5%. The accuracy of
self-report was similar between cases and matched controls.

Excluding the 42 participants who were uncertain about their
prior immunization (those who responded “I don’t know” when
asked if they had ever been immunized), there was also no
substantial change to the overall accuracy of self-reported
immunization status (85%; 95% CI 80-89).

Table 6. Sensitivity analyses: differences in overall accuracy.

Difference, %95% CI, %Accuracy, %Sensitivity models

Reference79-8884Included in performance analysis, n=308

–2.678-9286Cases, n=107

0.977-8883Controls, n=201

–3.982-9187Only if complete medical records, n=232
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Discussion

Primary Findings
Ascertaining whether a person has ever been immunized with
the HPV vaccine can be challenging and resource-intensive. In
this study, we assessed the use of a computer-assisted
self-interviewing instrument to ascertain HPV-vaccine
immunization status by self-report with an instrument that was
easy to access, user-friendly, and optimized for mobile devices.
We found that this approach was feasible and reasonably
accurate (84%) in a clinical research setting. Using this
instrument, our research team was able to correctly identify
89% of women who had previously been immunized with the
HPV vaccine in a relatively short period. In a setting of moderate
coverage as in the United States (39% immunized) [2], we found
that a negative test (not-immunized or unsure if immunized by
self-report) was highly predictive of a patient who had never
been immunized (negative predictive value=92%).

Several valuable lessons were learned through the testing and
implementation of this computer-assisted self-interviewing
instrument. First, we found that this approach was feasible and
acceptable to adult women enrolled in a clinical research project.
An overwhelming majority of participants favored completing
the survey on their device rather than scheduling an in-person
meeting or waiting for a mail-in questionnaire. Second, we
learned that by allowing participants to complete the survey
independently, the time our staff would have spent conducting
interviews and entering survey responses could be diverted to
other important tasks. Third, we found that acceptability of the
survey was high, and the overall proportion of participants who
stopped answering questions after starting the survey was low.

Although several studies have previously assessed the accuracy
of self-reported immunization with the HPV vaccine in adults,
all have done so using either telephone or in-person interviews
[18-26]. The range in accuracy of self-report found in these
previous studies has been wide (59-90%). Our study differed
from these previous attempts to measure accuracy of self-report
by using a novel computer-assisted self-interviewing instrument
that may remove the perceived time pressures to respond, and
that provides respondents with an enhanced sense of privacy.
Moreover, our study is the only one that compared the results
of self-reporting to the immunization status determined from
an exhaustive review of vaccine records at multiple sources of
care.

Finally, we found that in the process of verifying self-reporting,
a substantial amount of time and resources were spent contacting

health care providers who either were not always willing to
participate or did not always possess complete vaccine records.
Thus, it is possible that had we used our computer-assisted
self-interviewing instrument alone, we could have estimated
the participant’s HPV vaccine immunization status in a much
less time- and resource-intensive manner without substantially
sacrificing accuracy. Although our study did not test these
potential gains in efficiency, our data suggest that these methods
warrant further investigation. Identifying a data-collection
strategy that is both accurate and efficient would be an essential
public health contribution as even small improvements in the
way we collect data about prior immunization could
substantially reduce costs and facilitate the study of the HPV
vaccine in this under-immunized population.

Potential Limitations
This study has some potential limitations. First, it used data
from a sample of adult women who were participating in a
case-control study. Thus, bias may have been introduced in the
selection of subjects. However, there was very little difference
in the accuracy of self-reporting between cases and controls,
which suggests that combining the groups is unlikely to have
led to bias [27-29]. Second, the measure we used as a gold
standard (all reported sources of care) may not have captured
all doses of the HPV vaccine, as some women may not have
correctly recalled all prior sources of care, and some providers
had incomplete vaccine records. However, results were largely
unchanged when we excluded women for whom all records
could not be reviewed. Third, an inherent limitation to
computer-assisted self-interviewing is the lack of any
participant-researcher interaction, which may lead to incorrect
responses if any questions are unclear. However, to reduce any
risk of this potential limitation, we tested and refined our
instrument before deployment to ensure the clarity of questions
and ease of use of our instrument.

Conclusions
Accurately determining prior immunization with the HPV
vaccine can be challenging and resource-intensive. Electronic
data collection systems that utilize computer-assisted
self-interviewing methodologies have been increasingly used
in clinical research and offer a promising approach for
ascertaining HPV vaccine immunization history. Our experience
implementing a computer-assisted self-interviewing instrument
suggests that it is a reasonably accurate method to ascertain
immunization status by self-reporting, it is acceptable to adult
women in a research setting, and it is feasible to implement.
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Abstract

Computable phenotypes are algorithms that translate clinical features into code that can be run against electronic health record
(EHR) data to define patient cohorts. However, computable phenotypes that only make use of structured EHR data do not capture
the full richness of a patient’s medical record. While natural language processing (NLP) methods have shown success in extracting
clinical features from text, the use of such tools has generally been limited to research groups with substantial NLP expertise.
Our goal was to develop an open-source phenotyping software, Clinical Annotation Research Kit (CLARK), that would enable
clinical and translational researchers to use machine learning–based NLP for computable phenotyping without requiring deep
informatics expertise. CLARK enables nonexpert users to mine text using machine learning classifiers by specifying features for
the software to match in clinical notes. Once the features are defined, the user-friendly CLARK interface allows the user to choose
from a variety of standard machine learning algorithms (linear support vector machine, Gaussian Naïve Bayes, decision tree, and
random forest), cross-validation methods, and the number of folds (cross-validation splits) to be used in evaluation of the classifier.
Example phenotypes where CLARK has been applied include pediatric diabetes (sensitivity=0.91; specificity=0.98), symptomatic
uterine fibroids (positive predictive value=0.81; negative predictive value=0.54), nonalcoholic fatty liver disease (sensitivity=0.90;
specificity=0.94), and primary ciliary dyskinesia (sensitivity=0.88; specificity=1.0). In each of these use cases, CLARK allowed
investigators to incorporate variables into their phenotype algorithm that would not be available as structured data. Moreover,
the fact that nonexpert users can get started with machine learning–based NLP with limited informatics involvement is a significant
improvement over the status quo. We hope to disseminate CLARK to other organizations that may not have NLP or machine
learning specialists available, enabling wider use of these methods.

(JMIR Med Inform 2020;8(1):e16042)   doi:10.2196/16042

KEYWORDS

natural language processing; machine learning; electronic health records

Introduction

Structured data in the electronic health record (EHR), such as
diagnosis and procedure codes, numeric lab values, and
admission and discharge dates, are extraordinarily valuable for
development of computable phenotypes [1]. These are
algorithms that translate clinical features into code that can be
run against EHR data to define patient cohorts. Computable
phenotypes can be used to efficiently identify potential study

participants for recruitment, be shared among collaborators to
enable multi-site cohort identification, or be posted publicly in
repositories (eg, Phenotype KnowledgeBase) [2] for wide use.
However, computable phenotypes that only make use of
structured EHR data do not capture the full richness of a
patient’s medical record, because they do not consider
information found in the clinical notes.

National data networks such as the Electronic Medical Records
and Genomics (eMERGE) network have demonstrated that
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unstructured, free-text clinical notes often contain critical
information that is missing from the EHR's structured fields
[3,4]. Social determinants of health, symptoms, and findings
from imaging and pathology are among the features apt to be
buried in free text. However, despite their importance, extraction
of these features requires the use of more advanced informatics
methods [5,6]. By making clinical note text more accessible,
researchers can identify cohorts using inclusion or exclusion
criteria typically captured only in notes and often available only
through time-consuming, manual chart abstraction. While
natural language processing (NLP) methods have shown success
in extracting clinical features from text, current tools can be
difficult to implement, require specialized technical knowledge
to use, and entail extensive domain expertise for setup and
validation [7,8]. Even with the existence of freely available NLP
tools (eg, Apache’s cTAKES [9] and OpenNLP [10]), the use
of such tools for computable phenotyping has been limited to
research groups with substantial NLP expertise [11].

In the absence of this expertise, researchers are often obliged
to perform time-intensive chart reviews on an overly inclusive
set of patients to determine who qualifies for their study. This
additional effort may increase costs and significantly lengthen
the time between study start-up and participant recruitment. As
an alternative to manual chart review, NLP augmented with
machine learning can be used to identify cohorts where
structured data is limited or not available, using the contents of
free-text clinical notes [4-6,12-15]. We believe that the use of
these technologies and methods need not be limited to
informatics experts.

Computable phenotyping is a good fit for machine
learning–based NLP, as phenotypes are essentially classification
problems, as in, based on available information, a patient can
be placed in an appropriate category (eg, positive or negative
for a disease). A machine can be trained to extract and use
features from unstructured data similarly to the way a physician
can review a chart; both are methods to learn more about patients
[4-6,12-15]. Machine learning–based NLP relies on clues found
in clinical notes, which is closer to the process a clinician would
employ in reviewing a chart than using structured data elements
extracted from a clinical data warehouse.

Considering this need, our goal was to develop open-source
phenotyping software that enables clinical and translational
researchers to use machine learning–based NLP for computable
phenotyping, without requiring deep informatics expertise. To
meet this need, the North Carolina Translational and Clinical
Sciences Institute, the University of North Carolina at Chapel
Hill’s (UNC) National Institute of Health–funded Clinical and
Translational Science Award, and CoVar Applied Technologies
built CLARK (Clinical Annotation Research Kit) [16]. CLARK
is specifically designed to be user-friendly, freely sharable, and
applicable to a variety of translational research questions.
CLARK is designed to take free-text clinical notes as input and
classify those notes (and the associated patients) based on
features (ie, words and phrases) defined by the user. At its core,
CLARK is an approachable user interface to enable easier user
interaction with scikit-learn [17], with features tailored towards
interacting with clinical data and the needs of clinical
researchers.

CLARK is designed to supplement, not replace, human effort
[18] and judgment to reduce time spent conducting chart review,
produce more robust computable phenotypes, and move studies
to recruitment or data analysis more quickly. CLARK’s
approach to adapting a highly technical methodology for use
by nonexperts is a purposeful trade-off. It potentially sacrifices
the exactitude of a years-long informatics study to increase the
speed of development, ease of use, flexibility, and potential of
reusability, while still accomplishing the end goal of a refined
pool of potential study participants.

Methods

CLARK enables nonexpert users to mine text using machine
learning classifiers by specifying features for the software to
match in clinical notes. It is best suited for performing cohort
identification when criteria can be formulated as a classification
problem (eg, differentiating between disease subtypes,
symptomatic versus asymptomatic patients, and presence or
absence of disease). Once the classification problem is
identified, CLARK requires the user to start with a gold standard
(or training corpus) of clinical notes provided by clinical subject
matter experts. In the training corpus, the correct answer or
classification is already known to the user and CLARK.

The process of creating a gold standard differs depending on
the use case, but generally follows this pattern:

1. A patient cohort to be used as a gold standard is defined.
This may be a cohort of patients already known to the
investigator, patients in an existing registry for the condition
of interest, or patients identified in a database query using
as many structured data points as possible, and then
manually chart-reviewed by the clinicians to identify which
patients identified by the wide net are true cases.

2. If needed for the given use case, a matching set of patients
without the condition of interest can be identified and used
to serve as noncases in the gold standard.

3. The patients in the gold standard are divided into two sets
for use as a training set and testing set. Some use cases
divide 50/50, while others purposely oversample one or
more classifications.

4. At our institution, policy dictates that a data analyst will
then extract all clinical notes in a given period for the
identified patients on behalf of the investigator. These notes
are then converted to JSON format for loading into CLARK.
One of the metadata fields for each note contains the true
classification of the patient to whom it belongs, and this is
what CLARK uses to train.

Once loaded into CLARK, the user can browse through the
notes in the corpus and define important features (words and
phrases) in the gold standard using regular expressions or
patterns to match. Expression matches are highlighted in a note
browser for easy inspection. The user (a clinical subject matter
expert) defines features that will give CLARK the information
it needs to determine a given patient’s classification based on
the contents of their notes, using logic similar to a physician
performing a chart review. See Figure 1 for examples of features
defined as regular expressions, in this case, to help CLARK
identify patients with symptomatic uterine fibroids. See Figure
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2 for examples of those features matched in a clinical note. Both
positive and negative features can and should be defined, as the
machine learning model will classify those patients matching
“pelvic pain” and “denies pelvic pain” differently.

Once the features are defined, the CLARK user interface allows
the user to choose from a variety of standard machine learning
algorithms (linear support vector machine, Gaussian Naïve
Bayes, decision tree, and random forest), cross-validation
methods, and the number of folds (cross-validation splits) to be
used in evaluation of the classifier.

Under the hood, CLARK contains a patient record processing
engine that transforms the notes for each patient into a
multi-dimensional feature vector based on the regular expression
features defined by the user. For each sentence within a note,
the number of matches for each regular expression is calculated.
The vector of match counts is then summed across all sentences
within a single note. Finally, the vectors are summarized at the
patient level by calculating the mean feature vector across all
of that patient’s notes. The user’s chosen machine learning
algorithm is then able to consume these final patient-level
feature vectors to train a model.

After performing cross-validation on the training corpus,
CLARK displays results in an interactive dashboard (Figure 3),

which includes the classifier’s accuracy and confidence in each
classification. The confidence scores are particularly helpful
when iterating over a training set. If a user sees that CLARK is
only 55% confident in many of its classifications, even if the
classification is technically correct, that is an indicator that more
or different features may be needed in the model to provide
additional supporting data points. In a production-scale model,
one could also use the confidence score to set a cut-off point to
say that results would only be deemed reliable if they are at or
above a certain confidence level.

Users can select individual patients (eg, the set of patients for
whom CLARK was highly confident, but incorrect) to gather
information to continue tuning the features used in training the
model. The training process iterates as such until the user is
satisfied with performance. At this point, a held-out testing set
of labeled patients and notes can be processed using the
pretrained algorithm. The user and CLARK are blinded to the
correct labels of this held-out set. Once the model is run, the
user can be unblinded to the labels in order to assess the model’s
performance and calculate metrics such as sensitivity/specificity,
F1-measure, and area under the receiver operating characteristic.
The trained model can then be used to classify patients (and
identify cohorts) in new, unannotated data.

Figure 1. “Features” defined as regular expressions.

Figure 2. Highlighted feature matches.
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Figure 3. Interactive results dashboard.

CLARK has two primary components: A Python-based
computation engine and a user interface built using Electron
[19] and React [20]. All components of CLARK are themselves
open-source, including the machine learning package,
scikit-learn. CLARK runs well on personal computers and does
not require a server or any other expensive information
technology infrastructure to operate. The computation time
required to train a model on a cohort of a few hundred patients
generally takes just a few minutes, though this time is variable
depending on the volume of notes. Moreover, CLARK does not
require an internet connection to run, which means that (if
desired) it can be set up on a computer or virtual machine
quarantined from all network access. There is no physical or
logical connection between CLARK and the institutional patient
note repository (such as an enterprise data warehouse); instead,
CLARK ingests an extract of patient notes that are provisioned
to the research team. This extract can be stored locally on the

same computer on which CLARK is installed (which would
allow for the quarantine as mentioned earlier) or can be stored
on a remote mount or network drive. This feature alleviates
many institutions’ concerns regarding the security of
open-source software on network-connected servers handling
sensitive data and is a feature we included purposefully in
anticipation of sharing the application.

Since its public release in 2017, CLARK has been used in
several phenotyping applications at UNC, including efforts to
classify patients with diabetes, uterine fibroids, nonalcoholic
fatty liver disease (NAFLD), primary ciliary dyskinesia (PCD),
cystic fibrosis, and bronchiectasis. The motivations for the use
of CLARK for these particular phenotypes are presented in
Textbox 1.

A selection of preliminary results from these studies are
presented below.

Textbox 1. Use-case specific rationales for the use of CLARK.

Pediatric diabetes

• International Classification of Diseases, Ninth Revision (ICD-9) diagnosis codes (the standard at the time this study was ongoing) for pediatric
diabetes are fairly sensitive, but less specific when determining the presence or absence of diabetes in a patient, as patients may be given codes
for diabetes if they have, for example, diabetes risk factors [21]. Incorporating clinical notes in the phenotype provides another, more specific
source of information to help identify true cases.

Symptomatic uterine fibroids

• Women in whom uterine fibroids are identified will have an ICD-9 or International Classification of Diseases, Tenth Revision (ICD-10) diagnosis
code for the condition recorded in their EHR, regardless of whether the fibroids are symptomatic. Thus, using only structured data in a fibroid
computable phenotype identifies many asymptomatic women who would not qualify for this particular study [22]. Using clinical text as part of
the phenotype is a way to account for symptoms in addition to the presence of fibroids.

Nonalcoholic fatty liver disease

• NAFLD does not have reliable ICD-9 or ICD-10 diagnosis codes and is underdiagnosed [23]. However, characteristics of NAFLD can be gleaned
from clinical notes to identify patients missed with structured data algorithms.

Primary ciliary dyskinesia

• There is no specific ICD-9 or ICD-10 diagnosis code for PCD, meaning that this cohort cannot be identified using structured data alone. A
combination of factors appearing in clinical notes can, when taken together, identify these patients with more certainty.
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Results

The results shown in Tables 1 and 2 are preliminary or early
results for computable phenotyping studies in which CLARK
has been applied. We present these results here to provide a
picture of CLARK’s potential utility for these and other

phenotyping exercises. Each of these examples used CLARK’s
random forest option and were tested using 10-fold
cross-validation. Note that study 1 (pediatric diabetes) used an
early version of CLARK, well before its 2017 public release.
The remaining studies all used the newest public version of
CLARK.

Table 1. Select studies using CLARK for computable phenotyping.

Example regular expressionsExample featuresResearch question

Among a set of pediatric patients identified as po-
tentially diabetic using structured data, can we use
the patients’ clinical notes to identify the true posi-
tive cases [24]?

•• \bDM\W*T?(1|I)\b|\bT(ype)?\W*(1|I)\W*DM|\ID-
DM

“Type 1 diabetes”
• “Insulin-dependent diabetes”

• \b*insulin\W+depend\w+

Among a set of women with an ICD-9a diagnosis
code for uterine fibroids, can we use free-text re-

ports from MRIsb and ultrasounds to determine
which patients are symptomatic, versus asymptomat-
ic [25]?

•• ([Mm]ultiple |[Pp]rominent |[Ll]arge )([Uu]terine
|[Ii]ntramural )?fibroid(s)?

“Significant fibroids”
• “Denies pelvic pain”

• (denies|no).{0,35}pelvic pain• “Vaginal bleeding”
• ([Pp]ost(\s|.)?menopausal |[Hh]eavy |[Aa]bnormal

|[Ee]xtended )(vaginal )?bleeding\s.{1,750}fi-
broid(s)?

Among a set of patients with biopsy-proven

NAFLDc, non-NAFLD liver disease, and healthy
controls, can we use the patients’ clinical notes to
differentiate the NAFLD patients from the other,
similar conditions and healthy controls [23]?

•• ((bmi|body\smass\sindex|bmi)?\scalculat-
ed)[\s\w:]{0,7}(([4][0-9].?[0-9]?[0-9]?)|([5][0-9].?[0-
9]?[0-9]?)|([6][0-9].?[0-9]?[0-9?)|([7][0-9].?[0-9]?[0-
9]?)|([8][0-9].?[0-9]?[0-9]?))

BMId≥40 (body mass index)
• “NAFLD”

• ((NAFLD|((non[0]?alcoholic)?\sfatty\sliver\s(dis-
ease)?)|K76\.0))

Among a set of patients with known PCDe, cystic
fibrosis, bronchiectasis, and healthy controls, can
we use the patients’ clinical notes to differentiate
the PCD patients from the other, similar conditions
and healthy controls? (Work ongoing.)

•• (s|S)itus (inversus|ambiguous)|(d|D)extrocar-
dia|(h|H)eterotaxy

“Situs inversus”
• “Denies shortness of breath”

• (without|(N|n)o\b|(N|n)ega-
tive|(D|d)enies).{1,25}shortness of breath

• “Ear tubes”

• (E|e)ar tubes?|tympanoplasty|P\.?E\.? tubes?

aICD-9: International Classification of Diseases, Ninth Revision.
bMRI: magnetic resonance imaging.
cNAFLD: nonalcoholic fatty liver disease.
dBMI: body mass index.
ePCD: primary ciliary dyskinesia.

Table 2. Evaluating performance of the research questions of each study.

Model PerformanceClassifications (true n from gold standard)Base population (n)

Sensitivity=0.91; Specificity=0.98True positive case (537) versus false positive case (811)Pediatric patients identified by a wide-net structured

EHRa data algorithm [21] as having possible dia-
betes (1348)

Positive predictive value=0.81;
Negative predictive value=0.54

Symptomatic fibroids (120) versus asymptomatic fibroids
(43)

Women with uterine fibroids identified by a struc-
tured EHR data algorithm [22] (163)

Sensitivity=0.90; Specificity=0.94NAFLD cases (19) versus a mix of non-NAFLD liver dis-
ease cases and healthy controls (36)

Patients with biopsy-proven NAFLDb, non-NAFLD
liver disease, and healthy controls (55)

Sensitivity=0.88; Specificity=1.00PCD case (22) versus a mix of CFd cases, bronchiectasis
cases, and controls (225)

Research registry of patients with confirmed PCDc,
cystic fibrosis, or bronchiectasis, as well as healthy
controls (247)

aEHR: electronic health record.
bNAFLD: nonalcoholic fatty liver disease.
cPCD: primary ciliary dyskinesia.
dCF: cystic fibrosis.
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Discussion

Primary Results
Our findings demonstrate CLARK’s potential to enhance the
ability to define computable phenotypes for cohorts that require
going beyond structured EHR data. Using clinical “clues”
provided by clinical subject matter experts, CLARK was able
to identify concepts in free-text notes that are either unreliable
or not present in structured data.

This is the first time these CLARK-specific results have been
published outside of abstracts; thus, these algorithms have not
yet been unleashed on data beyond the training and test sets.
Running the PCD or NAFLD algorithms on UNC’s entire
clinical data warehouse, for example, would be a true test of
these phenotypes’ utility. Once we take this step, there is a
strong chance that we could identify previously undiagnosed
(or uncoded) cases of these diseases, which could have a direct
impact on patients’ lives.

One consistent feature of machine learning and natural language
processing is that 100% accuracy is exceedingly rare, except
by chance (or by overfitting one’s model). As a result, clinicians
must tolerate many false positives and false negatives, with the
level of tolerance based on the use case. Because CLARK
outputs a confidence level with each of its classification
decisions, users have the flexibility to, for example, only accept
CLARK’s classifications when the confidence is above a certain
cut-off point and opt to review the rest manually. This option
may engender more trust in CLARK’s results, while still cutting
down on the number of charts needed to be reviewed manually.

User-Friendliness as Innovation
Our intention for CLARK’s interface to be accessible to less
technical users is itself an innovation. While NLP is a
well-established informatics method in health care and
translational research, its use is generally limited to experts with
the requisite technical knowledge and programming skills [11].
While the same could be said for many methodologies (eg, some
advanced statistical analysis may be limited to biostatisticians),
one key aspect of NLP makes democratization particularly
desirable: the requirement that machine learning–based NLP
models be trained before applying them to new data. In the
health care context, this means training a model to mimic clinical
inference. For that reason, clinicians, not informaticians, are
best suited to train models. However, at present, only
informaticians are capable of executing and iterating through
the training process. CLARK is designed to address that gap.
Though we have not done a formal usability study at this time,
design decisions during application development were made
with our intended audience (noninformatician
clinician-scientists) in mind.

CLARK’s most technical prerequisite is a basic understanding
of regular expressions or snippets of text that define a pattern
of alphanumeric characters. While the most complex regular
expressions are not likely to be used by nonexperts, we have
had success training clinician-researchers to build simple regular
expressions and use them in CLARK on their own. In early user
testing, we successfully taught basic regular expression syntax
in a one-hour session to approximately ten investigators who
were initially unfamiliar with the concept. Yes, regular
expressions can be tricky for even experienced programmers,
and these one-hour training sessions are not intended to result
in mastery. Instead, these sessions enable investigators to start
basic pattern matching (eg, “(D|d)iabetes”). When more complex
expressions are needed, our informatics team is available to
assist, while still allowing the investigator to use the software
and do their analysis independently.

Once that knowledge is gained, learning how to build a basic
model in CLARK takes only minutes. In three of the four studies
described in our Results, the clinician investigators worked
side-by-side with an informatician in the CLARK user interface
to browse through notes and define regular expressions as a
team. Additionally, we have examples of ongoing studies in
which the clinician investigators are using CLARK mostly on
their own (eg, to identify breast cancer subtypes), with only a
small amount of support from an informatician. The most
common questions we receive from investigators are not around
regular expressions, but rather what is happening within the
black box of the machine learning model. We have found that
the idea of a machine making decisions that are opaque to the
human user is a challenging concept to explain in lay language
and is something we continue to work on. Regardless, the fact
that nonexpert users can get started with machine learning–based
NLP with limited informatics involvement is a significant
improvement over the status quo.

Conclusions
We believe that CLARK has enormous potential to allow more
complex cohorts to be identified using computable phenotyping,
by unlocking the valuable content of free-text clinical notes and
other unstructured data. Moreover, by making the user interface
understandable to noninformaticians, yet maintaining a
sophisticated backend capable of running complex models,
CLARK achieves what most existing machine learning–based
NLP applications do not [7]: user-friendly design that supports
the interdisciplinary nature of NLP. By making CLARK open
source, we hope to disseminate CLARK to other sites that may
not have NLP or machine learning specialists available, enabling
wider use of these methods, and spurring innovation and
collaboration in computable phenotyping.
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Abstract

Background: Since its inception, artificial intelligence has aimed to use computers to help make clinical diagnoses. Evidence-based
medical reasoning is important for patient care. Inferring clinical diagnoses is a crucial step during the patient encounter. Previous
works mainly used expert systems or machine learning–based methods to predict the International Classification of Diseases -
Clinical Modification codes based on electronic health records. We report an alternative approach: inference of clinical diagnoses
from patients’ reported symptoms and physicians’ clinical observations.

Objective: We aimed to report a natural language processing system for generating medical assessments based on patient
information described in the electronic health record (EHR) notes.

Methods: We processed EHR notes into the Subjective, Objective, Assessment, and Plan sections. We trained a neural network
model for medical assessment generation (N2MAG). Our N2MAG is an innovative deep neural model that uses the Subjective
and Objective sections of an EHR note to automatically generate an “expert-like” assessment of the patient. N2MAG can be
trained in an end-to-end fashion and does not require feature engineering and external knowledge resources.

Results: We evaluated N2MAG and the baseline models both quantitatively and qualitatively. Evaluated by both the
Recall-Oriented Understudy for Gisting Evaluation metrics and domain experts, our results show that N2MAG outperformed the
existing state-of-the-art baseline models.

Conclusions: N2MAG could generate a medical assessment from the Subject and Objective section descriptions in EHR notes.
Future work will assess its potential for providing clinical decision support.

(JMIR Med Inform 2020;8(1):e14971)   doi:10.2196/14971

KEYWORDS

electronic health record note; medical assessment generation; deep neural network model; artificial intelligence; natural language
processing

Introduction

Electronic health record (EHR) systems have been widely
adopted by hospitals in the United States and other countries
[1], resulting in an unprecedented amount of digital data or
EHRs associated with patient encounters [2]. The primary
function of EHRs is to document patients’ clinical information

and share them among health care providers for patient care.
Rich clinical information is represented in the EHRs. In recent
years, secondary use of EHRs has helped advance EHR-related
computational approaches [3,4].

EHR notes are written by providers who care for their patients.
Providers are trained to write notes with a problem-oriented
SOAP (Subjective, Objective, Assessment, and Plan) structure
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[5] along with the Header, which records patients’ necessary
information such as name, date of birth, and reason for visit or
chief complaint. Textbox 1 shows an illustrative example of a
SOAP note for an outpatient encounter. Typically, the subjective
section describes patients’ current condition(s), either as
patients’ self-reports or physicians’ summaries of previous and
pertinent clinical conditions relevant to the chief complaints.
This includes medical history, surgical history, family history,
and social history along with current medications, smoking
status, and drug/alcohol/caffeine use. The Objective section

includes clinical conditions, measurements, and observations
from patients’ laboratory, physical, and other examinations that
are noted during the clinic visit when the note was created. The
assessment section typically contains medical diagnoses and
summaries of the key elements that lead to the medical
diagnoses. Following the diagnoses, physicians lay out the plan
for treatment or differential diagnosis, including ordering labs
(for differential diagnosis), radiological referrals, performing
procedures, and prescribing medications.

Textbox 1. A typical SOAP (Subjective, Objective, Assessment, and Plan) electronic health record note (deidentified).

Header: Umass memorial medical center patient:<patient name> <acct.#> <mr#> <date of birth> <date of service> <address> <physician name>
<dictation date> clinic note reason for visit: postoperative visit status post open reduction and percutaneous pinning of right small finger metacarpal
neck fracture.

Subjective: this is a very pleasant 28-year-old gentleman that we have been following and treating for right small finger metacarpal neck fracture
sustained on 03/04/2016 . he feels well . he has been working very closely with hand therapy . he has increased his extension of his small finger. he
has not really worked on his grip as of yet .

Objective: physical examination: the scar is well healed externally , although it does feel like there is some prominent scar tissue in the deep soft
tissues . he is able to better extend his small finger , although there is still a small amount of extensor lag at rest. his sensation otherwise is intact on
the radial and ulnar aspects of his finger . radiographs : three views of his hand are taken today and his metacarpal appears better aligned compared
to before . he has exhibited bony healing and on the whole , the alignment is acceptable .

Assessment: healing well status post open reduction and percutaneous pinning of right small finger metacarpal fracture.

Plan: the patient should continue working with hand therapy and at this point, he is 8 weeks out. he may begin some light strengthening with a target
date for weightbearing around the 10 to 12-week mark. I have advised him that if it bothers him that he cannot fully extend his small finger secondary
to scar tissue, we can always try to perform a tenolysis of the tendon in the future. He wishes to hold off on this and I will plan to see him back in
about 2 moths.

Rich clinical knowledge can be inferred from EHRs with such
a SOAP structure. In this case, the chief complaint and
subjective evidence lead to objective measurements.
Assessments are inferred from both subjective and objective
evidence and lead to specific plans. As illustrated in Textbox
1, the assessment typically contains two components: (1) a
summary of the main conditions, and (2) the diagnoses or likely
diagnoses, typically in order from the most likely to the least
likely.

Inferring clinical diagnoses is a crucial step during the patient
encounter. In the clinical domain, natural language processing
(NLP) apps have mainly focused on adverse event detection
[6], named entity recognition [7], and relation identification [8].
A closely related system is automated International
Classification of Diseases (ICD) code assignment, where these
models employ machine learning approaches to predict
ICD-Clinical Modification (CM) codes [9]. However, ICD-CM
codes are created mainly for billing purposes and have
limitations (eg, incomplete assignment [10]) when used as the
gold standard for diagnosis labels. In this study, we propose a
complementary approach. We built an expert system by directly
learning clinical knowledge from SOAP notes to generate
medical assessments and diagnoses. Unlike previous expert
systems that mainly comprise predefined diagnosis categories,
our system generates assessment that is described in natural
language.

Automatically generating medical assessment is a challenging
task in both computer science and medicine. Both subjective
and objective components in a SOAP note are generally verbose,
containing abundant medical jargon, much of which is sparse

(with low term frequency) and therefore considered as
out-of-vocabulary words. EHR narratives also use irregular
natural language, including broken sentence structures, and are
written by different physicians with different writing styles,
many of whom have been trained outside the United States.

Our computation model for medical assessment generation is
based on our observation that the medical assessment generation
task is partially analogous to the abstractive text summarization
tasks. In recent years, much progress has been made on neural
abstractive summarizations [11]. The canonical neural
sequence-to-sequence model uses recurrent neural network
(RNN) to encode an input document and another RNN as a
decoder with an attention mechanism to generate the target text
[12]. State-of-the-art models have been proposed in recent years,
such as the copy mechanism [13,14] and coverage mechanism
[15]. These models have demonstrated advances for generating
long-document summarization [16].

In this study, we explored these aforementioned state-of-the-art
models as baseline models for Assessment generation. Our
innovative approach is as follows: In addition to depending on
the Subjective and Objective descriptions, the Assessment
generation is conditioned on the chief complaint(s), which is
the reason that a patient seeks medical treatment. Therefore,
our NN model for medical assessment generation (N2MAG)
augments the pointer-generator network proposed by Seeet al
[16], with an innovative attention-over-attention model. Thus,
the chief complaints information in the Header section could
be used to infer assessment. Evaluation of 953 patients’ EHR
notes shows that N2MAG can generate natural and fluent
assessment, significantly outperforming competitive baseline
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models by using both the Recall-Oriented Understudy for
Gisting Evaluation (ROUGE) evaluation metrics and physicians’
evaluation.

Methods

The Overall Architecture
N2MAG merges the narrative text X in subjective and objective
sections as an input document, denoted as a sequence of words

(f1, f2...fn). Its header section, T, is represented by a sequence
of words (w1, w2...wm). The goal of N2MAG is to generate the
assessment, Y, consisting of a word sequence (y1, y2...yl), given
X and T. As illustrated in Figure 1, N2MAG has three
components: the encoder of subjective and objective sections
(the main encoder), the encoder of the header section, and the
decoder that generates medical assessment.

Figure 1. Illustration of the Neural Model for Medical Assessment Generation (N2MAG).

This study obtained approval from the Institutional Review
Board at the University of Massachusetts Medical School.

The Main Encoder
The N2MAG uses a single-layer, bidirectional long short-term
memory (LSTM) neural network [17] to encode the input text
(ie, the subjective and objective sections). LSTM is commonly
used for sequence-related applications [11,18]. The sequence
of words in subjective and objective sections X is first mapped
to a sequence of word vectors (x1...xn), by looking up the word

embedding matrix Mdx|V|, where d denotes the dimension of
word embeddings and |V| denotes the size of vocabulary. The
word vector xi is then fed into the bidirectional LSTM (denoted
as LSTMsource) one by one, which produces a sequence of
encoder hidden states [h1…hn], denoted as H. The subjective
and objective text is therefore represented as a sequence of
hidden states H.

The Encoder of the Header Section
For the canonical neural sequence to sequence model, there is
only one encoder, that is, LSTMsource. However, for medical
assessment generation, the Header section contains valuable
information (eg, chief complaints), which is useful for
assessment generation. In order to encode the Header section,
N2MAG uses another bidirectional LSTM denoted as
LSTMheader. Similar to the encoder of the subjective and
objective sections, the sequence of words in the Header section
T is first mapped to a sequence of word vectors (t1…tm) denoted
as T. The word vector ti is then fed into the encoder LSTMheader

one by one, which produces a sequence of encoder hidden states
[z1…zm], denoted as Z:

Z=LSTMheader (t1...tm) (1)
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For N2MAG, Z will be used by the decoder to fetch more
accurate information from the subjective and objective input
sections.

The Decoder of Assessment
The decoder of N2MAG is a single-layer LSTM. It generates
words one by one from the given start symbol </begin> and
terminates when </end> is generated or the maximum decoding
length is reached. At each step, the decoder LSTM receives the
word embedding of the previous word to produce the decode
state si.

The decoder of N2MAG first uses si to attend to the hidden
states Z of the Header section encoder. The attention distribution
on Z can be calculated as Equation 2, where zj is the encoder
hidden state of the jth word in the header section.

(2)

εij=VTtanh(WZzj+WSsj+bz) (3)

The patient’s information zi
*, which the decoder attended to

during the decoding step i, can be calculated as Equation 4:

zi
*=Σm

k=1αik zk (4)

where V, WZ, WS, and bZ are learnable parameters.

In the next step, N2MAG uses si and zi
* to attend to the hidden

states H. The attention probability of hj on the decoding step i
is calculated as Equation 5. The attention distribution βi* of H
on the decoding step i can be represented as (βi1...βin).

(5)

(6)

where are learnable parameters.

N2MAG uses the attention distribution βi* to fetch information

hi
* from the subjective and objective sections, which can be

calculated as mentioned in Equation 7:

hi
*=Σn

k=1βikhk (7)

This equation allows N2MAG to consider both the current
decoder state and the patient’s information to fetch information
from the subjective and objective sections, which can be viewed
as the attention-over-attention mechanism. Generally, the current
decoder state si is to inform the decoder of which types of

information are to be fetched. The zi
* forces the decoder to target

at a more specific location.

To handle out-of-vocabulary words in EHR notes, N2MAG
also uses copying or pointing mechanisms [13,14]. The copying
mechanism allows the network to copy words from the source

text. N2MAG first computes the probability pi
gen of generating

a word from the predefined vocabulary on decoding step i, which
can be formulated as Equation 8.

pi
gen=σ(W’h*h

*
i+ W’Ssi+ W’y yi-1+b’) (8)

where W’h*, W’S, W’y, and scalar b’ are learnable parameters;

pi
gen is then used as a soft gate to decide whether to sample a

word from the distribution on predefined vocabulary or from
the attention distribution βi*. The final probability of the word
w output by the decoder on decoding step i can be formulated
as Equation 9:

pi(w)= pi
gen * pi

voc(w)+(1- pi
gen)*Σn

j=11(wj=w)* βij

(9)

where 1(wj=w) equals to 1, if the jth word is in the subjective
and objective section X and is the word w. Otherwise, 1(wj=w)

equals to 0; pi
voc(w) is the probability of sampling word w from

the predefined vocabulary on decoding step i; and pi
voc is the

word distribution on predefined vocabulary on decoding step
i, which can be computed in Equation 10:

(10)

where are learnable parameters.

In summary, our N2MAG uses both the attention-over-attention
and copying mechanisms. The attention-over-attention can
facilitate the decoder to locate more accurate information from
the narrative text. The copying mechanism can alleviate the
out-of-vocabulary problems during decoding.

Training
The parameters θ of the N2MAG includes four parts: the word

embedding matrix M, the parameter θ1 of source, the parameter

θ2 of header, and the parameter θ3 for the decoder of
assessment. The probability of generating reference assessment
Y can be formulated in Equation 11:

P(Y|X,T; θ)=∏l
i=1P

i(yi) (11)

The negative log-likelihood loss for generating the reference
assessment Y is calculated as Equation 12:

Lossnll(Y|X,T;θ)=–Σl
i=1log(Pi(yi))/l (12)

Equation 12 is the basic loss used in N2MAG. Our loss function
is based on the recent research on the neural
sequence-to-sequence models such as minimum risk training
[19], cost weighting [20], and coverage mechanism [15]. Since
clinical content integrity is very important for making a
diagnosis, we chose the coverage mechanism, which forces the
model to attend to the different locations of source text instead
of one. On the decoding step i, the decoder uses the Equation
13 mentioned below to compute the vector (ci1…cin) denoted
as ci*, whose dimension equals the length of the subjective and
objective text. In addition, ci* is used to record the accumulative
attention degree of each word until the decoding step i:

ci*=Σk=1
i-1βi* (13)

Then, ci* is added to equation 6 as an extra factor. Hence,
equation 6 is modified to Equation 14 as follows:

(14)
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where  is the extra learnable parameter. Therefore, in the
training period, the learnable parameter θ’ includes two parts

. We use the coverage loss Losscov as Equation 15:

Losscov(Y|X,T;θ’)= Σl
k=1Σ

n
j=1 min(βkj, ckj) (15)

Finally, the coverage loss Losscov and negative log-likelihood
loss Lossnll(Y|X,T;θ) are linearly combined with hyperparameter
λ as Equation 16.

Loss(Y|X,T; θ’)= Lossnll(Y|X,T;θ)+λLossnll(Y|X,T;θ’)
(16)

The λLossnll(Y|X,T;θ’) can be viewed as the model
regularization factor. It can prevent N2MAG from overfitting
on specific local parts. In practice, we first train N2MAG with
the loss Lossnll(Y|X,T;θ) until it converges on the validation
set. Subsequently, we incorporate the coverage mechanism into
pretrained N2MAG and continue to train it with the loss

Loss(Y|X,T;θ’).

Experiments and Systems

Dataset
Our EHR data comprise 235,458 outpatient EHR notes from
the University of Massachusetts Memorial Medical Center,
from which we randomly selected 233,470, 1,035, and 953 notes
for training, development, and test sets, respectively. As
described previously, a typical structure of EHR notes includes
the Header and SOAP sections, as shown in Textbox 1, although
variations exist. For example, in some notes, Subjective and
Objective sections are not explicitly marked, but the relevant
content is described in other sections such as “History of present
illness.” To address the variations, we simply aggregated the
text between “History of present illness” and “Assessment” as
the “Subjective” and “Objective” sections.

Models
We compare N2MAG with the state-of-the-art neural
sequence-to-sequence models. The detailed setups of the
baseline and our N2MAG models are described as follows:

• Seq2Seq+att: Seq2Seq+att is the model proposed by
Bahdanau et al [12], which is commonly used as the
benchmark model for sequence-to-sequence tasks.

• Pointer-generator (PG): PG [16] is the state-of-the-art model
for document summarization. It incorporates the copying
mechanism on the Seq2Seq+att model.

• PG+Coverage: PG+Coverage is proposed by See et al [16].
It incorporates the coverage mechanism based on the
pretrained PG. The hyperparameter λ is set to 0.2.

• N2MAG: N2MAG is trained with negative likelihood loss
Lossnll(Y|X,T;θ).

• N2MAG+Coverage: It incorporates the coverage
mechanism based on the pretrained N2MAG and is
continuously trained with loss Loss(Y|X,T; θ’). The
hyperparameter λ is set to 0.2.

Settings
All aforementioned models use LSTM as both the encoder and
decoder to train on the same training set. All the
hyperparameters are chosen empirically. The dimension of the
hidden state is set to 200, and the embedding dimension is set
to 128. All the parameters are randomly initialized. The
vocabulary size is set to 100,000. We take the tokens that contain
digit as out-of-vocabulary words and add the digit “0-9” to the
vocabulary. During training and testing, we truncate the
subjective and objective sections to 500 tokens and limit the
length of the assessment section to 60 tokens for training. For
N2MAG and N2MAG+Coverage, we truncate the Header
section to 100 tokens. All these models are trained using
Adagrad [21] with a learning rate of 0.12 and an initial
accumulator value of 0.11. We use the loss on the validation
set to implement early stopping [22]. At the test time, all the
models produce assessment using beam search with a beam size
of 10, the minimum decoding length is set to 15, and the
maximum decoding length is set to 60.

Evaluation

Recall-Oriented Understudy for Gisting Evaluation
Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
[23] is commonly used to evaluate document summarization
models and has been proven to be strongly correlated with
human evaluation results. We therefore use ROUGE to evaluate
N2MAG and other baseline models.

There are multiple variants of ROUGE scores. Among them,
ROUGE-1 (R-1), ROUGE-2 (R-2), and ROUGE-L (R-L) are
the most commonly used ones. ROUGE-n (R-n) can be
computed as Equation 17 below:

(17)

where n stands for the length of the n-gram, Countmatch(gramn)
is the maximum number of n-grams co-occurring in both the
generated assessment and the reference. Similarly, we could
compute the R-n precision and F1. R-1 and R-2 are special cases
of R-n, in which n=1 or n=2. R-L is instead computed based on
the length of the longest common subsequence between the
candidate assessment and the reference. In this work, we use
F1 of R-1, R-2, and R-L as our evaluation.

Expert Evaluation
We also conducted a qualitative evaluation to compare the
N2MAG+Coverage model with the PG+Coverage model, since
both models have competitive performance based on our
quantitative evaluation results. We randomly sampled 50
patients’ EHR notes from the test set and asked two unbiased
physicians who were not privy to the reasons, to evaluate the
quality of the generated assessments. Specifically, for each EHR
note, we presented three assessments (the doctor’s assessment,
assessments produced by N2MAG+Coverage, and
PG+Coverage) to two physicians. To ensure fairness, the order
of the three assessments for each EHR note was randomized.
In order to eliminate bias against computer-generated outputs,
we informed the physician evaluators that all three assessments
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are outputs by a machine. The score ranged from 1 to 5, where
1 denotes “the worst” and 5 denotes “the best.”

Results

Table 1 shows the performance comparison between our models
and the baseline models. The results show that both N2MAG
and PG with the copying mechanism outperformed the
Seq2Seq+att model. Our manual analysis concluded that the
copying mechanism can mitigate data sparsity. Specifically,
even with a large vocabulary, the Seq2Seq+att models failed to
generate some words (such as the patient’s name and age), while
the models (PG and N2MAG) with copying mechanism could
generate these words. Although it is common for doctors to
describe patients’ basic information (such as name and age),
such information represents the rare word challenge. This is
also one of the reasons that Seq2Seq+att performed poorly based
on ROUGE.

The results also show that PG+Coverage and
N2MAG+Coverage outperformed their corresponding PG and

N2MAG models. The results demonstrate that the coverage
mechanism can boost the model to comprehend patients’ EHR
notes as a whole instead of only focusing on some specific text.
These results conclude that both the copying and coverage
mechanisms benefit PG and N2MAG performance, which is in
line with the previous research in the NLP domain, such as
document summarization [13,16] and machine translation [15].

Table 1 shows that both N2MAG and N2MAG+Coverage,
which use the attention-over-attention mechanism to incorporate
the patients’ basic information, outperformed PG and
PG+Coverage. The results support our intuition that patients’
chief complaint information is valuable. For example, in
Textbox 1, the “reason for visit” clearly shows that the main
purpose of the patient’s visit is “postoperative visit status post
open reduction and percutaneous pinning of right small finger
metacarpal neck fracture.” Our attention-over-attention
mechanism allowed the models to condition on the chief
complaint and therefore generated better assessments.

Table 1. Performance results evaluated with the F1 ROUGE scores (%). All scores of N2MAG and N2MAG+Coverage are statistically significant
using 95% CIs with respect to competitor models.

ROUGE-LROUGE-2ROUGEa-1Model

34.720.337.4Seq2Seq+att

35.822.538.6PGb

38.624.841.6PG+Coverage

40.227.043.1N2MAGc

41.828.545.2N2MAG+Coverage

aROUGE: Recall-Oriented Understudy for Gisting Evaluation.
bPG: point-generator.
cN2MAG: neural network model for medical assessment generation.

Table 2 shows the physician's evaluation results. The results
show that N2MAG+Coverage outperformed PG+Coverage
based on the overall quality of assessment. The results show
that although both PG+Coverage and N2MAG+Coverage
achieved better scores on ROUGE, their overall quality scores
remained lower (average of 2.17 and 2.36, respectively). On
the other hand, the evaluation scores of doctors were also low

(average of 2.92). Our results are not surprising, as there is a
wealth of literature that has shown low agreement among
physicians. In addition, since physician evaluators were
informed that all three outputs were generated by computer
systems, bias against computer systems may lead to poor overall
scores.

Table 2. Results of two physicians’ evaluations.

AveragePhysician 2Physician 1Model

2.922.703.14Human

2.171.842.50PGa+Coverage

2.362.062.66N2MAGb+Coverage

aPG: point-generator.
bN2MAG: neural network model for medical assessment generation.

We analyzed the physicians’ evaluation results. We found that
for 42 of 50 (84%) assessments, physician evaluators judged
that N2MAG+Coverage outperformed PG+Coverage. In
addition, for 18 of 50 (36%) assessments, physicians judged

that N2MAG+Coverage outperformed or performed equally as
the doctor who wrote the assessment of his/her patient.
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Discussion

Error Analyses
We also conducted error analyses. As described in the Results
section, N2MAG+Coverage outperformed PG+Coverage 84%
of the time. An example is illustrated in Textbox 2. In this
example, all three assessments correctly identified the type of
injury, which is a right small finger metacarpal fracture and that
the wound was healing. However, only the doctor and

N2MAG+Coverage identified the type of surgery the patient
underwent, which is open reduction and percutaneous pinning
of the fractured bone. The difference is crucial, as the
interpretation from human and N2MAG+Coverage assessments
would be correct (ie, the patient is recovering after undergoing
surgical treatment for the fracture), while the PG+Coverage
assessment would be incorrect (ie, the patient is recovering from
the fracture [without treatment]). This example shows the
importance for attention over attention.

Textbox 2. The generated assessments for the note in Figure 1. The numbers in brackets are the two physicians' scores.

Physician: healing well status post open reduction and percutaneous pinning of right small finger metacarpal fracture. <4,3>

PG+Coverage: healing well status post right small finger metacarpal fracture, status post right small finger metacarpal fracture. <3,3>

N2MAG+Coverage: healing status post open reduction and percutaneous pinning of right small finger metacarpal fracture. <4,3>

Although the result of ROUGE and expert evaluation
demonstrate the utility of our N2MAG models in generating
accurate medical assessments, we found that the N2MAG
models made a lot of mistakes, many of which were severe,
including wrong diagnoses. An example is shown in Textbox
3. The clinical narrative describes a patient’s current problem,
which is urinary incontinence. The severity of the problem
required the patient to use two diapers a day. The narrative also
describes the prior treatment in addition to other medical
conditions, surgical treatments, and current medications. Based
on clinical knowledge, urinary tract infection can often be
present with urinary incontinence. As such, the documented

physical examination shows the clinician’s effort to look for
findings suggestive of urinary tract infection. Based on the
information provided, the patient has urinary incontinence but
cannot fully rule out urinary tract infection because the patient
has pain in her flank. Upon analysis of the three assessments,
only the assessment generated by the doctor identified urinary
incontinence. In contrast, PG+Coverage provided no information
on the current status of the patient, while N2MAG+Coverage
made with a wrong diagnosis of benign prostate hyperplasia, a
condition that is not seen in females, and ruled out urinary tract
infection. We speculate that if we increase the training size that
N2MAG is trained on, we may mitigate this kind of mistake.

Textbox 3. The generated assessments for one electronic health record note. The numbers in brackets are two physicians' scores.

Header: patient is seen in consult at the request of dr. <Last Name >. chief complaint: urinary incontinence.

Subjective: the patient is an 87-year-old female, what she describes just total incontinence. she wears 2 depends a day. interestingly, there is no
nocturia, frequency, dysuria or hematuria . she wakes up in the morning and her diaper is soaked. she did have collagen implants to the urethra back
in the 1980s and they worked for a while, she says. past medical history: positive for atrial fibrillation, copd, congestive heart failure, diet-controlled
diabetes, reflux, elevated lipids, hypertension, hypothyroidism and vitamin d deficiency. past surgical history: includes the contigen injections as
noted, appendectomy, back surgery, right knee surgery, pacemaker placement and aortic valve replacement. tobacco use: none. ethanol use: none.
social history: the patient is retired. family history: benign. allergies: amlodipine, lipitor, metformin, codeine, morphine, propoxyphene, tramadol and
vicodin. medications: include aspirin, crestor, cyanocobalamin injections, furosemide, irbesartan, klor-con, levothyroid, meclizine, metoprolol, nasonex,
nitroglycerin, ventolin inhaler and coumadin.

Objective: physical examination: back: shows cva tenderness. abdomen: benign.

Physician: urinary incontinence for a week, completely stress incontinence. there is no urgency. <4,3>

PG+Coverage: assessment: the patient is doing well she has a history of atrial fibrillation, congestive heart failure, congestive heart failure, congestive
heart failure, congestive heart failure, coronary artery disease, congestive heart failure, coronary artery disease and coronary artery disease. <1,1>

N2MAG+Coverage: assessment: outlet obstruction secondary to bph, not requiring therapy, there is no evidence of urinary tract infection or urinary
tract infection. <1,2>

Our results show that physician evaluators provided low scores
for doctors’ assessments, mainly due to inadequate coverage.
For example, in the previous example, our two physician
evaluators gave the doctors’ assessment scores of 4 and 3,
because both considered that the doctor’s assessment was
incomplete: The assessment only described one of the symptoms
but failed to describe the possibility of urinary tract infection.

As the world population is living longer, patients are
increasingly having more complex diseases. At the same time,
physicians are increasingly trained with specializations. We

believe that N2MAG may be used as an efficient tool for clinical
decision support.

The Model Interpretation
Interpretability or explainability is crucial for any clinical
applications. However, interpretability is typically a well-known
challenge for deep neural models. In contrast, our novel
attention-over-attention mechanism architecture allows an
excellent interpretability. For example, as shown in Figure 2,
by analyzing the attention weights for the Header section, when
generating the word “healing,” the decoder mainly focuses on
the words (green words) “postoperative visit status,” “right
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small finger,” and “neck” in the Header section. Therefore, these
words summarize the main reason why patients visit the
physician. Accordingly, the decoder is based on this information
and extends to “postoperative visit status,” “right small finger,”
and “neck,” from the Subjective and Objective sections. Based
on the attention weights for the Subjective and Objective
sections, the decoder is shown to mainly pay attention to the

words (blue words) “very closely,” “well healed externally,”
“metacarpal appears better aligned,” and “has exhibited bony
healing.” From these words, we can see that the status of the
patient is becoming better. By combining the aforementioned
information, the decoder makes a decision to generate and output
the word “healing” in the assessment.

Figure 2. Example for model interpretation.

Conclusion and Future Direction
In this paper, we proposed a novel neural model for EHR
medical assessment generation (N2MAG). N2MAG takes on
input as Subjective and Objective content and conditions of the
chief complaint, and outputs Assessment in natural language.
Our evaluation results show that N2MAG substantially
outperformed other state-of-the-art machine learning models.
In addition, a comparison between N2MAG and physician
experts has shown that N2MAG performed equally or

outperformed doctors in 36% assessments. As the medical
domain has become more specialized, N2MAG has the potential
to be used to as a clinical decision system by generating a
medical assessment draft for physicians. N2MAG could
highlight salient information, which may help physicians reduce
the information overload burden and improve the efficiency.
To improve N2MAG, we will increase the size of EHRs for
training to mitigate data sparsity. We will also incorporate
external knowledge resources such as clinical guidelines.
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R-L: ROUGE-L
RNN: recurrent neural network
ROUGE: Recall-Oriented Understudy for Gisting Evaluation
SOAP: Subjective, Objective, Assessment, and Plan

Edited by G Eysenbach; submitted 07.06.19; peer-reviewed by M Torii, M del Pozo Banos; comments to author 01.07.19; revised
version received 28.09.19; accepted 19.10.19; published 15.01.20.

Please cite as:
Hu B, Bajracharya A, Yu H
Generating Medical Assessments Using a Neural Network Model: Algorithm Development and Validation
JMIR Med Inform 2020;8(1):e14971
URL: http://medinform.jmir.org/2020/1/e14971/ 
doi:10.2196/14971
PMID:31939742

©Baotian Hu, Adarsha Bajracharya, Hong Yu. Originally published in JMIR Medical Informatics (http://medinform.jmir.org),
15.01.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2020 | vol. 8 | iss. 1 |e14971 | p.30http://medinform.jmir.org/2020/1/e14971/
(page number not for citation purposes)

Hu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://medinform.jmir.org/2020/1/e14971/
http://dx.doi.org/10.2196/14971
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31939742&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

Sentiment Analysis in Health and Well-Being: Systematic Review

Anastazia Zunic1, MSc; Padraig Corcoran1, PhD; Irena Spasic1, PhD
School of Computer Science & Informatics, Cardiff University, Cardiff, United Kingdom

Corresponding Author:
Irena Spasic, PhD
School of Computer Science & Informatics
Cardiff University
The Parade
Cardiff, CF24 3AA
United Kingdom
Phone: 44 02920870320
Email: spasici@cardiff.ac.uk

Abstract

Background: Sentiment analysis (SA) is a subfield of natural language processing whose aim is to automatically classify the
sentiment expressed in a free text. It has found practical applications across a wide range of societal contexts including marketing,
economy, and politics. This review focuses specifically on applications related to health, which is defined as “a state of complete
physical, mental, and social well-being and not merely the absence of disease or infirmity.”

Objective: This study aimed to establish the state of the art in SA related to health and well-being by conducting a systematic
review of the recent literature. To capture the perspective of those individuals whose health and well-being are affected, we
focused specifically on spontaneously generated content and not necessarily that of health care professionals.

Methods: Our methodology is based on the guidelines for performing systematic reviews. In January 2019, we used PubMed,
a multifaceted interface, to perform a literature search against MEDLINE. We identified a total of 86 relevant studies and extracted
data about the datasets analyzed, discourse topics, data creators, downstream applications, algorithms used, and their evaluation.

Results: The majority of data were collected from social networking and Web-based retailing platforms. The primary purpose
of online conversations is to exchange information and provide social support online. These communities tend to form around
health conditions with high severity and chronicity rates. Different treatments and services discussed include medications,
vaccination, surgery, orthodontic services, individual physicians, and health care services in general. We identified 5 roles with
respect to health and well-being among the authors of the types of spontaneously generated narratives considered in this review:
a sufferer, an addict, a patient, a carer, and a suicide victim. Out of 86 studies considered, only 4 reported the demographic
characteristics. A wide range of methods were used to perform SA. Most common choices included support vector machines,
naïve Bayesian learning, decision trees, logistic regression, and adaptive boosting. In contrast with general trends in SA research,
only 1 study used deep learning. The performance lags behind the state of the art achieved in other domains when measured by
F-score, which was found to be below 60% on average. In the context of SA, the domain of health and well-being was found to
be resource poor: few domain-specific corpora and lexica are shared publicly for research purposes.

Conclusions: SA results in the area of health and well-being lag behind those in other domains. It is yet unclear if this is because
of the intrinsic differences between the domains and their respective sublanguages, the size of training datasets, the lack of
domain-specific sentiment lexica, or the choice of algorithms.

(JMIR Med Inform 2020;8(1):e16023)   doi:10.2196/16023

KEYWORDS

sentiment analysis; natural language processing; text mining; machine learning

Introduction

Sentiment analysis (SA), also known as opinion mining, is a
subfield of natural language processing (NLP) whose aim is to
automatically classify the sentiment expressed in a free text. Its

origins can be traced to the 1990s including methods for
classifying the point of view [1], predicting the semantic
orientation of adjectives [2], subjectivity classification [3], etc.
However, its rapid growth is correlated with the advent of Web
2.0 and the increasing availability of user-generated data such
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as product and service reviews as well as the proliferation of
social media communication channels.

SA has found practical applications across a wide range of
societal contexts including marketing, economy, and politics
[4-8]. This review focuses specifically on applications related
to health, which is defined as “a state of complete physical,
mental, and social well-being and not merely the absence of
disease or infirmity” [9]. The well-being itself is considered to
be a perceived or subjective state, that is, it can vary
considerably across individuals with similar circumstances [10].
This makes well-being an ideal case study for SA. However,
when it comes to matters of health, modern society tends to be
preoccupied with the negative phenomena such as diseases,
injuries, and disabilities [11], which makes SA in this domain
challenging. For instance, for a patient with a chronic condition,
having a good quality of life will not necessarily depend on the
absence of associated symptoms, but rather on the extent to
which they are managed and controlled. However, the negative
connotation of health symptoms tends to skew the SA results
toward the negative spectrum.

To establish the state of the art in SA related to health and
well-being, we conducted a systematic review of the recent
literature. To capture the perspective of those individuals whose
health and well-being are affected, we focused specifically on
spontaneously generated content and not necessarily that of
health care professionals. This differentiates this review from
others conducted on related topics. For example, Denecke and
Deng [12] reviewed SA in medical settings, but focused on the
word usage and sentiment distribution of clinical data, such as
nurse letters, radiology reports, and discharge summaries, while
public data shared by the likes of patients and caregivers were
restricted to 2 websites. On the contrary, Gohil et al [13] dealt
with user-generated data, but only considered Twitter, whereas

we posed no restrictions on the platforms used to generate the
data.

The remainder of the paper is organized as follows. The Methods
explains the methodology of this systematic review in detail.
Results presents the findings of the review, followed by a
discussion. The final section summarizes the main findings of
the review.

Methods

Guidelines
Our methodology is based on the guidelines for performing
systematic reviews described by Kitchenham [14]. It is
structured around the following steps:

1. Research questions define the scope, depth, and the overall
aim of the review.

2. Search strategy is an organized process designed to identify
all studies that are relevant to the research questions in an
efficient and reproducible manner.

3. Inclusion and exclusion criteria define the scope of a
systematic review.

4. Quality assessment refers to a critical appraisal of included
studies to ensure that the findings of the review are valid.

5. Data extraction is the process of identifying the relevant
information from the included studies.

6. Data synthesis involves critical appraisal and synthesis of
evidence to support the findings of the review.

Research Questions
The overarching topic of this review is the SA of spontaneously
generated narratives in relation to health and well-being. The
main aim of this review was to answer the research questions
given in Table 1.

Table 1. Research questions.

QuestionID

What are the major sources of data?RQ1

What is the originally intended purpose of spontaneously generated narratives?RQ2

What are the roles of their authors within health and care?RQ3

What are their demographic characteristics?RQ4

What areas of health and well-being are discussed?RQ5

What are the practical applications of SAa?RQ6

What methods have been used to perform SA?RQ7

What is the state-of-the-art performance of SA?RQ8

What resources are available to support SA related to health and well-being?RQ9

aSA: sentiment analysis.

Search Strategy
To systematically identify articles relevant to SA related to
health and well-being, we first considered relevant data sources:
the Cochrane Library [15], MEDLINE [16], EMBASE [17],
and CINAHL [18]. MEDLINE was chosen as the most diverse
data source with respect to the topics covered and publication
types. MEDLINE is a premier bibliographic database that

contains more than 29 million references to articles in life
sciences and biomedicine. Its coverage dates back to 1946, and
its content is updated daily. It covers publications of various
types, for example, journal articles, case reports, conference
papers, letters, comments, guidelines, and clinical trials. Its
content is systematically indexed by Medical Subject Headings
(MeSH), a hierarchically organized terminology for cataloging
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biomedical information, to facilitate identification of relevant
articles. For example, it defines the term natural language
processing as “computer processing of a language with rules
that reflect and describe current usage rather than prescribed
usage.” Therefore, this term can be used to identify articles on
this topic even when they use alternative terminology, for
example, “sentiment analysis,” “information retrieval,” and
“text mining.” We used PubMed, a multifaceted interface, to
search MEDLINE.

Having chosen MEDLINE as the primary source of information,
the next step in developing our search strategy was to define a
search query that adequately describes the chosen topic—SA
related to health and well-being. Given the MEDLINE’s focus
on biomedicine, inclusion of terms related to health and
well-being was considered redundant. Specifically, they could
improve the precision of the search (ie, reduce the number of
irrelevant articles retrieved), but could only decrease the recall
(the number of relevant articles retrieved). Given the relative
recency of research into SA and its applications in biomedicine,
we expected a query focusing solely on SA to retrieve a
manageable number of articles, which could then be reviewed
manually. The search query was defined as follows:

((sentiment[Title] OR sentiments[Title] OR
opinion[Title] OR opinions[Title] OR emotion[Title]
OR emotions[Title] OR emotive[Title] OR
affect[Title] OR affects[Title] OR affective[Title])
AND (“sentiment classification” OR “opinion

mining” OR “natural language processing” OR NLP
OR “text analytics” OR “text mining” OR
“F-measure” OR “emotion classification”)) OR
“sentiment analysis”

The search performed on January 24, 2019, retrieved a total of
299 articles. Notably, no articles published before 2011 were
retrieved, which confirmed our hypothesis about the relative
recency of research into SA and its applications in biomedicine.

Selection Criteria
To further refine the scope of this systematic review, we defined
a set of inclusion and exclusion criteria (see Tables 2 and 3) to
select the most appropriate articles from those matching the
search query.

Two annotators independently screened the retrieved articles
against inclusion and exclusion criteria and achieved the
interannotator agreement of 0.51 calculated using Cohen kappa
coefficient [19]. Disagreements were resolved by the third
independent annotator. A total of 95 articles were retained for
further processing.

To ensure the rigorousness and credibility of selected studies,
they were additionally evaluated against the quality assessment
criteria defined in Table 4. A total of 9 studies were found not
to match the given criteria. This further reduced the number of
selected articles to 86. Figure 1 summarizes the outcomes of
the 4 major stages in the systematic literature review.

Table 2. Inclusion criteria.

CriterionID

The input text represents spontaneously generated narrative.IN1

The input text discusses topics related to health and well-being.IN2

The input text captures the perspective of an individual personally affected by issues related to health and well-being (eg, patient or carer)
rather than that of a health care professional.

IN3

Sentiment is analyzed automatically using natural language processing.IN4

Table 3. Exclusion criteria.

CriterionID

Sentiment analysis is performed in a language other than English.EX1

The article is written in a language other than English.EX2

The article is not peer reviewed.EX3

The article does not describe an original study.EX4

The article is published before January 1, 2000.EX5

The full text of the article is not freely available to academic community.EX6

Table 4. Quality assessment criteria.

CriterionID

Are the aims of the research clearly defined?QA1

Is the study methodologically sound?QA2

Is the method explained in sufficient detail to reproduce the results?QA3

Were the results evaluated systematically?QA4
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Figure 1. Flow diagram of the literature review process.

Data Extraction and Synthesis
Data extraction cards were designed to aid the collection of
information relevant to the research questions. They included

items described in Table 5. The selected articles were read in
full to populate the data extraction cards, which were then used
to facilitate narrative synthesis of the main findings.

Table 5. Data extraction framework.

DescriptionItem

Provenance, purpose, selection criteria, size, and use.Data

General topic discussed in the given dataset including medical conditions and treatments.Topic

Author (data creator) demographics and their role in health care.Author

Downstream application of SAa results.Application

Type of SA method used, feature selection/extraction, and any resources used to support implementation of the method.Method

Measures used to evaluate the results, specific results reported, baseline method used, and improvements over the
baseline (if any).

Evaluation

aSA: Sentiment analysis.

Results

Data Provenance
This section discusses the main properties of data used as input
for SA in relation to research questions RQ1 and RQ2. The
majority of data were collected from the mainstream social
multimedia and Web-based retailing platforms, which provide
the most pervasive user base together with application

programming interfaces (APIs) that can support large-scale data
collection. Not surprisingly, 26 studies [20-45] used data sourced
from Twitter, a social networking service on which users post
messages restricted to 280 characters (previously 140). Twitter
can be accessed via its API from a range of popular
programming languages using libraries such as TwitterR [22],
Twitter4J in Java [29,41], and Tweepy in Python [45].
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Facebook, another social networking service, was used to collect
user posts regarding Chron's disease [46] and depression and
anxiety [47]. Comments posted on Instagram, a photo and
video-sharing social networking service, were used to predict
depression [48]. A total of 2 studies used data from YouTube,
a video-sharing website, which allows users to share videos and
comment on them. These studies collected comments on videos
related to proanorexia [49] and Invisalign experience [50].
Reddit, a social news aggregation, Web content rating, and
discussion website, was used to learn to differentiate between
suicidal and nonsuicidal comments [51]. Amazon, a Web-based
retailer, allows users to submit reviews of products. Customers
may comment or vote on the reviews, much in the spirit of social
networking websites. Amazon is the largest single source of
consumer reviews on the internet. Amazon reviews were
collected from the section of joint and muscle pain relief
treatments [52].

Mainstream social media provide a generic platform to engage
patients. One of their advantages in this context is that many
patients are already active users of these platforms, thus
effectively lowering barrier to entry to engaging patients online.
However, the use of social media in the context of disclosing
protected health information may raise ethical issues such as

those related to confidence and privacy. The need to engage
patients online while fully complying with data protection
regulations has led to the proliferation of websites and networks
developed specifically to provide a safe space for sharing
health-related information online. This systematic review
identified 10 platforms of this kind that have been utilized in
21 studies (see Table 6 for details).

Due to ethical concerns, the data used in these studies are usually
not released publicly to support further research and evaluation.
Only one such dataset has been published. The eDiseases dataset
used in 2 studies [53,54] contains patient data from the MedHelp
website (see Table 6). The dataset contains 10 conversations
from 3 patient communities, allergies, Crohn disease, and breast
cancer, which according to a medical expert, exhibit high degree
of heterogeneity with respect to health literacy and
demographics. The conversations were selected randomly out
of those that contained at least 10 user posts. Individual
sentences were annotated with respect to their factuality
(opinion, fact, or experience) and polarity (positive, negative,
or neutral). Annotation was performed by 3 frequent users of
health forums. With approximately 3000 annotated sentences
with high degree of heterogeneity, this dataset represents a
suitable testbed for evaluating SA in the health domain.

Table 6. Health-related websites and networks.

Used inDescriptionWebsite

[56-58]Allows users to post reviews about health care staff and services.RateMDs [55]

[23,60,61]Publishes content about health and care topics, including fora that allow users to create or partic-
ipate in support groups and discussions.

WebMD [59]

[61,63]Allows users to share their personal experience about drug treatments.Ask a Patient [62]

[23,61,63,65]Allows users to rate and review prescription drugs.DrugLib.com [64]

[67,68]A breast cancer community of 218,615 members in 81 fora discussing 154,832 topics.Breastcancer.org [66]

[21,53,54,70,71]Allows users to share their personal experiences and evidence-based information across 298
topics related to health and well-being.

MedHelp [69]

[23,27]A social networking service that allows users to create support groups across 34 categories related
to health and well-being.

DailyStrength [72]

[74-76]A social networking service that connects users whose lives have been affected by cancer and
allows them to share personal experience and expressions of caring.

Cancer Survivors Net-
work [73]

[78]The primary public facing website of the United Kingdom’s National Health Service (NHS) with
more than 43 million visits per month. It provides health-related information and allows patients
to provide feedback on services.

NHS website [77] (for-
merly NHS Choices)

[80]A social networking service that connects people affected by diabetes where they can trade advice
and learn more about the condition.

DiabetesDaily [79]

As illustrated by the studies discussed thus far, spontaneously
generated narrative used in SA typically coincides with the
user-generated content, that is, content created by a user of an
online platform and made publicly available to other users. The
fifth i2b2/VA/Cincinnati challenge in NLP for clinical data [81]
represents an important milestone in SA research related to
health and well-being. The challenge focused on the task of
classifying emotions from suicide notes. The corpus used for
this shared task contained 1319 written notes left behind by
people who died by suicide. Individual sentences were annotated
with the following labels: abuse, anger, blame, fear, guilt,
hopelessness, sorrow, forgiveness, happiness, peacefulness,

hopefulness, love, pride, thankfulness, instructions, and
information. A total of 24 teams used these data to develop their
classification systems and evaluate their performance, out of
which 19 teams published their results [82-100].

As discussed above, the vast majority of data used in studies
encompassed by this review represent user-generated content
originating from online platforms. We can differentiate between
2 main types of user-generated content: customer reviews and
user comments. A customer review is a review of a product or
service made by someone who purchased, used, or had
experience with the product or service. The main class of
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products reviewed in the datasets considered here are medicinal
products. Product reviews were collected from Amazon, but
also from specialized websites such as Ask a Patient and
DrugLib.com. These reviews provide users with additional
information about a product’s efficacy and possible side effects
typically described in layman’s terms, thus lowering a barrier
to participation in health care linked to health literacy and
potentially providing better support for shared decision making.
Other websites such as RateMDs and the National Health
Service (NHS) website allow users to review health care services
they received including health care professionals who provide
such services. Service reviews can be used by health care
providers to identify opportunities to improve the quality of
care.

Web 2.0 gave rise to the publishing of one’s own content and
commenting on other user’s content on online platforms that
provide social networking services. On mainstream social media
such as Twitter, Facebook, Instagram, YouTube, and Reddit,
patients can organize their fora around groups, hashtags, or

influencer users. The primary purpose of these conversations
is to exchange information and provide social support online.
More specialized websites such as those described in Table 6
serve the same purpose. Spontaneous narratives published on
these media represent a valuable source for identifying patients’
needs, especially the unmet ones.

Data Authors
This section discusses the characteristics of those who authored
the types of narratives discussed in the previous section. We
first discuss their roles within health and care in relation to
research questions RQ3 followed by their demographic
characteristics in relation to question RQ4.

We have identified 5 roles with respect to health and well-being
among the authors of the types of spontaneously generated
narratives considered in this review: sufferer, addict, patient,
carer, and suicide victim (see Table 7). Some of these roles may
overlap, for example, a sufferer or an addict can also be a patient
if they are receiving a medical treatment for their medical
condition.

Table 7. The roles of authors with respect to health and well-being.

StudiesDescriptionRole

[21,23,27,46,53,54,60,61,63,65,67,68,70,71,74-76,101,102]A person who is affected by a medical condition.Sufferer

[26,103-106]A person who is addicted to a particular substance.Addict

[21,23,27,46,50,53,54,56-58,60,61,63,65,67,68,70,71,74-76,78,80,102,107,108]A person receiving or registered to receive medical treatment.Patient

[23,56-58,60,61,74-76]A family member or friend who regularly looks after a sick
or disabled person.

Carer

[51,82-100]A person who has committed suicide.Suicide victim

Demographic factors refer to socioeconomic characteristics
such as age, gender, education level, income level, marital status,
occupation, and religion. Most studies involving clinical data
summarize the demographics of study participants statistically
to illustrate the extent to which its findings can be generalized.
Our focus on spontaneously generated narratives implies that
the corresponding studies could not mandate the collection of
demographic factors. Instead, they can only rely on information
provided by users in good faith. Different Web platforms may
record different demographic factors, which may or may not be
accessible to third parties. Nonmandatory user information will
typically give rise to missing values. Moreover, demographic
information is difficult to verify online, which raises the

concerns over the validity of such information even when it is
publicly available.

Table 8 states which demographic factors, if any, are recorded
when a user registers an account on the given online services
and which ones are accessible online. Only age and gender are
routinely collected, but not necessarily shared publicly.
Therefore, it should be noted when SA is used to analyze such
data to address a clinical question, then the findings should be
interpreted with caution as it may not be possible to generalize
them across the relevant patient population. Out of 86 studies
considered in this review, only 4 reported the demographics
factors, [49,67,101,103]. Age was discussed in 3 studies
[67,101,103], whereas gender was analyzed in 2 studies
[49,103].
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Table 8. Recording and accessing demographic factors.

Used inReligionOccupationMarital statusIncome levelEducation levelGenderAgePlatform

[20-45]X/NX/NX/NX/NXd/N?/Nc?a/UbTwitter

[46,47]?/U?/U?/UX/N?/UM/UMe/UFacebook

[48]X/NX/NX/NX/NX/NM/UM/UInstagram

[49,50]X/NX/NX/NX/NX/N?/UM/UYouTube

[51]X/NX/NX/NX/NX/NX/NX/NReddit

[52]X/NX/NX/NX/NX/NX/NX/NAmazon

[56-58]X/NX/NX/NX/NX/NX/NX/NRateMDs

[23,60]X/NX/NX/NX/NX/N?/UM/UWebMD

[61,63]X/NX/NX/NX/NX/NM/YM/YfAsk a Patient

[23,61,63,65]X/NX/NX/NX/NX/NM/YM/YDrugLib.com

[67,68]X/N?/UX/NX/NX/N?/UM/UBreastcancer.org

[21,53,54,70,71]X/NX/NX/NX/NX/NM/U?/UMedHelp

[23,27]X/NX/NX/NX/NX/NM/UM/UDailyStrength

[74-76]X/NX/NX/NX/NX/N?/U?/UCancer Survivors Network

[78]X/NX/NX/NX/N?/U?/U?/UNHSg website

[80]X/N?/UX/NX/NX/N?/U?/UDiabetesDaily

a? indicates optional recording.
bU: user-specific access.
cN: not accessible online.
dX: recording not available.
eM: recording mandatory.
fY: accessible online.
gNHS: National Health Service.

Areas and Applications
This section focuses on the areas of health and well-being
encompassed by the given datasets in relation to research
question RQ5. These areas provide context for the practical
applications of SA, which are discussed in relation to question
RQ6.

Support groups provide patients and carers with practical
information and emotional support to cope with health-related
problems. An ability to record these conversations online offers
an opportunity to study and measure unmet needs of different
health communities. These communities tend to form around
health conditions with high severity and chronicity rates. Not
surprisingly, SA has been used to study communities formed
around cancer, mental health problems, chronic conditions from
asthma to multiple sclerosis, pain associated with these
conditions, eating disorders, and addiction (see Table 9
[109-112]). Studying the opinion expressed in spontaneous
narratives offers an opportunity to improve health care services
by taking into account unforeseen factors. For example, the
content of social media can be used to continually monitor the
effects of medications after they have been licensed to identify
previously unreported adverse reactions [27]. Similarly, SA can
be used to differentiate between suicidal and nonsuicidal posts,
after which a real-time online counseling can be offered [51].

The provision of health care services itself has been the subject
of SA. Table 10 outlines different treatments and services
discussed by patients whose opinions have been studied by
means of SA. Patient reviews of specific medications can
support their decision making but can also be explored to
support shared decision making, ultimately influencing health
outcomes and health care utilization. Patient reviews of health
care services can reveal how the services are experienced in
practice [20,56-58,78,107,108,113], help improve
communication between patients and health care providers, and
identify opportunities for service improvement, again
influencing health outcomes and health care utilization. In terms
of disease prevention, it is important to understand potential
obstacles to population-based intervention approaches such as
vaccination [25,32,33,110]. Patients’ opinions can help health
practitioners gain insight into the reasons why some patients
may opt for traditional and complementary medicine [109].
Alternatively, understanding patients’experience with different
treatments can support creation of personalized therapy plans
[45]. SA can be used to continually monitor online conversations
to automatically create alerts for community moderators when
additional support is needed [60,74]. Practical support can be
provided by making online health information more accessible
[53,54]. In particular, such information can help carers provide
better care to patients [70].
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Table 9. Health-related problems studied by sentiment analysis.

Studied inProblem

[44,45,75,109], oral [110], lung [71], breast [53,54,67,68,70,71,74,76], cervical [110], prostate [21], colorectal [30,74,76],
and cancer screening [38]

Cancer

[34], depression [47,48,111], suicide [51,82-100], and dementia [40]Mental health

diabetes [41,43,44,60,71,80], Chron's disease [46,53,54], multiple sclerosis [22], and asthma [101]Chronic condition

obesity [36] and anorexia [49]Eating disorder

smoking [103-106] and cannabis [26]Addiction

[24,52], fibromyalgia [35]Pain

Ebola [28] and latent infectious disease [37]Infectious diseases

[29,42,112]Quality of life

Table 10. Health care treatments studied by sentiment analysis

Studied inTreatment

[23,27,46,61,63,65,102]Medication

[25,32,110]Vaccine

[114]Surgery

[39,50]Orthodontic

[56-58]Physician

[20,31,78,107,108,113]Health care

Methods Used for Sentiment Analysis
This section studies a range of methods and their
implementations that have been used to perform SA in relation
to research question RQ7. We also describe their classification
performance to establish the state of the art in relation to
question RQ8. SA requires an algorithm to classify sentiment
associated with narrative text. Typically, sentiment is considered
to be positive, negative, or neutral. Therefore, the problem of
SA can be defined as that of multinomial classification. When
an order can be imposed on the considered classes, then SA can
be viewed as an ordinal regression problem.

Traditionally, lexicon-based SA methods classify the sentiment
as a function of the predefined word polarities [28,31,37,43,50].
Lexicon-based methods are the simplest kind of rule-based
methods. In general, rather than focusing on individual words,
rule-based methods focus on more complex patterns, typically

implemented using regular expressions
[85,87,88,90,93-95,100,112]. Most often, these rules are used
to extract features pertinent to SA, whereas the actual
classification is based on machine learning algorithms. Table
11 provides information about specific machine learning
algorithms used. Specific implementations of these algorithms
that were used to support experimental evaluation are listed in
Table 12.

To establish the state of the art, we summarized the performance
of different classification algorithms in Tables 13 and 14. The
results are provided in chronological order. Classification
performance measures reported include accuracy (A), precision
(P), recall (R), and F-measure, which are calculated using true
positives (TP), true negatives (TN), false positives (FP), and
false negatives (FN) in the following manner:

A=(TP+TN)/(TP+FP+TN+FN),

P=TP/(TP+FP), R=TP/(TP+FN), F=2PR/(P+R)
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Table 11. Machine learning algorithms used in sentiment analysis related to health and well-being.

Used inDescriptionAlgorithm

[25,26,32,33,47,53,67,76,78,82-89,91,92,95,97,98,106,107,110,114]Builds a classification model as a hyperplane
that maximizes the margin between the training
instances of 2 classes.

Support vector machine

[26,28,32,38,53,60,61,63,78,93,94,97,98,106,107,114]A probabilistic classifier based on Bayes theo-
rem and an assumption that features are mutu-
ally independent.

Naïve Bayes classifier

[61,63,67,96,98]A probabilistic classifier based on the principle
of maximum entropy.

Maximum entropy

[85,98]A method for labeling and segmenting struc-
tured data based on a conditional probability
distribution over label sequences given an ob-
servation sequence.

Conditional random fields

[47,78,87,97,107,111]A method that uses inductive inference to ap-
proximate a discrete-valued target function,
which is represented by a decision tree.

Decision tree learning

[32,53]An ensemble learning method that fits multiple
decision trees on various data samples and
combines them to improve accuracy and con-
trol overfitting.

Random forest

[67,74-76]AdaBoost combines multiple weak classifiers
into a strong one by retraining and weighing
the classifiers iteratively based on the accuracy
achieved.

AdaBoost

[47,87]A nonparametric, instance-based learning algo-
rithm based on the labels of the k nearest
training instances.

k-nearest neighbors

[26,76,99,111]A method for modeling the log odds of the di-
chotomous outcome as a linear combination
of the predictor variables.

Logistic regression

[30]A feed-forward neural network that learns to
extract salient features that are useful for the
given prediction task. Convolutions are used
to filter features by using nonlinear functions.
Pooling can then be used to reduce the dimen-
sionality.

Convolutional neural network

Table 12. Implementations of machine learning algorithms.

Used inDescriptionLibrary

[88,91,98]An implementation of SVMsa in C.SVMlight [115]

[83]A Python binding to the SVMlight (see above).PySVMLight [116]

[32,76,82,84-86,89,95,118]Integrated software for support vector classification, regression, and
distribution estimation. It supports multiclass classification.

LIBLINEAR (LIBSVM)
[117]

[20,23,32,53,54,56,60,76,78,93,94,118]A Java library that implements a collection of machine learning algo-
rithms.

Weka [119]

[51,104,109]A Python library that implements a collection of machine learning al-
gorithms.

scikit-learn [120]

[45]A high-level neural networks APIb written in Python.Keras [121]

[45,51]A Python library that supports NLPc and implements a collection of
machine learning algorithms.

TextBlob [122]

aSVM: support vector machine.
bAPI: application programming interface.
cNLP: natural language processing.
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Table 13. Classification performance.

F-measure
(%)

Recall (%)Precision (%)Accuracy (%)AlgorithmaStudy

———c70SVMb[110]

55.2254.7255.72—SVM[82]

53.31———SVM[83]

474649—SVM[84]

45.636.860.1—SVM + CRFd + rules[85]

50.1848.5951.9—SVM[86]

50.2350.5549.92—KNNe, DTf+ SVM + rules[87]

47.555.0341.79—SVM + rules[88]

53.853.953.8—SVM, rules[89]

45.2744.5745.98—rules[90]

49.415446—SVM[91]

51.5948.5155.09—SVM[92]

56.455.7457.09—NBg, rules, NB + rules[93]

53.3451.8154.96—NB + rules[94]

50.38———SVM, SVM + rules[95]

53.4349.6157.89—ME[96]

596256—SVM + rules, NB, DT[97]

61.3964.9358.21—SVM + NB + MEh + CRF + lexicon[98]

49.3347.6451.14—LRi[99]

89——88.6SVM, NB, DT, bagging[78]

54———NB[60]

———79.2AdaBoost[74]

———79.4SVM, AdaBoost, ME[67]

———79.2AdaBoost[75]

73.766585.25—NB, ME, rules[61]

74.5466.6784.52—NB, ME[63]

———88.6SVM[25]

———79.2SVM, LR, AdaBoost[76]

67.2366.9171.47—SVM, NB, LR[26]

84———SVM, NB, DT[107]

738263—SVM, NB[114]

7374.375.8—NB, lexicon-based[28]

73.676.673.776.6CNNj[30]

———82.04SVM + NB[106]

58.8351.4268.73—SVM, NB, RFk[32]

78.678.678.6—SVM[33]

——76.175LR, DT[111]

———80NB[38]

81.2481.1381.93—N-gram[41]

82.4———SVM, NB, RF[53]
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F-measure
(%)

Recall (%)Precision (%)Accuracy (%)AlgorithmaStudy

739958—SVM, KNN, DT[47]

aWhere multiple algorithms were compared, the performance of the best performing algorithm is indicated by italic typeset.
bSVM: support vector machine.
cNot applicable.
dCRF: conditional random fields.
ek-nearest neighbors
fDT: decision tree
gNB: naïve Bayes classifier.
hME: maximum entropy
iLR: logistic regression.
jCNN: convolutional neural network.
kRF: random forest.

Table 14. Overall classification performance.

F-measure (%)Recall (%)Precision (%)Accuracy (%)Aggregated value

45.2736.841.7970.00Minimum

899985.2588.6Maximum

54.8154.8757.8979.20Median

61.5260.2361.5479.80Mean

13.1514.5512.635.39Standard deviation

Although a wide range of methods was used, their performance
was rarely systematically tested. According to the no free lunch
theorem [123], there is no universally best learning algorithm.
In other words, the performance of machine learning algorithms
depends not only on a specific computational task at hand, but
also on the properties of data that characterize the problem.
SVMs proved to be the most popular choice (see Table 11),
which outperformed naïve Bayes classifier (NB)
[26,32,53,97,114,124] and random forest [32,51,53]. On
occasion, it was outperformed by other methods, for example,
NB [78,107], maximum entropy [67], and decision tree [47].

As it can be seen from Table 13, accuracy is not routinely
reported, which makes it difficult to generalize the findings and
compare them with SA performance in other domains.
Nonetheless, we can observe that accuracy does not fall below
70%. On average, accuracy is around 80%. This is well below
accuracy achieved in SA of movie reviews, which is typically
well over 90% [125-128]. However, it is not straightforward to
attribute these results to the intrinsic differences between the
domains and their respective sublanguages because of the
different choices in methods used. The methods tested on movie
reviews are based on deep learning, whereas the methods tested
on health narratives still feature traditional machine learning
with only 2 studies using neural networks [30,45]. This may be
due to the availability of data. Movie reviews are not only
publicly available, but also come ready with annotations in the
form of star rating. On the other side, health narratives may
contain sensitive information and, therefore, cannot be routinely
collected en masse. The fact that deep learning does require
large amount of data for training may partly explain the
preferences toward different types of methods.

Similarly, deep learning is commonly used to support SA of
service and product reviews. However, in these domains, the
results are closer to those in health and well-being with just
over 80% for service reviews and just below 80% for product
reviews [129-132]. The performance still lags behind the state
of the art achieved in these 2 domains when measured by
F-score, which was found to be below 60% on average and can
go as low as 45%. F-measure achieved on service and product
reviews was found to be in 70s and 80s, respectively
[129,133-135]. In summary, the performance of SA of health
narratives is much poorer than that in other domains, but it is
yet unclear if this is because of nature of the domain, the size
of training datasets, or the choice of methods. In addition to the
choice of methods, their performance largely depends on the
choice of features used to represent text. To support basic
linguistic preprocessing, most studies used Stanford CoreNLP
[136] (eg, [23,61,63,88,89,95,96,98,99,113]) and Natural
Language Toolkit [137] (eg, [51,67,91,96,107,109]). Both
libraries represent general purpose NLP tools, which may not
be suitable for processing certain sublanguages [138]. It is worth
noticing that only 4 studies explicitly stated the use of word
embeddings [30,45,53,54].

Resources
In relation to research question RQ9, this section provides an
overview of practical resources that can be used to support
development of SA approaches in the context of health and
well-being. Table 15 provides an overview of lexica that were
utilized in studies covered by this systematic review. Apart from
OpinionKB [61], none of the remaining lexica were developed
specifically for applications to health or well-being. To
determine how much of their content is specific to health and
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well-being, we cross-referenced against the Unified Medical
Language System (UMLS) [139] using MetaMap Lite [140].
This analysis was limited to publicly available lexica that
provide categorical labels of sentiment polarity. The results are
shown in Figure 2. On average, 18.55% (with standard deviation
of 0.0603) of each lexicon accounts for sentimentally polarized
UMLS terms. In relative terms, this accounts for a significant
portion of each lexicon given their general purpose. In absolute

terms, the number of these terms ranges from as little as 330 in
WordNet-Affect to as much as 11,687 in SentiWordNet.
Knowing that the UMLS currently contains over 11 million
distinct terms, we can observe that at most 1% of its content is
covered by an individual lexicon referenced in Figure 2. This
means that lexicon-based SA approaches will, by and large,
ignore the terminology related to health and well-being.

Table 15. Lexical resources for sentiment analysis.

Used inDescriptionResource

[48,52,89]A set of normative emotional ratings for a large number of
words in terms of pleasure, arousal, and dominance.

Affective Norms for English Words
[141,142]

[24,52,70]A list of 2477 words and phrases manually rated for valence
with an integer between –5 (negative) and 5 (positive).

AFINN [143,144]

[53,54]A lexicon attaching syntactic, semantic, and pragmatic infor-
mation to words. It includes 1915 positive and 2291 negative
words.

Harvard General Inquirer [145,146]

[31,48]A list 10,222 words, their average happiness evaluations ac-
cording to users on Mechanical Turk.

LabMT 1.0 [147,148]

[27,88,95,105]A subjectivity lexicon that provides polarity scores for approx-
imately 8000 words.

Multi-Perspective Question Answer-
ing [149,150]

[27]A list of words and their associations with 8 basic emotions
(anger, fear, anticipation, trust, surprise, sadness, joy, and
disgust) and 2 sentiments (negative and positive). The annota-
tions were done manually by crowdsourcing.

Emotion Lexicon (also called
EmoLex) [151,152]

[61]A knowledge base of indirect opinions about drugs represented
by quadruples (e, a, r, p), where e refers to the effective entity,
a refers to the affected entity, r is the effect of e on a, and p
is the opinion polarity.

OpinionKB [61,153]

[22,27,68,94,112]A list of around 6800 positive and negative opinion words.Opinion Lexicon [5,154]

[53,54]A lexicon attaching emotional category to 2190 WordNet
synsets, which cover a total of 5496 words.

SentiSense [155,156]

[23,41,61,63,65,71,83,94,102,113]An extension of WordNet that associates each synset 3 senti-
ment scores: positivity, negativity, and objectivity.

SentiWordNet [157,158]

[85,88,92,94]An extension of WordNet that correlates a subset of synsets
suitable to represent affective concepts with affective words.
Its hierarchical structure was modelled on the WordNet hy-
ponymy relation.

WordNet-Affect [159,160]
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Figure 2. The representation of the UMLS in sentiment lexica.

Extending the UMLS by including sentiment polarity would
address this gap, but this problem is nontrivial as lexicon
acquisition has been known to be a major bottleneck for SA.
Lessons can be learnt from existing research that focuses on
automatic acquisition of sentiment lexicons. These approaches
can be divided into 2 basic categories: corpus- and
thesaurus-based approaches. Corpus-based approaches operate
on a hypothesis that words with the same polarity cooccur in a
discourse. Therefore, their polarity may be determined from
their cooccurrence with the seed words of known polarity
[2,161-163]. In this context, MEDLINE [16] would be an
obvious source for assembling a large corpus. Similarly,
thesaurus-based approaches exploit the structure of a thesaurus
(eg, WordNet [164]) to infer polarity of unknown words from
their relationships to the seed words of known polarity
[165-169]. They rely on a hypothesis that synonyms (eg, trauma
and injury) have the same polarity, whereas antonyms (eg, ill
and healthy) have the opposite polarity. Starting with the seed
words, the network of lexical relationships is crawled to
propagate the known polarity in a rule-based approach. The
structure of the UMLS could be exploited in a similar manner
to infer the sentiment of its terms.

Discussion

Principal Findings
The overarching topic of this review is the SA of spontaneously
generated narratives in relation to health and well-being.
Specifically, this systematic review was conducted with the aim
of answering research questions specified in Table 1. It
identified a total of 86 relevant studies, which were used to
support the findings, which are summarized here.

What Are the Major Sources of Data?
The majority of data were collected from the mainstream social
multimedia and Web-based retailing platforms. Mainstream
social media provide a generic platform to engage patients.
However, their use of social media in the context of disclosing
protected health information may raise ethical issues. The need
to engage patients online while fully complying with data
protection regulations has led to the proliferation of websites
and networks developed specifically to provide a safe space for
sharing health-related information online. This systematic review
identified 10 such platforms (see Table 6 for details). In addition
to user-generated content, the fifth i2b2/VA/Cincinnati challenge
in NLP for clinical data [81] represents an important milestone
in SA research related to health and well-being. The corpus
used for this shared task contained 1319 written notes left behind
by people who died by suicide. This is one of the few datasets
that have been made available to research community. Owing
to ethical concerns, the data used in the studies included in this
systematic review are usually not released publicly to support
further research and evaluation. This makes it difficult to
benchmark the performance of SA in health and well-being,
and test the portability of methods developed. In addition, the
lack of sufficiently large datasets prevents the use of
state-of-the-art methods such as deep learning (see Tables 12
and 13).

What Is the Originally Intended Purpose of
Spontaneously Generated Narratives?
Web 2.0 gave rise to the self-publishing and commenting on
other user’s content on online platforms. On mainstream social
media such as Twitter, Facebook, Instagram, YouTube, and
Reddit, patients can self-organize around groups, hashtags, and
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influencer users. The primary purpose of these conversations
is to exchange information and provide social support online.
More specialized websites such as those described in Table 6
serve the same purpose.

What Are the Roles of Their Authors Within Health
and Care?
We identified 5 roles with respect to health and well-being
among the authors of the types of spontaneously generated
narratives considered in this review: a sufferer (a person who
is affected by a medical condition), an addict (a person who is
addicted to a particular substance), a patient (a person receiving
or registered to receive medical treatment), a carer (a family
member or friend who regularly looks after a sick or disabled
person), and a suicide victim (a person who has committed
suicide). Some of these roles may overlap, for example, a
sufferer or an addict can also be a patient if they are receiving
a medical treatment for their medical condition.

What Are Their Demographic Characteristics?
Our focus on spontaneously generated narratives implies that
the corresponding studies could not mandate the collection of
demographic factors. Different Web platforms may record
different demographic factors, which may not be accessible to
third parties. Demographic information is also difficult to verify
online, which raises the concerns over the validity of such
information even when it is publicly available. Table 8 states
which demographic factors, if any, are recorded when a user
registers an account on the given online services and which ones
are accessible online. Only age and gender are routinely
collected, but not necessarily shared publicly. Therefore, any
findings resulting from these data should be interpreted with
caution as it may not be possible to generalize them across the
relevant patient population. Out of 86 studies considered in this
review, only 4 reported the demographic characteristics.

What Areas of Health and Well-Being Are Discussed?
Online communities tend to form around health conditions with
high severity and chronicity rates. Not surprisingly, SA has
been used to study communities formed around cancer, mental
health problems, chronic conditions from asthma to multiple
sclerosis, pain associated with these conditions, eating disorders,
and addiction (see Table 9). The provision of health care services
itself has been the subject of SA. Different treatments and
services discussed by patients whose opinions have been studied
by means of SA include medications, vaccination, surgery,
orthodontic services, individual physicians, and health care
services in general.

What Are the Practical Applications of Sentiment
Analysis?
Analyzing the sentiment expressed in spontaneous narratives
offers an opportunity to improve health care services by taking
into account unforeseen factors. For example, social media can
be used to continually monitor the effects of medications to
identify previously unknown adverse reactions. Similarly, SA
can be used to differentiate between suicidal and nonsuicidal
posts, after which a real-time online counseling can be offered.
Patient reviews of specific medications can support their

decision making but can also be explored to support shared
decision making, ultimately influencing health outcomes and
health care utilization. Patient reviews of health care services
can help identify opportunities for service improvement, thus
influencing health outcomes and health care utilization. In terms
of disease prevention, patients’ opinions can help health
practitioners understand potential obstacles to population-based
intervention approaches such as vaccination. Understanding
patients’ experience with different treatments can support
creation of personalized therapy plans.

What Methods Have Been Used to Perform Sentiment
Analysis?
A wide range of methods have been used to perform SA. Most
common choices include SVMs, naïve Bayesian learning,
decision trees, logistic regression, and adaptive boosting. Other
approaches include maximum entropy, conditional random
fields, random forests, and k-nearest neighbors. The findings
show strong bias toward traditional machine learning. A single
study used deep learning. This is in stark contrast with general
trends in SA research.

What Is the State-of-the-Art Performance of Sentiment
Analysis?
On average, accuracy is around 80%, and it does not fall below
70%. This is well below accuracy achieved in SA of movie
reviews, which is typically well over 90%. In SA of service and
product reviews, the results are closer to those in health and
well-being with just more than 80% for service reviews and just
below 80% for product reviews. However, the performance still
lags behind the state of the art achieved in these 2 domains when
measured by F-score, which was found to be below 60% on
average. F-measure achieved on service and product reviews is
found to be above 70% and 80%, respectively. In summary, the
performance of SA of health narratives is much poorer than that
in other domains.

What Resources Are Available to Support Sentiment
Analysis Related to Health and Well-Being?
A wide range of lexica were utilized in studies covered by this
systematic review (see Table 15. Notably, out of 11 lexica, only
1 was developed specifically for a domain related to health or
well-being. The lack of domain-specific lexicons may partly
explain the poorer performance recorded in this domain.

Conclusions
In summary, this review has uncovered multiple opportunities
to advance research in SA related to health and well-being.
Keeping in mind the no free lunch theorem, researchers in this
area need to put more effort in systematically exploring a wide
range of methods and testing their performance. Community
efforts to create and share a large, anonymized dataset would
enable not only rigorous benchmarking of existing methods but
also exploration of new approaches including deep learning.
This should help the field catch up with the most recent
developments in SA. The creation of domain-specific sentiment
lexica stands to further improve the performance of SA related
to health and well-being. Although many studies have dealt
with automatic construction of domain-specific sentiment lexica
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using methods such as random walks, no such studies have been
identified in this systematic review. Finally, health-related
applications of SA require systematic collection of demographic

data to illustrate the extent to which the findings can be
generalized.
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Abstract

Background: Clinical decision support systems (CDSS) are an integral component of health information technologies and can
assist disease interpretation, diagnosis, treatment, and prognosis. However, the utility of CDSS in the clinic remains controversial.

Objective: The aim is to assess the effects of CDSS integrated with British Medical Journal (BMJ) Best Practice–aided diagnosis
in real-world research.

Methods: This was a retrospective, longitudinal observational study using routinely collected clinical diagnosis data from
electronic medical records. A total of 34,113 hospitalized patient records were successively selected from December 2016 to
February 2019 in six clinical departments. The diagnostic accuracy of the CDSS was verified before its implementation. A
self-controlled comparison was then applied to detect the effects of CDSS implementation. Multivariable logistic regression and
single-group interrupted time series analysis were used to explore the effects of CDSS. The sensitivity analysis was conducted
using the subgroup data from January 2018 to February 2019.

Results: The total accuracy rates of the recommended diagnosis from CDSS were 75.46% in the first-rank diagnosis, 83.94%
in the top-2 diagnosis, and 87.53% in the top-3 diagnosis in the data before CDSS implementation. Higher consistency was
observed between admission and discharge diagnoses, shorter confirmed diagnosis times, and shorter hospitalization days after
the CDSS implementation (all P<.001). Multivariable logistic regression analysis showed that the consistency rates after CDSS
implementation (OR 1.078, 95% CI 1.015-1.144) and the proportion of hospitalization time 7 days or less (OR 1.688, 95% CI
1.592-1.789) both increased. The interrupted time series analysis showed that the consistency rates significantly increased by
6.722% (95% CI 2.433%-11.012%, P=.002) after CDSS implementation. The proportion of hospitalization time 7 days or less
significantly increased by 7.837% (95% CI 1.798%-13.876%, P=.01). Similar results were obtained in the subgroup analysis.

Conclusions: The CDSS integrated with BMJ Best Practice improved the accuracy of clinicians’ diagnoses. Shorter confirmed
diagnosis times and hospitalization days were also found to be associated with CDSS implementation in retrospective real-world
studies. These findings highlight the utility of artificial intelligence-based CDSS to improve diagnosis efficiency, but these results
require confirmation in future randomized controlled trials.

(JMIR Med Inform 2020;8(1):e16912)   doi:10.2196/16912
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Introduction

Rapid and accurate diagnosis is important for inpatients and
improves their treatment efficiency and length of hospital stay.
Artificial intelligence (AI) techniques are useful in a wide
variety of medical and clinical diagnostic systems, including
pathological diagnosis [1], ophthalmologic disease [2], radiology
[3], and dermatology [4]. AI systems in health care have also
focused on acquiring knowledge from nonstandardized
databases, such as text [5,6] (using natural language processing)
or large structured datasets [7] (using machine learning
methods). In recent years, AI has been used in medical research
and improved many aspects of medical health. Commonly
applied AI techniques include deep neural networks, fuzzy logic,
decision trees, Bayesian classifiers, genetic algorithms, and
hybrid systems [7-11]. In addition, the causality and
explainability of AI are attracting more attention in medicine
[12,13].

Many clinical decision support systems (CDSS) have emerged
from earlier work in AI and expert systems to gather and
represent knowledge that can be simulated for human reasoning
and advice [11]. As an integral component of health information
technologies, CDSS can assist with disease interpretation,
diagnosis, treatment, and prognosis. CDSS have been used for
more than 50 years [14]; many have commented on its positive
impact on diagnostic quality and patient safety [15-18] and
ability to promote optimal treatments [19] and avoid medical
errors [20,21]. However, some studies [22-24] have reported a
lack of benefits for CDSS and highlight the ability of CDSS to
introduce new errors. CDSS have been empirically divided into
knowledge-driven and data-driven support systems, and
AI-based CDSS have broader application prospects with the
accumulation of various data.

As for any health care innovation, CDSS must be rigorously
evaluated before their widespread dissemination into clinical
practice. Accordingly, we performed a real-world retrospective
study to evaluate the effects of a self-developed AI-based CDSS
from a modernized and comprehensive hospital in China. The
AI-based CDSS was integrated with British Medical Journal
(BMJ) Best Practice; the AI tools helped to extract patient
information and feed it into different machine learning models
and BMJ Best Practice. The initial goal was to assess the levels
of agreement regarding patients’ diagnoses between CDSS
integrated with BMJ Best Practice and resident doctors. The
second goal was to understand whether CDSS integrated with
BMJ Best Practice improves the accuracy of admission diagnosis
for inpatients and to explore the benefits of CDSS integrated
with BMJ Best Practice on the length of patients’hospital stays.

Methods

Study Design and Patient Population
This was a retrospective, real-world observational study using
continuously collected data from hospitalized patients across
six departments of the Peking University Third Hospital from
October 1, 2016, to February 30, 2019. The AI-based CDSS
was implemented in the electronic medical record (EMR) on
November 1, 2018. In the first part, the diagnostic accuracy of
CDSS was verified in the hospitalization records data before
CDSS implementation. In the second part, a self-controlled
study design was applied to detect the effect of CDSS
implementation. We compared data before and after AI-based
CDSS implementation.

The study subjects were consecutive patients from the six
departments: otolaryngology, orthopedic medicine, respiratory
medicine, general surgery, cardiology, and hematology. We
used no specific inclusion criteria. Subjects were excluded if
missing information for key variables, including admission
diagnosis, discharge diagnosis, and the length of hospitalization
time in their nonstandardized medical records. The study was
approved by the Medical Science Research Ethics Committee
of Peking University Third Hospital (serial number:
IRB00006761-M2019219). Informed consent from the patients
was exempt due to the retrospective nature of the study.

CDSS-Aided Diagnosis
The AI-based CDSS is a multimodel decision system that
integrates rule engines and deep learning based on natural
language processing, machine learning, and other technologies.
The CDSS was created through the learning of nearly 10 years
of real historical cases from the Peking University Third
Hospital and combining these data with BMJ Best Practice [25].
BMJ Best Practice provides the latest evidence-based
information for diagnosis, prognosis, treatment, and prevention;
it is updated daily using robust evidence-based methodologies
and real expert opinions.

Based on the medical lexicon built by the medical expert team,
natural language processing technology was used to classify
the Chinese EMRs. The extracted information was stored in the
NoSQL database according to the predefined model structure
to provide high-quality structured data to train the diagnostic
model. As shown in Figure 1, various structured information
could be extracted from historical illnesses, including the
symptoms, symptom duration, symptom location, symptom
inducers, negative symptoms, and treatment status. The extracted
information was fed into different machine learning models and
BMJ Best Practice. Based on the patient’s chief concern, history,
examination, and test reports, the CDSS recommended a list of
possible diagnoses to assist doctors with their diagnoses. The
application of CDSS in the EMR is shown in Multimedia
Appendix 1.

JMIR Med Inform 2020 | vol. 8 | iss. 1 |e16912 | p.54http://medinform.jmir.org/2020/1/e16912/
(page number not for citation purposes)

Tao et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Clinical information extraction based on a bidirectional recurrent neural network.

Outcomes and Data Collection
There were three primary outcomes: (1) the accuracy of the
recommended diagnosis, (2) the consistency of admission and
discharge diagnoses, and (3) the length of hospitalization time.
There was one secondary outcome: the confirmed length of
diagnosis time. The accuracy of the recommended diagnosis
was used to evaluate the diagnostic accuracy of the CDSS; the
other three outcomes were applied to detect the effect of CDSS
implementation.

The accuracy of the recommended diagnosis referred to its
consistency with the discharge diagnosis of the patient. The
CDSS recommended 10 possible diagnoses according to their
probability (from large to small) after referral to the BMJ Best
Practice. If the first recommended diagnosis was consistent with
the patient’s discharge diagnosis, the record was flagged as a
first-rank diagnosis. If one of the first two of the 10
recommended diagnoses was consistent with the patient’s
discharge diagnosis, the record was flagged as a top-2 diagnosis.
If one of the first three of the 10 recommended diagnoses was
consistent with the patient’s discharge diagnosis, the record was
flagged as a top-3 diagnosis. If 10 of 10 recommended diagnoses
were not consistent with the patient’s discharge diagnosis, the
record was flagged as “incorrect.” The discharge diagnosis was
affected by the recommended diagnosis from the CDSS after
CDSS implementation; therefore, the accuracy of the
recommended diagnosis was only tested in the data before CDSS
implementation.

The consistency of the admission and discharge diagnoses were
analyzed in the data before and after the CDSS implementation.
When an inpatient was admitted to the hospital, the doctor made
a preliminary admission diagnosis based on the patient’s
condition (including past medical history, current medications,
history and examination of presenting complaint, social history)
and their experience. The preliminary admission diagnosis was
recorded in the progress notes. After various examinations after
admission, doctors revised the preliminary admission diagnosis
and eventually produced a discharge diagnosis. The admission
diagnosis was affected by the CDSS after CDSS implementation.
The length of hospitalization days referred to the number of

days from admission to discharge, which was affected by both
patient diagnosis and treatment. The confirmed length of
diagnosis time (days) was the duration between preliminary
admission diagnosis and definite diagnosis.

Data were extracted from the electronic hospital information
system, which routinely records patient information. Those data
consisted of patient demographic data, diagnostic data, time of
admission, discharge data, and the recommended diagnosis
provided by the CDSS. As this was a retrospective study, we
used patient data that were not provided with explicit consent
for research purposes. No sensitive information that allowed
the identification of individuals (eg, postcode, area) were
transferred to the research team. All individual patient
information was deidentified.

Statistical Analysis
Data are presented as the mean (SD), median (IQR), or number
(percentage) as appropriate. We used independent sample t tests
or the Mann-Whitney U test for the comparison of continuous
data and the chi-square test for categorical data. Multivariable
logistic regression models were used to determine the effect of
CDSS on the consistency and hospitalization time (≤7 days),
adjusted for patient gender and age. Single-group interrupted
time series analysis was performed to assess the effects of CDSS
[26-28]. Time series data were analyzed using an interrupted
time series analysis model to assess changes in the levels and
trends of the consistent rates of admission and discharge
diagnosis, and the rate of hospitalization time of 7 days or less
before and after CDSS implementation.

For the missing data of confirmed length of diagnosis time
(days), only the complete-case analysis was conducted. In view
of the long study span (October 1, 2016, to February 30, 2019),
subgroup analysis was performed from January 1, 2018, to
February 30, 2019. The content of the subgroup analysis was
identical to the entire analysis. P values of .05 or less for
two-tailed analysis were deemed statistically significant.
Analyses were performed with Stata 14.0 and R version 3.5.1
(R Foundation for Statistical Computing).
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Patient and Public Involvement
Neither patients nor the public were involved in this study.
Findings will be actively disseminated through conference
presentations, publications in academic journals, and
commentary in news media to promote the popularization and
application of CDSS.

Results

Data and Patient Characteristics
Data were used from hospitalized patients in six clinical
departments from December 2016 to February 2019. There were

a total of 34,113 hospital records, including 27,250 (79.88%)
before the CDSS was online, and 6863 (20.12%) after the CDSS
was online. Of the 34,113 hospital records, 16,044 were from
females, accounting for 47.03%. The mean age of patients was
54.77 (SD 18.55) years. There were more males and older
patients before the CDSS, and the differences were statistically
significant before and after the CDSS (P<.001, Table 1).

Table 1. Patient record characteristics before and after CDSS (clinical decision support systems) implementation (N=34,113).

P valueCDSS OnlineTotalVariables

AfterBefore

N/AaYear in hospital, n (%)

0 (0.00)5011 (18.39)5011 (14.69)2016

0 (0.00)15,106 (55.43)15,106 (44.28)2017

3619 (52.73)7133 (26.18)10,752 (31.52)2018

3244 (47.27)0 (0.00)3244 (9.51)2019

<.001Department, n (%)

688 (10.02)4643 (17.04)5331 (15.63)Otolaryngology

2408 (35.09)5634 (20.68)8042 (23.57)Orthopedic

374 (5.45)2834 (10.40)3208 (9.40)Respiratory medicine

2260 (32.93)5084 (18.66)7344 (21.53)General surgery

896 (13.06)5917 (21.71)6813 (19.97)Cardiology

237 (3.45)3138 (11.52)3375 (9.89)Hematology

<.001Gender, n (%)

3463 (50.46)12,581 (46.17)16,044 (47.03)Female

3400 (49.54)14,669 (53.83)18,069 (52.97)Male

<.00153.53 (17.43)55.09 (18.81)54.77 (18.55)Age (years), mean (SD)

aN/A: not applicable.

Verification of the Recommended Diagnostic Accuracy
for CDSS
To detect the accuracy of the recommended diagnosis from the
CDSS, 27,250 hospitalized records in the EMR were
retrospectively assessed before CDSS implementation. The total
accuracy rates of the recommended diagnosis by CDSS were
75.46% (20,562/27,250) for first-rank diagnosis, 83.94%

(22,873/27,250) for top-2 diagnosis, and 87.53%
(23,852/27,250) in top-3 diagnosis. Across departments,
first-rank diagnosis accuracy rates varied from 62.37%
(2896/4643) to 85.53% (5061/5917), with the highest accuracy
rates observed in the cardiology and hematology departments.
The incorrect rates were 6.38% in all six clinical departments
(Table 2). The accuracy of the recommended diagnosis is shown
in Figure 2.
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Table 2. Accuracy rates of the recommended diagnosis by clinical decision support systems across each department.

First three, n (%)First two, n (%)First, n (%)Incorrect, n (%)Department

3750 (80.77)3531 (76.05)2896 (62.37)534 (11.50)Otolaryngology (n=4643)

5002 (88.78)4784 (84.91)4277 (75.91)286 (5.08)Orthopedic (n=5634)

2348 (82.85)2223 (78.44)1918 (67.68)206 (7.27)Respiratory medicine (n=2834)

4407 (86.68)4179 (82.20)3744 (73.64)335 (6.59)General surgery (n=5084)

5531 (93.48)5393 (91.14)5061 (85.53)146 (2.47)Cardiology (n=5917)

2814 (89.67)2763 (88.05)2666 (84.96)231 (7.36)Hematology (n=3138)

23,852 (87.53)22,873 (83.94)20,562 (75.46)1738 (6.38)Total (N=27,250)

Figure 2. Accuracy of the 10 recommended diagnoses from the CDSS (clinical decision support systems) before implementation in the electronic
medical records. “Incorrect” means none of the 10 recommended diagnoses were consistent with the patient’s discharge diagnosis; “first” means the
first recommended diagnosis was consistent with the patient’s discharge diagnosis; “second” means the second recommended diagnosis was consistent
with the patient’s discharge diagnosis, and so on.

Univariate Comparison Before and After CDSS
Implementation
To explore the effects of the CDSS, the consistency between
admission and discharge diagnoses, the length of hospitalization
days, and the length of confirmed diagnosis times were
compared before and after CDSS implementation. Before the
CDSS, the consistency between admission diagnosis and
discharge diagnosis was significantly lower than the consistency
after CDSS implementation (70.37%, 19,175/27,250 vs 72.64%,
4985/6863, P<.001). Median hospitalization days were
significantly shortened from 7 (IQR 4-10) to 6 (IQR 3-8) days
after CDSS implementation, and the proportion of
hospitalization times more than 7 days significantly decreased
(P<.001). The length of the confirmed diagnosis times also

significantly decreased after CDSS implementation (P<.001)
in 11,912 records that had this information (Table 3). In Figure
3, the box plot and probability density diagram is used to
describe the change in hospitalization time before and after
CDSS implementation. The line for median hospitalization days
was down and the probability density moved to the left after
CDSS implementation, suggesting that the average length of
hospital stays fell.

In view of the large study span (2016 to 2019), subgroup
analysis was performed on the data obtained from 2018 to 2019.
The results of the subgroup analysis confirmed that consistency
improved after CDSS implementation, while the length of
hospitalization and confirmed days were shortened (Multimedia
Appendices 2 and 3).
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Table 3. Comparison of the effects of CDSS (clinical decision support systems) before and after CDSS implementation.

P valueCDSS OnlineTotalVariables

AfterBefore

<.001Consistency,a n (%)

4985 (72.64)19,175 (70.37)24,160 (70.82)Yes

1878 (27.36)8075 (29.63)9953 (29.18)No

Confirmed time (days)b

<.0011 (0-3)1 (0-4)1 (0-4)Median (IQR)

<.0012.27 (3.87)3.25 (5.48)3.10 (5.27)Mean (SD)

Hospitalization time (days)

<.0016 (3-8)7 (4-10)7 (4-9)Median (IQR)

<.0016.49 (4.73)8.51 (8.05)8.11 (7.55)Mean (SD)

<.001Hospitalization time group (days), n (%)

4837 (70.48)15,774 (57.89)20,611 (60.42)0-7

2026 (29.52)11,476 (42.11)11,476 (39.58)>7

aConsistency referred to the consistency between the diagnosis on admission and the diagnosis on discharge.
bOnly 11,912 records had the length of the confirmed diagnosis times (days), it was the duration between preliminary admission diagnosis and definite
diagnosis.

Figure 3. Box plot and probability density diagrams of hospitalization times before and after CDSS (clinical decision support systems) implementation.
The red and green dotted lines, respectively, represent the median hospitalization days before and after CDSS implementation; the pink and blue shaded
areas, respectively, represent the probability density before and after CDSS implementation.
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Multivariable Logistic Regression
We observed a higher consistency between admission and
discharge diagnoses and shortened hospitalization days
following univariate analysis. To exclude the effect of patient
characteristics, multivariable logistic regression analysis was
performed. The consistency rates after CDSS implementation
increased to 1.078 (95% CI 1.015-1.144) after adjustment for
patient gender and age, and the proportion of hospitalization

time of 7 days or less increased to 1.688 (95% CI 1.592-1.789)
times (Table 4).

In the subgroup analysis, the odds ratio of consistency rates and
hospitalization time of 7 days or less were 1.298 (95% CI
1.207-1.397) and 1.757 (95% CI 1.635-1.888), respectively,
after CDSS implementation (Multimedia Appendix 4). Males
and older patients had higher inconsistency rates and a higher
risk of hospitalization time greater than 7 days in all data or
subgroup data (Table 4 and Multimedia Appendix 4).

Table 4. Multivariable logistic regression analysis of the effects of clinical decision support systems.

Hospitalization time (≤7 days)ConsistencyVariables

P valueAdjusted OR (95% CI)P valueAdjusted OR (95% CI)

<.0010.01Group

1.001.00Before

1.688 (1.592-1.789)1.078 (1.015-1.144)After

<.001<.001Gender

1.001.00Female

0.814 (0.778-0.851)0.789 (0.752-0.827)Male

<.0010.974 (0.973-0.975)<.0010.984 (0.983-0.985)Age

Interrupted Time Series Analysis
As shown in Table 5 and Figure 4, the interrupted time series
analysis shows that the levels of change for the weekly
consistency rates of admission and discharge diagnoses were
6.722 (95% CI 2.433-11.012) in the level change, indicating
that the consistency rates significantly increased by 6.722%
after CDSS implementation (P=.002). For the proportion of

hospitalization times of 7 days or less, a significant increase of
7.837% was observed (95% CI 1.798%-13.876%, P=.01) in the
level change after CDSS implementation. However, in the
subgroup analysis, the level change of the consistency rate was
not statistically significant (P=.22), but the level change of the
proportion of hospitalization times of 7 days or less was
statistically significant (P=.02) (Multimedia Appendices 5 and
6).

Table 5. Estimated levels and trend changes of the consistency rates and hospitalization times of 7 days or less before and after CDSS (clinical decision
support systems) implementation.

P valueBeta (95% CI)Outcome variables

Consistency

74.386Intercept

<.001−0.093 (−0.131, −0.055)Before trend

.0026.722 (2.433, 11.012)Level change

.050.311 (0.001, 0.620)Trend change

Hospitalization time ≤7 days rate

58.146Intercept

.47−0.013 (−0.047, 0.022)Before trend

.017.837 (1.798, 13.876)Level change

.060.941 (−0.032, 1.915)Trend change
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Figure 4. Levels and trend changes of the consistency of admission and discharge diagnoses and the rates of hospitalization time of 7 days or less
before and after CDSS (clinical decision support systems) implementation.

Discussion

Large data and digitalization are rapidly expanding in the clinical
setting, but health care providers often do not fully exploit these
datasets. Clinical decisions are often made by health care
professionals during direct patient contact, ward rounds, or
multidisciplinary meetings, meaning that decisions are made
within seconds to minutes depending on the experience of the

health care provider [29]. Computer-based systems can consider
all available data, including EMRs, guidelines from
evidence-based medicine, and current medical insights. The
CDSS contains a vast amount of information that can help
clinicians make appropriate decisions for individual patients.

The earliest known CDSS was medication-related and dated
back to the 1960s [30]. This system supported pharmacists with
drug allergy assessments, dose guidance, drug-drug interactions,
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and duplicate therapy assessments. These assays were designed
using simplistic “if-then-else” logic and did not combine
complex algorithms, such as deep neural networks, fuzzy logic,
Bayesian classifiers, and hybrid systems. Advanced CDSS were
designed to aid clinical decision making using individual patient
characteristics and external information to generate
health-related recommendations. CDSS were applied for AI
[11,31] assessments.

Recent studies have reported the wide application of CDSS
combined with AI in clinical settings [3,7,9,11,18,32]. A range
of systematic reviews, meta-analyses, or synthesis of systematic
reviews have summarized the effects of CDSS in chemotherapy
processes [33], cardiovascular risk factors [24], drug allergy
checks [34], patient outcomes [15,17], acute care management
[35], primary preventive care [36], and chronic disease
management [37]. In those studies, CDSS have a positive effect
on clinical diagnosis, whereas some have suggested no effect.
There are also studies reporting that CDSS poorly presents data
and causes alert fatigue to health care providers [38]. Therefore,
we designed a retrospective, longitudinal observational study
to explore the real-world effect of CDSS-aided diagnoses. The
CDSS was self-developed and AI-based, which integrated the
optimal BMJ best practices.

BMJ Best Practice is a clinical decision support tool that works
at the point-of-care. It offers continually updated,
evidence-based, and practical content to all health care
professionals [25]. BMJ Best Practice is one of the best clinical
decision support tools for health professionals worldwide [39].
Evidence-based clinical decision support resources may offer
well-designed clinical pathways and algorithms, which can save
busy clinicians’ time and effort in designing clinical pathways.
BMJ Best Practice can help doctors and other health care
professionals find immediate, current, and evidence-based
answers to important clinical questions [40].

There were 34,113 inpatient records involved in this study
accumulated from six clinical departments. Of these, 27,250
(79.9%) records were before the CDSS implementation, and
the simulations of diagnostic accuracy were performed in them.
The total accuracy rates of the recommended diagnosis by
AI-based CDSS were 75.46% in first-rank diagnosis, 83.94%
in top-2 diagnosis, and 87.53% in top-3 diagnosis. The incorrect
rates were 6.38%. The accuracy rates were high, consistent with
other studies that have also shown that AI-based tools are
accurate in aiding diagnosis. Hannun et al [9] used deep neural
networks to detect and classify cardiologist-level arrhythmias
in ambulatory electrocardiograms. Their results showed good
classification accuracy (area under the curve=0.97). Attia et al
[7] tested the application accuracy of AI for electrocardiograms
with accuracies of 85.7% observed. Wildman-Tobriner et al [3]
showed that an AI-optimized Thyroid Imaging Reporting and
Data System (TI-RADS) could modestly improve specificity
and maintain sensitivity compared with the American College
of Radiology TI-RADS. Similar diagnostic tools based on
different AI algorithms had good accuracy for the detection of
lymph node metastases in women with breast cancer [1],
dermatologist-level classification of skin cancer [4], diabetic
retinopathy and diabetic macular edema [41], and multiclass
diagnosis of Alzheimer disease [42]. These results suggest that

diagnosis systems based on AI have good diagnostic accuracy,
but their clinical application requires verification.

In addition to simulation studies, we designed a before-and-after
comparison to explore the accuracy of the admission diagnosis
after CDSS implementation, with outcomes measured as the
consistency between admission and discharge diagnoses. Before
CDSS implementation, the admission diagnosis could only be
made based on patient information (eg, outpatient examinations)
and the doctor’s experience. The patient’s admission diagnosis
was assisted by the CDSS recommendation after CDSS
implementation. Our results showed that the consistency
significantly improved after CDSS implementation in all
analyses (from 70.37% to 72.64%, P<.001) and subgroup
analyses (from 66.59% to 72.64%, P<.001), although the
increase was not large. Similar results were detected in
multivariable logistic regression and interrupted time series
analysis, suggesting that the application of CDSS could improve
the consistency of admission and discharge diagnoses.
Dhombres et al [43] showed that an intelligent scan assistant
system for early pregnancy diagnosis by ultrasound could
improve the rate of correct diagnosis to 20%. A prospective
multicenter study assessed the impact of CDSS to predict
progression in patients with subjective cognitive decline and
mild cognitive defects [44] and found that the prediction of
progression changed in 13% of patients when CDSS was
applied. The clinicians’ confidence in their predictions also
increased when using CDSS [44].

After CDSS implementation, the confirmed time and
hospitalization time were significantly shorter (decrease of 0.98
days and 2.02 days in all data, respectively). We observed a
similar trend via subgroup and multivariable analyses. In the
interrupted time series analysis, the rates of consistency and
hospitalization time of 7 days or less increased by 6.72% and
7.84%, respectively, after CDSS implementation. Although
meta-analyses showed that the application of CDSS did not
have clear clinical benefits in cardiovascular risk management
[24], a positive effect of CDSS has been proposed in other
studies [14,43,45]. We similarly confirmed the clinical benefits
of CDSS implementation from the perspective of aided diagnosis
to improve the accuracy of diagnosis and shorten confirmed
diagnosis times and the length of hospitalization time. This
study embedded AI-based CDSS into EMRs and evaluated the
effect of CDSS on diagnosis in six clinical departments. These
results reflect the practical benefits of CDSS in our hospital.
However, because only the benefits of CDSS to assist diagnosis
were assessed, future studies should evaluate the role of CDSS
in assisting treatment decision-making decisions in the real
world.

The study had several limitations. First, the multivariate analysis
of CDSS did not take into account the impact of the doctor’s
personal information, such as education level, technical post,
and work experience. Second, the multivariate analysis did not
consider the impact of the individual patient’s disease severity.
However, because a large sample size was continuously
enrolled, a balance in disease severity would be anticipated.
Third, this study did not consider the impact of time factors and
the adjustments of national basic health policy from 2016 to
2019. To eliminate the influence of time factors, we performed
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a subgroup analysis on data from 2018 and 2019, and we believe
that time factors and health policy changes would have little
impact in a relatively short period of time (less than 2 years).
Fourth, the amount of data after CDSS application in this study
was small, accounting for only 20.1% of the total datasets.
Finally, the CDSS application in China should be trained not
only by global evidence but also by regional evidence, including
traditional Chinese medicine. In addition, the conclusions of
the study were limited by the retrospective nature of the cohort;
strict randomized controlled trials are needed to explore the
accuracy of CDSS in aided diagnosis.

There are many kinds of CDSS, ranging from simple logical
judgments to complex AI algorithms, adverse drug reactions to
data-driven aided diagnosis and treatment. From these, various
forms of CDSS are emerging. Using the current development
and application of CDSS, there is no unified standard to restrict
use; therefore, further evaluations and training are required
before CDSS tools are adopted into clinical practice. Standard
guidelines for CDSS classifications and eligibility specifications
should also be published to ensure reproducibility. In the future,
more complex AI-based CDSS can be implemented into the
EMR. We believe that this application can create new horizons
for scientific research and improve the quality of health and
health care.
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Abstract

Background: eConsulta is a tele-consultation service involving doctors and patients, and is part of Catalonia's public health
information technology system. The service has been in operation since the end of 2015 as an adjunct to face-to-face consultations.
A key factor in understanding the barriers and facilitators to the acceptance of the tool is understanding the sociodemographic
characteristics of general practitioners who determine its use.

Objective: This study aimed to analyze the sociodemographic factors that affect the likelihood of doctors using eConsulta.

Methods: A retrospective cross-sectional analysis of administrative data was used to perform a multivariate logistic regression
analysis on the use of eConsulta in relation to sociodemographic variables.

Results: The model shows that the doctors who use eConsulta are 45-54 years of age, score higher than the 80th percentile on
the quality of care index, have a high degree of accessibility, are involved in teaching, and work on a health team in a high
socioeconomic urban setting.

Conclusions: The results suggest that certain sociodemographic characteristics associated with general practitioners determine
whether they use eConsulta. These results must be taken into account if its deployment is to be encouraged in the context of a
public health system.

(JMIR Med Inform 2020;8(1):e16484)   doi:10.2196/16484
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Introduction

The use of tele-consulting, synchronous or asynchronous
consultation using information and communication technologies
(ICT) to omit geographical and functional distance between
general practitioners and citizens in primary health care, is
widespread in both public [1,2] and private [3] medicine.
Although various studies suggest it is beneficial in certain
contexts such as the monitoring of diabetes, heart disease, and
high blood pressure [4,5] and well accepted by patients [6], its
uptake remains low [7], and there are difficulties facing its use
in clinical practice [8,9]. Some studies have pointed out that
these difficulties may be due to a lack of focus in the
implementation of these interventions [10] (ie, doctors do not
see them as effective [11]), or it is due to the scarcity and
inconclusive nature of the evidence published to date [12-14].
A recently published study offers recommendations on future
interventions in this field, such as identifying the impact on the
doctors’ workload [15].

The Catalan public health system consists of more than 160
providers that offer universal access to 7.5 million people,
making it an integrated public welfare network that guarantees
the universal right to health [16]. The large number of
stakeholders has led centers to create their own information
technology (IT) systems to meet specific needs. As a result, in
2008, the decision was made to implement a common platform
that can securely share clinical information between different
centers and health professionals [17]. Shortly afterward, the
personal health folder (PHF), a tool that allows members of the
public to securely access their personal information and online
services [18,19], was deployed. eConsulta was subsequently
launched in 2015 as an asynchronous tele-consultation tool for
members of the public and general practitioners (GP) as a
complement to face-to-face care. Its implementation has
gradually extended to the entire network (more than 92% of
primary care teams have used the tool). Nevertheless, its use in
relation to conventional consultations remains low (accounting
for just 0.9% of the total).

A recent study of factors that influence the use of eConsulta
found that the main reason individuals used the service was to
resolve administrative matters and because the service has
potential for significantly reducing the number of face-to-face
visits [20]. Another key factor in an effective analysis of the
tool’s use is establishing the profile of the doctors who use it.
Evidence suggests that specific characteristics determine the
adoption of digital health technology. Studies have associated
older age, close proximity to retirement, and female doctors

with a lower probability of the GP using these tools [6,21,22].
Additionally, GPs with prior experience with other digital health
technologies are shown to be more enthusiastic and optimistic
than those who have not yet used them [23].

In light of this evidence, this study aimed to employ a
multivariate logistic regression model to analyze the
characteristics of GPs that affect their use of eConsulta in the
context of the Catalan public health system.

Methods

Sample
This is a retrospective descriptive cross-sectional study of
primary health care GPs belonging to the Catalan Health
Institute (ICS), the major provider of primary care services in
Catalonia (serving 74% of the Catalan population). The period
of study was between January 1, 2016, and March 31, 2018.
The target sample was made up of all 3259 GPs working at ICS
from 285 centers. The following exclusion criteria were
established: doctors belonging to centers participating in the
pilot phase of the study, those belonging to centers that activated
eConsulta less than 12 months after activating the electronic
clinical IT system, GPs from centers that activated the eConsulta
service after January 2018 (thus ensuring a minimum 2-month
use of the service), those with more than 100 children assigned
to them, and those who changed primary care teams during the
study period. This study included a total of 2451 doctors serving
220 centers (Figure 1). Of these, 808 GPs who were excluded
showed no statistically significant difference with respect to
age, gender, and their quality of care (QoC) score, which is an
indicator based on public information systems that evaluates
performance related to the prevention and control of various
illnesses such as hypertension, diabetes, and dyslipidemia (Table
1).

The main study variable was the use of the eConsulta service.
Use was defined as any messages sent during the study period,
and nonuse was defined as no messages sent. The following
were considered independent variables: age, gender,
socioeconomic level of the center, type of center (rural or urban),
average number of adults attended, mean age of patients
assigned to GP, percentage of patients who have activated their
PHF, GPs involvement in teaching (yes or no), QoC score,
pharmacy prescription quality standard (PPQS) score as of
December 2017, and doctor’s accessibility (possibility of
scheduling an appointment within 48 hours, 5 days, and 10
days).
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Figure 1. Flowchart of the study population. NGP: number of general practitioners; NT: number of primary health teams; PCT: primary health team;
eCAP: primary care information system; GP: general practitioner.

Table 1. Sociodemographic characteristics of doctors included and excluded in the study.

P valueIncluded (n=2451)Excluded (n=808)All (N=3259)Demographic

.16Age, n (%)

134 (5.47)50 (6.19)184 (5.65)28-34 years

654 (26.70)243 (30.10)897 (27.50)35-44 years

774 (31.60)227 (28.10)1001 (30.70)45-54 years

850 (34.70)271 (33.5)1121 (34.40)55-66 years

39 (1.59)17 (2.10)56 (1.72)Missing

.61Sex, n (%)

1660 (67.70)541 (67.00)2201 (67.50)Male

752 (30.70)250 (30.90)1002 (30.70)Female

39 (1.59)17 (2.10)56 (1.72)Missing

.13762 (100)756 (102)760 (101)Quality of care score

JMIR Med Inform 2020 | vol. 8 | iss. 1 |e16484 | p.68http://medinform.jmir.org/2020/1/e16484/
(page number not for citation purposes)

Fernández et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Model
The descriptive analysis used the mean and standard deviation
for continuous variables and numbers and percentages for
categorical variables. The t test was used to test the significance
for continuous variables, and the Chi-square test was used for
categorical variables. To evaluate which variables make a doctor
more likely to have used the platform, a multivariate logistic
regression analysis was used with a significance level of 95%.
R-3.5.1 (R Foundation for Statistical Computing, Vienna,
Austria) software was used to conduct the analysis.

Results

Table 2 shows the most prevalent characteristics of professional
users. Doctors who use eConsulta have a higher percentage of
patients who have activated their PHF and score higher on the
PPQS score, QoC score, and accessibility of care indices. There
are no statistically significant differences between doctors who
use eConsulta and those who do not with respect to the average

number of adults attended or the average age of the patients
assigned to them.

The multivariate regression model examined which variables
affect the use of eConsulta. These variables, independently
related to the outcome, are distinct from those obtained from
the bivariate analysis, in which they are combined. This means
it was not possible to identify a specific correlation. The odds
ratio for each outcome is shown with regard to the reference
categories and can be interpreted as probabilities. A coefficient
of less than 1 indicates that the use of eConsulta is less likely,
while coefficients greater than 1 indicate a greater probability
of the tool being used. Therefore, according to the regression
model, the characteristics of the doctors that determine the use
of eConsulta include the following: 45-54 years of age, a QoC
score that is higher than the 80th percentile, a high degree of
accessibility, are involved in teaching, and work in a primary
care team in an urban area with a high socioeconomic level. All
of the variables shown in Table 3 are statistically significant.
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Table 2. Sociodemographic characteristics of doctors by use of eConsulta.

P valueNonuser (n=1182)User (n=1269)Total (N=2451)Demographic

<.001Sex, n (%)

862 (72.90)798 (62.90)1660 (67.70)Female

313 (26.50)439 (34.60)752 (30.70)Male

7 (0.59)32 (2.52)39 (1.59)Missing

<.001Age, n (%)

43 (3.64)91 (7.17)134 (5.47)28-34 years

328 (27.70)326 (25.70)654 (26.70)35-44 years

455 (38.50)319 (25.10)774 (31.60)45-54 years

349 (29.50)501 (39.50)850 (34.70)55-66 years

7 (0.59)32 (2.52)39 (1.59)Missing

<.001Type PCTa, n (%)

82 (6.94)145 (11.40)227 (9.26)0R (Rural)

54 (4.57)90 (7.09)144 (5.88)1R (Semirural)

100 (8.46)170 (13.40)270 (11.00)2R (Semiurban)

222 (18.80)233 (18.40)455 (18.60)4U (Urban, very low socioeconomic level)

228 (19.30)246 (19.40)474 (19.30)3U (Urban, low socioeconomic level)

170 (14.40)183 (14.40)353 (14.40)2U (Urban, high socioeconomic level)

326 (27.60)202 (15.90)528 (21.50)1U (Urban, very high socioeconomic level)

<.001Type PCT, n (%)

236 (20.00)405 (31.90)641 (26.20)Rural

946 (80.00)864 (68.10)1810 (73.80)Urban

.061093 (226)1111 (231)1102 (229)Adults seen, mean (SD)

.0350.3 (4.01)49.9 (3.62)50.1 (3.82)Age quota, mean (SD)

.00624.1 (8.37)23.2 (7.44)23.6 (7.91)Quota for patients aged over 65 years (%), mean (SD)

<.0016.41 (3.08)4.62 (2.31)5.49 (2.85)Patients with PHFb activated (%), mean (SD)

<.001Teaching in 2017, n (%)

967 (81.80)1123 (88.50)2090 (85.30)No

215 (18.20)146 (11.50)361 (14.70)Yes

<.001775 (89.1)749 (108)762 (100)QoCc score - December 2017, mean (SD)

<.001QoC score - December 2017 categorized, n (%)

157 (13.30)302 (23.80)459 (18.70)0-20

763 (64.60)734 (57.80)1497 (61.10)20-80

262 (22.20)233 (18.40)495 (20.20)80-100

<.00163.5 (18.1)60.7 (18.6)62.1 (18.4)PPQSd score - December 2017, mean (SD)

<.001PPQS score - December 2017 categorized, n (%)

183 (15.50)213 (16.80)396 (16.20)0-20

692 (58.50)672 (53.00)1364 (55.70)20-80

274 (23.20)203 (16.00)477 (19.50)80-100

33 (2.79)181 (14.30)214 (8.73)Missing

<.00165.9 (28.10)75.1 (29.80)67.5 (28.60)Replies in less than 5 days (%), mean (SD)

.2330.5 (21.60)31.7 (25.10)31.1 (23.50)Accessibility in 48 hours (%), mean (SD)
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P valueNonuser (n=1182)User (n=1269)Total (N=2451)Demographic

.00651.9 (26.60)48.8 (28.80)50.3 (27.80)Accessibility in 5 days (%), mean (SD)

<.00177.1 (21.80)71.5 (25.10)74.2 (23.70)Accessibility in 10 days (%), mean (SD)

aPCT: primary care team.
bPHF: personal health folder.
cQoC: quality of care.
dPPQS: pharmacy prescription quality standard.

Table 3. Results of the logistic regression model.

P valuesOdds ratio (95% CI)Demographic

<.0012.152 (1.431-3.277)Age: 35-44 yearsa

<.0012.969 (1.979-4.512)Age: 45-54 years

.041.528 (1.019-2.320)Age: 56-66 years

<.0010.717 (0.592-0.869)Sex: Male

<.0011.942 (1.542-2.454)QoCb score 20-80%

<.0012.329 (1.761-3.088)QoC score 80-100%

.261.299 (0.823-2.047)Semirural type

.461.158 (0.784-1.713)Semiurban type

<.0012.024 (1.410-2.919)Urban 4: very low socioeconomic level

<.0012.038 (1.428-2.920)Urban 3: low socioeconomic level

<.0012.207 (1.513-3.231)Urban 2: high socioeconomic level

<.0014.016 (2.820-5.750)Urban 1: very high socioeconomic level

<.0011.017 (1.013-1.021)Accessibility in 10 days

.0021.496 (1.165-1.923)Teaching indicator 2017

aAll variables have a reference category.
bQoC: quality of care.

Discussion

The results of this study differ from those of previous ones,
which did not find significant differences in the gender and ages
of doctors who adopted new technologies as part of their clinical
practice [6,21,22]. In our sample, these differences can be
partially attributed to characteristics of the Catalan ecosystem.
For example, in Catalonia, GPs rarely obtain a stable position
with their own patients before the former is 30 years of age.
Likewise, the lower use of eConsulta in rural areas could be
because, in Catalonia, patients’ access to health services in rural
areas are better than in other regions due to the wide availability
of local GP surgeons. The low level of use by younger doctors
(30-44 years of age) could be explained by their relatively low
level of confidence and security with respect to their patients,
while the low level of use by older doctors (56-66 years of age)
could be explained by their relatively lower levels of digital
competency and their lower incentives to incorporate new
elements into their practice due to the close proximity of
retirement. The relationship between a higher use of the tool
and higher QoC and PPQS scores could be attributed to the
doctor’s confidence in adopting new tools. In relation to the
higher use in urban areas (and possibly as a result of higher
socioeconomic levels), it is worth mentioning that this study

shows higher socioeconomic groups make more use of new
technologies and have greater access to the internet. Primary
care teams in areas with a high socioeconomic level have higher
PHF activation rates than primary care teams in areas with lower
socioeconomic levels

It seems that doctors who use eConsulta more have a higher
level of accessibility for face-to-face visits. However, this might
be because doctors who use eConsulta are probably more
involved in managing their agenda and more prone to meeting
QoC and PPQS. The increased waiting time for primary care
in Catalonia warrants investigation in other studies.

Other policies may have acted as confounding factors that
affected the interpretation of the results. For example, in January
2017, doctors in primary care teams in Barcelona were offered
an economic incentive to use eConsulta. It should also be
considered that in other instances, the Ministry of Health has
introduced incentives to primary care teams throughout
Catalonia to increase the use of the PHF.

In summary, these results show that being 45-54 years of age,
having a QoC score higher than the 80th percentile, having a
high degree of accessibility, being involved in teaching, and
working in a primary care team in an urban area with a high
socioeconomic level are characteristics that determine the use
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of tele-consultation in Catalonia. This study’s data cannot be
extrapolated to other health systems; however, the results are

critical for digital health policy planners, as the success of the
tool will heavily depend on whether GPs promote it.
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Abstract

Background: As a major chronic disease, asthma causes many emergency department (ED) visits and hospitalizations each
year. Predictive modeling is a key technology to prospectively identify high-risk asthmatic patients and enroll them in care
management for preventive care to reduce future hospital encounters, including inpatient stays and ED visits. However, existing
models for predicting hospital encounters in asthmatic patients are inaccurate. Usually, they miss over half of the patients who
will incur future hospital encounters and incorrectly classify many others who will not. This makes it difficult to match the limited
resources of care management to the patients who will incur future hospital encounters, increasing health care costs and degrading
patient outcomes.

Objective: The goal of this study was to develop a more accurate model for predicting hospital encounters in asthmatic patients.

Methods: Secondary analysis of 334,564 data instances from Intermountain Healthcare from 2005 to 2018 was conducted to
build a machine learning classification model to predict the hospital encounters for asthma in the following year in asthmatic
patients. The patient cohort included all asthmatic patients who resided in Utah or Idaho and visited Intermountain Healthcare
facilities during 2005 to 2018. A total of 235 candidate features were considered for model building.

Results: The model achieved an area under the receiver operating characteristic curve of 0.859 (95% CI 0.846-0.871). When
the cutoff threshold for conducting binary classification was set at the top 10.00% (1926/19,256) of asthmatic patients with the
highest predicted risk, the model reached an accuracy of 90.31% (17,391/19,256; 95% CI 89.86-90.70), a sensitivity of 53.7%
(436/812; 95% CI 50.12-57.18), and a specificity of 91.93% (16,955/18,444; 95% CI 91.54-92.31). To steer future research on
this topic, we pinpointed several potential improvements to our model.

Conclusions: Our model improves the state of the art for predicting hospital encounters for asthma in asthmatic patients. After
further refinement, the model could be integrated into a decision support tool to guide asthma care management allocation.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.5039

(JMIR Med Inform 2020;8(1):e16080)   doi:10.2196/16080

Introduction

Background
In the United States, asthma affects 8.4% of the population and
leads to 2.1 million emergency department (ED) visits, 479,300

hospitalizations, 3388 deaths, and US $50.3 billion in cost
annually [1,2]. Reducing hospital encounters, including inpatient
stays and ED visits, is highly desired for asthmatic patients. For
this purpose, using prognostic predictive models to prospectively
identify high-risk asthmatic patients and enroll them in care
management for tailored preventive care is deemed state of the
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art and has been adopted by health plans in 9 of 12 metropolitan
communities [3]. Once enrolled, care managers make regular
phone calls to help patients book appointments and schedule
health and related services. If done properly, this can cut the
patients’ future hospital encounters by up to 40% [4-7].

Unfortunately, the current high-risk patient identification
methods have major gaps, leading to suboptimal outcomes. Care
management typically enrolls only 1% to 3% of patients because
of capacity constraints [8]. The existing models for predicting
hospital encounters in asthmatic patients are inaccurate, which
is reflected by their area under the receiver operating
characteristic curve (AUC) ≤0.81 [9-22]. When used for care
management, these models miss over half of the patients who
will incur future hospital encounters and incorrectly classify
many other patients as patients who will incur future hospital
encounters. This makes it difficult to align care management
enrollment with the patients who will actually incur future
hospital encounters, increasing health care costs and impairing
patient outcomes. If we could find 5% more asthmatic patients
who would incur future hospital encounters and enroll them in
care management, we could improve outcomes and avoid up to
9850 inpatient stays and 36,000 ED visits each year [1,4-7].

Objectives
The goal of this study was to develop a more accurate model
for predicting hospital encounters for asthma in asthmatic
patients. The dependent variable is categorical with 2 possible
values: whether future hospital encounter for asthma will occur
or not. Accordingly, our model employs clinical and
administrative data to perform binary classification, with the
intention to better guide care management allocation and
improve outcomes for asthmatic patients. A description of the
development and evaluation of our model follows.

Methods

Study Design and Ethics Approval
In this study, we conducted secondary analysis of retrospective
data. The study was reviewed and approved by the institutional
review boards of Intermountain Healthcare, University of Utah,
and University of Washington Medicine.

Patient Population
Our patient cohort was based on the patients who visited
Intermountain Healthcare facilities during 2005 to 2018.
Intermountain Healthcare is the largest health care system in
the Intermountain region (Utah and southeastern Idaho), with
185 clinics and 22 hospitals providing care for approximately
60% of the residents in that region. The patient cohort included
asthmatic patients identified as residents of Utah or Idaho, with
or without a specific home address. A patient was defined as
having asthma in a given year if the patient had at least one
diagnosis code of asthma (International Classification of
Diseases, Ninth Revision [ICD-9]: 493.0x, 493.1x, 493.8x, and
493.9x; International Classification of Diseases, Tenth Revision
[ICD-10]: J45.x) in that year in the encounter billing database
[11,23,24]. Patients who died during that year were excluded.
There were no other exclusions.

Prediction Target (Dependent Variable)
In the rest of this paper, we use hospital encounter for asthma
to refer to inpatient stay or ED visit at Intermountain Healthcare
with a principal diagnosis of asthma (ICD-9: 493.0x, 493.1x,
493.8x, and 493.9x; ICD-10: J45.x). For each patient meeting
criteria for asthma in a given year, we looked at any hospital
encounter for asthma in the following year as outcome. In our
modeling, we used each asthmatic patient’s data by the end of
each year to predict the patient’s outcome in the following year.

Dataset
The Intermountain Healthcare enterprise data warehouse
provided a structured, clinical, and administrative dataset,
including all visits of the patient cohort at Intermountain
Healthcare facilities during 2005 to 2018.

Features (Independent Variables)
Following the approach outlined in our study design papers
[25,26], we considered 235 candidate features derived from the
structured attributes in our dataset. These features came from
4 sources: the >100 potential risk factors for asthma
exacerbations reported in the literature [9,22,27-34]; features
used in the existing models for predicting asthma exacerbations
[9-22]; factors impacting patients’ general health status
mentioned in the literature [31,35,36]; and features suggested
by the clinical experts in our team—MDJ, BLS, and FLN. As
the characteristics of the patient, the care provider, and the
treating facility impact the patient’s outcome, we used patient
features as well as provider and facility features [25,26].

The 235 candidate features are listed in the first table in
Multimedia Appendix 1 [37-39], where each reference to the
number of a specific type of items, such as medications, counts
multiplicity, unless the word distinct appears. A major visit for
asthma is defined as an outpatient visit with a primary diagnosis
of asthma, an ED visit with an asthma diagnosis code, or an
inpatient stay with an asthma diagnosis code. An outpatient
visit with asthma as a secondary diagnosis is defined as a minor
visit for asthma. Intuitively, all else being equal and compared
with a patient with only minor visits for asthma, a patient with
1 or more major visits for asthma is more likely to incur future
hospital encounters for asthma.

Each input data instance for the predictive model includes the
235 candidate features, targets the unique combination of an
asthmatic patient and a year (index year), and is used to predict
the patient’s outcome in the following year. For that combination
of patient and year, the patient’s age, current primary care
provider (PCP), and home address were determined based on
the data available on the last day of the index year. The features
of premature birth, bronchiolitis, duration of asthma, duration
of chronic obstructive pulmonary disease, whether the patient
had any drug or material allergy, whether the patient had any
environmental allergy, whether the patient had any food allergy,
and the number of allergies of the patient were derived from
the historical data from 2005 to the index year. Furthermore, 1
feature was derived from the historical data in both the index
year and the year before. This feature is as follows: the
proportion who incurred hospital encounters for asthma in the
index year out of all asthmatic patients of the patient’s current
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PCP in the year before. The remaining 226 features were derived
from the historical data in the index year.

Data Analysis

Data Preparation
For every numerical feature, we checked the data distribution,
adopted the following lower and upper bounds to spot invalid
values, and replaced them with null values. Using the lower and
upper bounds from the Guinness World Records [40], all body
mass indexes <7.5 or >204, all weights <0.26 kg or >635 kg,
and all heights <0.24 m or >2.72 m were deemed physiologically
impossible and invalid. Using the lower and upper bounds
provided by our team’s clinical expert MDJ, all peripheral
capillary oxygen saturation values >100%, all temperatures
<80°F or >110°F, all systolic blood pressure values ≤0 mm Hg
or >300 mm Hg, all diastolic blood pressure values ≤0 mm Hg
or >300 mm Hg, all heart rates <30 beats per minute or >300
beats per minute, and all respiratory rates >120 breaths per
minute were deemed physiologically impossible and invalid.

To put all the numerical features on the same scale, we
standardized every numerical feature by first subtracting its
mean and then dividing by its standard deviation. As outcomes
were from the following year, our dataset provided 13 years of
effective data (2005-2017) over a total of 14 years (2005-2018).
To reflect the model’s use in practice, data from 2005 to 2016
were used to train predictive models. Data from 2017 were used
to assess the model’s performance.

Performance Metrics
As shown in the formulas below and Table 1, we applied 6
standard metrics to gauge the model’s performance: AUC,
accuracy, sensitivity, specificity, positive predictive value
(PPV), and negative predictive value (NPV).

The following formulas were used to calculate the standard
metrics to gauge the model’s performance:

• Accuracy=(TP+TN)/(TP+TN+FP+FN)
• Sensitivity=TP/(TP+FN)
• Specificity=TN/(TN+FP)
• PPV=TP/(TP+FP)
• NPV=TN/(TN+FN)

Here, TP is true positive, TN is true negative, FP is false
positive, and FN is false negative. For example, FN is the
number of patients who will incur future hospital encounters
for asthma and whom the model incorrectly projects to incur
no future hospital encounter for asthma. Sensitivity shows the
proportion of patients who will incur future hospital encounters
for asthma found by the model. Specificity shows the proportion
of patients who will incur no future hospital encounter for
asthma found by the model.

For the 6 performance metrics, we obtained their 95% CIs via
1000-fold bootstrap analysis [41]. We calculated our final
model’s performance metrics on every bootstrap sample of the
2017 data. For each performance metric, we got 1000 values,
the 2.5th and 97.5th percentiles of which gave its 95% CI. We
drew the receiver operating characteristic curve to exhibit the
sensitivity-specificity trade-off.

Table 1. The confusion matrix.

No future hospital encounter for asthmaFuture hospital encounters for asthmaClass

False positiveTrue positivePredicted future hospital encounters for asthma

True negativeFalse negativePredicted no future hospital encounter for asthma

Classification Algorithms
We used Waikato Environment for Knowledge Analysis (Weka),
version 3.9 [42], to construct machine learning classification
models. Weka is a widely used, open-source machine learning
and data mining package. It incorporates many standard machine
learning algorithms and feature selection techniques. We
considered the 39 native machine learning classification
algorithms in Weka listed in Multimedia Appendix 1 as well
as the extreme gradient boosting (XGBoost) classification
algorithm [43] implemented in the XGBoost4J package [44].
An XGBoost model is an ensemble of decision trees formed in
a stagewise manner. As a scalable and efficient implementation
of gradient boosting, XGBoost adopts a more regularized model
formulation to help avoid overfitting and improve classification
accuracy. We used our previously developed automatic model
selection method [45] and the 2005 to 2016 training data to
automate the selection of the machine learning classification
algorithm, feature selection technique, data balancing method
for handling imbalanced data, and hyperparameter values among
all the suitable ones. Our automatic model selection method
[45] adopts the response surface methodology to automatically

check many combinations of classification algorithm, feature
selection technique, data balancing method, and hyperparameter
values and conducts cross-validation to choose the final
combination to maximize the AUC. AUC has no reliance on
the cutoff threshold used for deciding between the projected
future hospital encounters for asthma and the projected no future
hospital encounter for asthma. This gives AUC an advantage
over the other 5 performance metrics—accuracy, sensitivity,
specificity, PPV, and NPV— whose values depend on the cutoff
threshold used. For each classification algorithm, our automatic
model selection method attempts to adjust all the related
hyperparameters by testing many hyperparameter value
combinations. To expedite the search, our method performs
progressive sampling on the training set and uses test results on
its subsets to quickly remove unpromising algorithms and
hyperparameter value combinations. As a result, with no need
to find near-optimal hyperparameter value combinations for
almost all the algorithms, our method can return a good
combination of the algorithm, feature selection technique, data
balancing method, and hyperparameter values for building the
final classification model. Compared with the Auto-WEKA
automatic model selection method [46], our method can cut
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search time by 28-fold and model error rate by 11%
simultaneously [45].

Results

Demographic Characteristics of Our Patient Cohort
Recall that each data instance targets a unique combination of
an asthmatic patient and a year. Tables 2 and 3 exhibit the
demographic characteristics of our patient cohort during 2005
to 2016 and 2017, respectively. The characteristics are relatively
similar between the 2 periods. During 2005 to 2016 and 2017,
about 3.59% (11,332/315,308) and 4.22% (812/19,256) of data
instances linked to hospital encounters for asthma in the
following year, respectively.

On the basis of chi-square 2-sample test, for both 2005 to 2016
and 2017 data, the data instances linked to future hospital
encounters for asthma and those linked to no future hospital
encounter for asthma showed the same distribution for
long-acting beta2-agonist prescription (P=.67 for the 2005 to
2016 data and P=.11 for the 2017 data), mast cell stabilizer
prescription (P=.29 for the 2005 to 2016 data and P>.99 for the
2017 data), allergic rhinitis occurrence (P=.38 for the 2005 to
2016 data and P=.13 for the 2017 data), and cystic fibrosis
occurrence (P=.21 for the 2005 to 2016 data and P=.20 for the
2017 data) and, they showed different distributions for gender

(P<.001 for the 2005 to 2016 data and P=.002 for the 2017
data), race (P<.001), ethnicity (P<.001), insurance category
(P<.001), inhaled corticosteroid prescription (P<.001), inhaled
steroid and rapid-onset long-acting beta2-agonist combination
prescription (P<.001 for the 2005 to 2016 data and P=.002 for
the 2017 data), leukotriene modifier prescription (P<.001),
inhaled short-acting beta2-agonist prescription (P<.001),
systemic corticosteroid prescription (P<.001), anxiety or
depression occurrence (P<.001 for the 2005 to 2016 data and
P=.002 for the 2017 data), bronchopulmonary dysplasia
occurrence (P<.001 for the 2005 to 2016 data and P=.02 for the
2017 data), chronic obstructive pulmonary disease occurrence
(P<.001), eczema occurrence (P<.001), gastroesophageal reflux
occurrence (P<.001), obesity occurrence (P<.001 for the 2005
to 2016 data and P=.004 for the 2017 data), premature birth
occurrence (P<.001), sleep apnea occurrence (P<.001), and
smoking status (P<.001). For the data from 2005 to 2016,
different distributions were shown for sinusitis occurrence
(P=.006). For the 2017 data, the same distribution was shown
for sinusitis occurrence (P=.91). On the basis of the
Cochran-Armitage trend test [47], for both 2005 to 2016 and
2017 data, the data instances linked to future hospital encounters
for asthma and those linked to no future hospital encounter for
asthma showed different distributions for age (P<.001) and
duration of asthma (P<.001).
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Table 2. Demographic characteristics of the asthmatic patients at Intermountain Healthcare during 2005 to 2016.

Data instances linked to no hospital
encounter for asthma in the following
year (N=303,976), n (%)

Data instances linked to hospital en-
counters for asthma in the following
year (N=11,332), n (%)

Data instances
(N=315,308), n (%)

Characteristics

Age (years)

34,708 (11.42)3118 (27.52)37,826 (12.00)<6 

50,572 (16.64)2590 (22.86)53,162 (16.86)6 to <18 

172,436 (56.73)5003 (44.15)177,439 (56.27)18 to 65 

46,260 (15.22)621 (5.48)46,881 (14.87)65+ 

Gender

122,048 (40.15)5169 (45.61)127,217 (40.35)Male 

181,928 (59.85)6163 (54.39)188,091 (59.65)Female 

Race

2295 (0.76)214 (1.89)2509 (0.80)American Indian or Alaskan native 

2120 (0.70)77 (0.68)2197 (0.70)Asian 

5291 (1.74)460 (4.06)5751 (1.82)Black or African American 

3877 (1.28)411 (3.63)4288 (1.36)Native Hawaiian or other Pacific Is-
lander

 

273,206 (89.88)9420 (83.13)282,626 (89.63)White 

17,187 (5.65)750 (6.62)17,937 (5.69)Unknown or not reported 

Ethnicity

27,014 (8.89)2279 (20.11)29,293 (9.29)Hispanic 

244,442 (80.41)8157 (71.98)252,599 (80.11)Non-Hispanic 

32,520 (10.70)896 (7.91)33,416 (10.60)Unknown or not reported 

Insurance

200,449 (65.94)6192 (54.64)206,641 (65.54)Private 

76,916 (25.30)3238 (28.57)80,154 (25.42)Public 

26,611 (8.75)1902 (16.78)28,513 (9.04)Self-paid or charity 

Duration of asthma (years)

227,166 (74.73)7666 (67.65)234,832 (74.48)≤3 

76,810 (25.27)3666 (32.35)80,476 (25.52)>3 

Asthma medication prescription

73,566 (24.20)4539 (40.05)78,105 (24.77)Inhaled corticosteroid 

42,796 (14.08)2196 (19.38)44,992 (14.27)Inhaled steroid and rapid-onset long-
acting beta2-agonist combination

 

33,187 (10.92)2320 (20.47)35,507 (11.26)Leukotriene modifier 

1744 (0.57)69 (0.61)1813 (0.58)Long-acting beta2-agonist 

114 (0.04)7 (0.06)121 (0.04)Mast cell stabilizer 

121,983 (40.13)7545 (66.58)129,528 (41.08)Inhaled short-acting beta2-agonist 

129,318 (42.54)7324 (64.63)136,642 (43.34)Systemic corticosteroid 

Comorbidity

4534 (1.49)181 (1.60)4715 (1.50)Allergic rhinitis 

55,245 (18.17)1716 (15.14)56,961 (18.07)Anxiety or depression 

394 (0.13)35 (0.31)429 (0.14)Bronchopulmonary dysplasia 

12,496 (4.11)391 (3.45)12,887 (4.09)Chronic obstructive pulmonary disease 
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Data instances linked to no hospital
encounter for asthma in the following
year (N=303,976), n (%)

Data instances linked to hospital en-
counters for asthma in the following
year (N=11,332), n (%)

Data instances
(N=315,308), n (%)

Characteristics

447 (0.15)11 (0.10)458 (0.15)Cystic fibrosis 

4484 (1.48)443 (3.91)4927 (1.56)Eczema 

54,887 (18.06)1309 (11.55)56,196 (17.82)Gastroesophageal reflux 

35,215 (11.58)1076 (9.50)36,291 (11.51)Obesity 

5102 (1.68)440 (3.88)5542 (1.76)Premature birth 

14,164 (4.66)592 (5.22)14,756 (4.68)Sinusitis 

20,421 (6.72)471 (4.16)20,892 (6.63)Sleep apnea 

Smoking status

33,740 (11.10)1811 (15.98)35,551 (11.28)Current smoker 

18,735 (6.16)569 (5.02)19,304 (6.12)Former smoker 

251,501 (82.74)8952 (79.00)260,453 (82.60)Never smoker or unknown 
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Table 3. Demographic characteristics of the asthmatic patients at Intermountain Healthcare in 2017.

Data instances linked to no hospital
encounter for asthma in the following
year (N=18,444), n (%)

Data instances linked to hospital
encounters for asthma in the follow-
ing year (N=812), n (%)

Data instances
(N=19,256), n (%)

Characteristics

Age (years)

1678 (9.10)199 (24.51)1877 (9.75)<6 

3054 (16.56)181 (22.29)3235 (16.80)6 to <18 

9879 (53.56)386 (47.54)10,265 (53.31)18 to 65 

3833 (20.78)46 (5.67)3879 (20.14)65+ 

Gender

7443 (40.35)373 (45.94)7816 (40.59)Male 

11,001 (59.65)439 (54.06)11,440 (59.41)Female 

Race

146 (0.79)13 (1.60)159 (0.83)American Indian or Alaskan native 

195 (1.06)10 (1.23)205 (1.06)Asian 

361 (1.96)42 (5.17)403 (2.09)Black or African American 

299 (1.62)47 (5.79)346 (1.80)Native Hawaiian or other Pacific Islander 

17,025 (92.31)681 (83.87)17,706 (91.95)White 

418 (2.27)19 (2.34)437 (2.27)Unknown or not reported 

Ethnicity

2020 (10.95)192 (23.65)2212 (11.49)Hispanic 

16,242 (88.06)618 (76.11)16,860 (87.56)Non-Hispanic 

182 (0.99)2 (0.25)184 (0.96)Unknown or not reported 

Insurance

12,388 (67.17)462 (56.90)12,850 (66.73)Private 

4920 (26.68)208 (25.62)5128 (26.63)Public 

1136 (6.16)142 (17.49)1278 (6.64)Self-paid or charity 

Duration of asthma (years)

10,710 (58.07)423 (52.09)11,133 (57.82)≤3 

7734 (41.93)389 (47.91)8123 (42.18)>3 

Asthma medication prescription

6817 (36.96)424 (52.22)7241 (37.60)Inhaled corticosteroid 

4178 (22.65)222 (27.34)4400 (22.85)Inhaled steroid and rapid-onset long-
acting beta2-agonist combination

 

3364 (18.24)209 (25.74)3573 (18.56)Leukotriene modifier 

47 (0.25)5 (0.62)52 (0.27)Long-acting beta2-agonist 

8 (0.04)0 (0.00)8 (0.04)Mast cell stabilizer 

13,046 (70.73)739 (91.01)13,785 (71.59)Inhaled short-acting beta2-agonist 

11,327 (61.41)693 (85.34)12,020 (62.42)Systemic corticosteroid 

Comorbidity

382 (2.07)10 (1.23)392 (2.04)Allergic rhinitis 

3815 (20.68)131 (16.13)3946 (20.49)Anxiety or depression 

12 (0.07)3 (0.37)15 (0.08)Bronchopulmonary dysplasia 

1033 (5.60)23 (2.83)1056 (5.48)Chronic obstructive pulmonary disease 

94 (0.51)1 (0.12)95 (0.49)Cystic fibrosis 
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Data instances linked to no hospital
encounter for asthma in the following
year (N=18,444), n (%)

Data instances linked to hospital
encounters for asthma in the follow-
ing year (N=812), n (%)

Data instances
(N=19,256), n (%)

Characteristics

273 (1.48)34 (4.19)307 (1.59)Eczema 

3477 (18.85)71 (8.74)3548 (18.43)Gastroesophageal reflux 

3389 (18.37)116 (14.29)3505 (18.20)Obesity 

435 (2.36)41 (5.05)476 (2.47)Premature birth 

746 (4.04)34 (4.19)780 (4.05)Sinusitis 

2925 (15.86)78 (9.61)3003 (15.60)Sleep apnea 

Smoking status

2245 (12.17)146 (17.98)2391 (12.42)Current smoker 

2243 (12.16)83 (10.22)2326 (12.08)Former smoker 

13,956 (75.67)583 (71.80)14,539 (75.50)Never smoker or unknown 

Features and Classification Algorithm Used
After finishing the search process to maximize the AUC, our
automatic model selection method [45] chose the XGBoost
classification algorithm [43] and the hyperparameter values
listed in Multimedia Appendix 1. XGBoost is based on decision
trees and can deal with missing feature values naturally. As
XGBoost only accepts numerical features as its inputs, each
categorical feature was first converted into 1 or more binary
features via one-hot encoding before being given to XGBoost.
Our final model was constructed using XGBoost and the 142
features listed in the descending order of their importance values
in the second table in Multimedia Appendix 1. Due to having
no extra predictive power, the other features were automatically
removed by XGBoost. As detailed in the book by Hastie et al
[48], XGBoost automatically computed each feature’s
importance value as the mean of such values across all decision
trees in the XGBoost model. In each tree, the feature’s
importance value was computed based on the performance
improvement gained by the split at each internal node of the
tree using the feature as the splitting variable, weighted by the
number of data instances the node is responsible for.

Performance Measures Achieved
Our final model reached an AUC of 0.859 (95% CI
0.846-0.871). Figure 1 shows our final model’s receiver
operating characteristic curve. Table 4 shows our final model’s
performance metrics when differing top percentages of asthmatic
patients with the highest predicted risk were used as the cutoff
threshold for conducting binary classifications. When this
threshold was at 10.00% (1926/19,256), our final model reached
an accuracy of 90.31% (17,391/19,256; 95% CI 89.86-90.70),
a sensitivity of 53.7% (436/812; 95% CI 50.12-57.18), a

specificity of 91.93% (16,955/18,444; 95% CI 91.54-92.31), a
PPV of 22.65% (436/1925; 95% CI 20.74-24.61), and an NPV
of 97.83% (16,955/17,331; 95% CI 97.60-98.04). Table 5 shows
the corresponding confusion matrix of our final model.

Recall that several features require more than 1 year of historical
data to compute. If we exclude these features and use only those
features computed on 1 year of historical data, the model’s AUC
degrades to 0.849.

Without excluding the features that require more than 1 year of
historical data to compute, the model trained on both asthmatic
adults’ (age ≥18 years) and asthmatic children’s (age <18 years)
data reached an AUC of 0.856 on asthmatic adults and an AUC
of 0.830 on asthmatic children. In comparison, the model trained
only on asthmatic adults’ data reached an AUC of 0.855 on
asthmatic adults. The model trained only on asthmatic children’s
data reached an AUC of 0.821 on asthmatic children.

If we used only the top 21 features listed in the second table in
Multimedia Appendix 1 with an importance value ≥0.01 and
excluded the other 121 features, the model’s AUC degraded
from 0.859 to 0.855 (95% CI 0.842-0.867). When the cutoff
threshold for conducting binary classification was set at the top
10.00% (1926/19,256) of asthmatic patients with the highest
predicted risk, the model’s accuracy degraded from 90.31%
(17,391/19,256) to 90.14% (17,357/19,256; 95% CI
89.74-90.58), sensitivity degraded from 53.7% (436/812) to
51.6% (419/812; 95% CI 48.02-55.24), specificity degraded
from 91.93% (16,955/18,444) to 91.83% (16,938/18,444; 95%
CI 91.43-92.24), PPV degraded from 22.65% (436/1925) to
21.77% (419/1925; 95% CI 20.03-23.68), and NPV degraded
from 97.83% (16,955/17,331) to 97.73% (16,938/17,331; 95%
CI 97.49-97.95).
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Figure 1. Our model’s receiver operating characteristic curve.

Table 4. Our final model’s performance metrics when differing top percentages of asthmatic patients with the highest predicted risk were used as the
cutoff threshold for conducting binary classification.

Negative predictive
value (%)

Positive predictive
value (%)

Specificity (%)Sensitivity (%)Accuracy (%)Top percentage of asthmatic
patients with the highest
predicted risk (%)

96.3055.2199.5313.0595.891.00

96.5943.9098.8320.8195.542.00

96.7936.9298.0326.2395.003.00

97.0133.7797.2332.0294.484.00

97.1730.5696.3836.2193.845.00

97.3328.4095.5240.3993.196.00

97.4826.7394.6544.3392.537.00

97.6225.3993.7748.1591.858.00

97.7323.9592.8551.1191.099.00

97.8322.6591.9353.6990.3110.00

98.3618.8487.2967.0086.4415.00

98.5815.4282.3473.1581.9520.00

98.8013.2577.3678.5777.4125.00

Table 5. Our final model’s confusion matrix when the cutoff threshold for conducting binary classification was set at the top 10.00% (1926/19,256)
of asthmatic patients with the highest predicted risk.

No future hospital encounter for asthma, nFuture hospital encounters for asthma, nClass

1489436Predicted future hospital encounters for asthma

16,955376Predicted no future hospital encounter for asthma
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Discussion

Principal Findings
We built a more accurate machine learning classification model
to predict hospital encounters for asthma in the following year
in asthmatic patients. Our final model achieved a higher AUC
than what has been reported in the literature for this task [9-22].
After further refinement to improve its accuracy and to
automatically explain its prediction results [49,50], our final
model could be integrated into an electronic medical record
system to guide care management allocation for asthmatic
patients. This could better allocate a scarce and expensive
resource and help improve asthma outcomes.

Asthma in adults is different from asthma in children. Our final
model reached a higher AUC on asthmatic adults than on
asthmatic children. More work is needed to understand the
reason for this difference. In addition, more work is needed to
improve the prediction accuracy on asthmatic children compared
with asthmatic adults.

We considered 235 features in total, about 60% of which
appeared in our final model. If a feature is unused by our final
model, it does not necessarily mean that this feature has no
predictive power. Rather, it only shows that this feature offers
no extra predictive power on our specific dataset beyond what
the features used in our final model have. On a larger dataset
with more asthmatic patients, it is possible that some of the
excluded features will provide extra predictive power. This is
particularly true with features whose nontrivial values occur on
only a small portion of asthmatic patients, such as a comorbidity
with a low prevalence rate. When too few data instances take
nontrivial values, the features’predictive power may not appear.

In the second table in Multimedia Appendix 1, the 2 most
important features, as well as several within the top 20, reflect

overall instability of the patient’s asthma. The instability could
derive from physiologic characteristics of the patient’s asthma,
as reflected by the maximum blood eosinophil count, the
maximum percentage of blood eosinophils, and the average
respiratory rate. The instability could also result from treatment
noncompliance, PCP changes, insurance changes, and
socioeconomic issues for which data were unavailable.

Comparison With Prior Work
Researchers have developed multiple models to predict inpatient
stays and ED visits in asthmatic patients [9-22]. Table 6
compares our final model with these models, which include all
relevant ones mentioned in Loymans et al’s recent systematic
review [9]. None of these models obtained an AUC >0.81,
whereas our final model’s AUC is 0.859. In other words,
compared with our final model, each of these models reached
an AUC lower by at least 0.049. Compared with prior model
building, our model building assessed more candidate features
with predictive power, adopted a more advanced classification
algorithm, and used data from more asthmatic patients. All of
these helped boost our final model’s accuracy. Our principle of
considering extensive candidate features to help enhance the
model’s accuracy is general and can be applied to other diseases
and outcomes such as health care cost [51].

Except for Yurk et al’s model [17], all other prior models had
a PPV ≤22% and a sensitivity ≤49%, which are lower than those
achieved by our final model. Yurk et al’s model [17] obtained
better sensitivity and PPV primarily because the model used a
different prediction target: hospital encounters or ≥1 day lost
because of reduced activities or missed work for asthma. This
prediction target occurs for more than half of the asthmatic
patients, making it relatively easy to predict. If the prediction
target were changed to hospital encounters for asthma, a rarer
outcome that is harder to predict, we would expect the sensitivity
and PPV reached by Yurk et al’s model [17] to drop.
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Table 6. A comparison of our final model and multiple prior models for predicting inpatient stays and emergency department visits in asthmatic patients.

Negative
predictive
value (%)

Positive
predictive
value (%)

Specificity
(%)

Sensitivity
(%)

Area under the re-
ceiver operating
characteristic curve

Data in-
stances, n

Features
used in the
model, n

Classification
algorithm

Prediction tar-
get

Model

97.8322.6591.9353.690.859334,564142Extreme gradi-
ent boosting

Hospital encoun-
ters for asthma

Our final
model

————a0.86117Logistic regres-
sion

Asthma exacer-
bation

Loymans
et al [10]

99.15.689.843.90.78141975Logistic regres-
sion

Inpatient stay
for asthma in
children

Schatz et
al [11]

99.33.987.044.90.71269043Logistic regres-
sion

Inpatient stay
for asthma in
adults

Schatz et
al [11]

————0.68928581Logistic regres-
sion

Inpatient stay
for asthma

Eisner et
al [12]

————0.75124153Logistic regres-
sion

EDb visit for
asthma

Eisner et
al [12]

————0.625783Classification
and regression
tree

Severe asthma
exacerbation

Sato et al
[13]

————0.81282117Logistic regres-
sion

Hospital encoun-
ters for asthma

Miller et
al [15]

568263770.78488811Logistic regres-
sion

Hospital encoun-
ters or lost day
for asthma

Yurk et al
[17]

————0.7916,5207Proportional
hazards regres-
sion

Inpatient stay
for asthma

Lieu et al
[18]

————0.6916,5207Proportional
hazards regres-
sion

ED visit for
asthma

Lieu et al
[18]

—18.583.649.0—71414Classification
and regression
tree

Hospital encoun-
ters for asthma

Lieu et al
[19]

93.222.092.025.40.61414,8934Logistic regres-
sion

Hospital encoun-
ters for asthma

Schatz et
al [20]

————0.7561517ScoringSevere asthma
exacerbation

Forno et
al [22]

aThe performance measure is not reported in the original paper describing the model.
bED: emergency department.

Considerations Regarding Potential Clinical Use
Despite being more accurate than the prior ones, our final model
still reached a relatively low PPV of 22.65% (436/1925).
However, this does not prevent our final model from being
clinically useful because of the following reasons:

• A PPV of 22.65% is reasonably good for identifying
high-risk asthmatic patients as candidates for receiving
relatively inexpensive preventive interventions.
Furthermore, 4 examples of such interventions are teaching
the patient how to correctly use an asthma inhaler, teaching
the patient how to correctly use a peak flow meter and
giving it to the patient to use at home for self-monitoring,
training the patient to keep an environmental trigger diary,

and arranging for a nurse to make additional follow-up
phone calls with the patient.

• The PPV depends highly on the outcome’s prevalence rate
[52]. A relatively rare outcome, such as future hospital
encounters for asthma, will occur in only a finite number
of patients. Hence, most patients projected to have the
outcome will inevitably turn out to not have the outcome,
causing even a good predictive model to have a low PPV
[52]. For such an outcome, sensitivity is more important
than PPV for assessing the model’s performance and
potential clinical impact. As shown in Table 4, by setting
the cutoff threshold for conducting binary classification at
the top 10.00% (1926/19,256) of patients with the highest
predicted risk, our final model has already captured 53.7%
(436/812) of the asthmatic patients who will incur future
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hospital encounters for asthma. If one is willing to increase
the cutoff threshold to the top 25.00% (4814/19,256) of
patients with the highest predicted risk, our final model
would have captured 78.6% (638/812) of the asthmatic
patients who will incur future hospital encounters for
asthma, even though the PPV is only 13.25% (638/4814).

• Proprietary models with performance measures similar to
those of the previously published models are being used at
health care systems such as Intermountain Healthcare,
University of Washington Medicine, and Kaiser Permanente
Northern California [18] for allocating preventive
interventions. Our final model is an improvement over those
models. Table 6 shows that compared with the previously
published models, our final model reached a sensitivity
higher by 4.69% or more. If we could use our final model
to find 4.69% more asthmatic patients who will incur future
hospital encounters for asthma and enroll them in care
management, we could improve outcomes and avoid up to
9239 inpatient stays and 33,768 ED visits each year [1,4-7].
Supporting the importance of relatively small improvements
in the model’s performance measures, Razavian et al [53]
showed that by reaching a gain of 0.05 in AUC (from 0.75
to 0.8) and a PPV of 15%, a large health insurance company
such as Independence Blue Cross would be willing to
deploy a new predictive model to appropriately allocate
preventive interventions.

Our final model used 142 features. Reducing features used in
the model could ease its clinical deployment. For this, one could
use the top few features with the highest importance values (eg,
≥0.01) and exclude the others, if one is willing to accept a
not-too-big degrade of model accuracy. Ideally, one should first
assess the features’ importance values on a dataset from the
target health care system before deciding which features should
be kept for that system. A feature’s importance value varies
across different health care systems. A feature with a low
importance value on the Intermountain Healthcare dataset might
have a decent importance value on a dataset from another health
care system. Similar to the case with many other complex
machine learning models, an XGBoost model using a nontrivial
number of features is difficult to interpret globally. As an
interesting area for future work, we are in the process of
investigating using the automatic explanation approach
described in our prior papers [49,50] to automatically explain
our final XGBoost model’s prediction results on individual
asthmatic patients.

Our final model was built using the XGBoost classification
algorithm [43]. For binary classification with 2 unbalanced
classes, XGBoost uses a hyperparameter scale_pos_weight to
control the balance of the weights for the positive and negative
classes [54]. One could set scale_pos_weight to the ratio of the
number of negative data instances to the number of positive
data instances [54], although the optimal value of
scale_pos_weight often deviates from this value by a degree
varying by the specific dataset. In our case, to maximize the
model’s AUC, our automatic model selection method [45] did
a search of possible hyperparameter values and eventually set
scale_pos_weight to a nondefault value to balance the 2 classes
of future hospital encounters for asthma or not [55]. This has

the side effect of making the model’s predicted probabilities of
incurring future hospital encounters for asthma very small and
unaligned with the actual probabilities [55]. This side effect
does not prevent us from selecting the top few percentage of
asthmatic patients with the highest predicted risk as candidates
for receiving care management or other preventive interventions.
To avoid this side effect, we could set scale_pos_weight to its
default value of 1, without balancing the 2 classes. However,
that would degrade the model’s AUC from 0.859 to 0.849 (95%
CI 0.836-0.862).

Limitations
This study has several limitations, all of which provide
interesting areas for future work:

• We had no access to medication claim data. Consequently,
we were unable to use as features the following major risk
factors for hospital encounters for asthma in asthmatic
patients: medication compliance reflected in refill
frequency, the asthma medication ratio [56], the dose of
inhaled corticosteroids [33], and the step number of the
stepwise approach for managing asthma [33,57]. We are
in the process of obtaining an asthmatic patient dataset from
Kaiser Permanente Southern California including these
attributes [58], so that we can investigate how much gain
in prediction accuracy they can bring.

• Besides those considered in the study, other features could
also help boost model accuracy. Our dataset missed some
of these features, such as pulmonary function test results.
An example of pulmonary function test results is the ratio
of the forced expiratory volume in 1 second to the forced
vital capacity, a known risk factor for hospital encounters
for asthma in asthmatic patients. It would be interesting to
find new predictive features from, but not limited to, the
attributes available in our dataset.

• Our study considered only structured data and
non–deep-learning machine learning classification
algorithms. Adding features extracted from unstructured
clinical notes and using deep learning may further improve
the model’s accuracy [50,58].

• Our dataset included no information on the patients’ health
care use at non–Intermountain Healthcare facilities. As a
result, we computed features using incomplete clinical and
administrative data of the patients [59-62]. In addition,
instead of taking hospital encounters for asthma anywhere
as the prediction target, we had to restrict it to hospital
encounters for asthma at Intermountain Healthcare. It would
be interesting to investigate how the model’s accuracy
would change if more complete clinical and administrative
data of the patients are available [63].

• Our study used data from 1 health care system and did not
assess our results’ generalizability. After obtaining the
asthmatic patient dataset from Kaiser Permanente Southern
California, we plan to evaluate our final model’s
performance on that dataset and explore the process of
customizing models to features available in specific datasets
as part of the approach to generalization.

JMIR Med Inform 2020 | vol. 8 | iss. 1 |e16080 | p.85http://medinform.jmir.org/2020/1/e16080/
(page number not for citation purposes)

Luo et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions
Our final model improves the state of the art for predicting
hospital encounters for asthma in asthmatic patients. In
particular, our final model reached an AUC of 0.859, which is
higher than those previously reported in the literature for this

task by ≥0.049. After further refinement, our final model could
be integrated into an electronic medical record system to guide
allocation of scarce care management resources for asthmatic
patients. This could help improve the value equation for asthma
care by improving asthma outcomes while also decreasing
resource use and cost.
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Abstract

Background: Artificial intelligence–enabled electronic health record (EHR) analysis can revolutionize medical practice from
the diagnosis and prediction of complex diseases to making recommendations in patient care, especially for chronic conditions
such as chronic kidney disease (CKD), which is one of the most frequent complications in patients with diabetes and is associated
with substantial morbidity and mortality.

Objective: The longitudinal prediction of health outcomes requires effective representation of temporal data in the EHR. In
this study, we proposed a novel temporal-enhanced gradient boosting machine (GBM) model that dynamically updates and
ensembles learners based on new events in patient timelines to improve the prediction accuracy of CKD among patients with
diabetes.

Methods: Using a broad spectrum of deidentified EHR data on a retrospective cohort of 14,039 adult patients with type 2
diabetes and GBM as the base learner, we validated our proposed Landmark-Boosting model against three state-of-the-art temporal
models for rolling predictions of 1-year CKD risk.

Results: The proposed model uniformly outperformed other models, achieving an area under receiver operating curve of 0.83
(95% CI 0.76-0.85), 0.78 (95% CI 0.75-0.82), and 0.82 (95% CI 0.78-0.86) in predicting CKD risk with automatic accumulation
of new data in later years (years 2, 3, and 4 since diabetes mellitus onset, respectively). The Landmark-Boosting model also
maintained the best calibration across moderate- and high-risk groups and over time. The experimental results demonstrated that
the proposed temporal model can not only accurately predict 1-year CKD risk but also improve performance over time with
additionally accumulated data, which is essential for clinical use to improve renal management of patients with diabetes.

Conclusions: Incorporation of temporal information in EHR data can significantly improve predictive model performance and
will particularly benefit patients who follow-up with their physicians as recommended.

(JMIR Med Inform 2020;8(1):e15510)   doi:10.2196/15510
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Introduction

Background
With the rapid development in digitization of health care data,
the modern electronic health records (EHRs) hold considerable
promise for driving scientific advances in various aspects of
biomedicine through the utilization of machine learning
techniques. EHRs contain not only diverse clinical data elements
that can better describe a patient’s overall health status but also
rich longitudinal data of patients that serve as a critical source
for understanding the evolution of disease and management of
chronic conditions. Developing accurate risk prediction models
to drive timely initiation of appropriate therapies and monitoring
is of paramount importance for conditions that have a substantial
public health impact and can benefit greatly from early
intervention.

Chronic kidney disease (CKD), especially CKD attributed to
diabetes, that is, diabetic kidney disease (DKD), certainly falls
within this category [1]. DKD is one of the most frequent and
dangerous microvascular complications in diabetes mellitus
(DM) that affects about 20% to 40% of patients with type 1 or
type 2 DM [2]. It is the leading cause of end-stage renal disease
(ESRD), which accounts for approximately 50% of the cases
in the developed world with major public health and economic
implications [3]. Therefore, annual screening is recommended
for patients with type 1 and type 2 diabetes [4,5], which in turn
has two implications: (1) there is a better chance for us to
observe more regular and meaningful temporal patterns among
these patients, and (2) an effective model for predicting the risk
of DKD in the following year can be more beneficial for patients
who are compliant to the annual check protocol because this
allows implementation of early preventive measures.

Related Work
The effective use of temporal EHR data for predictive modeling
remains a challenge owing to its highly variable sampling rates
across different groups of patients (eg, patients may not follow
the annual check protocol and only visit the hospital for critical
health events) and distinct data types (eg, vital signs are noted
hourly during inpatient encounters, whereas laboratory tests
and medications are recorded when clinicians order them, and
demographic data are more stable). Attempts have been made
to handle temporal information in a variety of clinical
applications. One approach involves representing the time series
of clinical features with a single heuristic value (eg, taking the
latest value or the trend [6] or shrinking to a weighted sum of
values with the weights determined by the timestamps [7,8]).
Another approach is to preserve the underlying sequential order
by mapping the time series into temporal patterns (eg,
knowledge-based temporal abstraction or hidden Markov chains
[9,10]) or symbolic representations (eg, the Symbolic Aggregate
approXimation based on Gaussian quantiles and the temporal
discretization for classification [11,12]). Moreover, deep
learning techniques such as recurrent neural networks, in
particular, long- and short-term memory and Gated recurrent
units, have contributed to model temporal events [13-15].
However, it has also been reported in the corresponding work

that many such approaches could suffer from high data sparsity
or informative missingness and insufficient training data.

In the prediction of kidney-related events, single-value
abstraction is the most popular approach for its simplicity but
at the expense of reduced temporal granularity. For example,
in the ADVANCE prospective study for diabetic nephropathy,
only baseline values of selected labs and vitals are used in a
Cox proportional survival model [16]. A multivariate Cox
proportional survival model was developed for predicting ESRD
based on mean- and variation-abstractions of repeated glycated
hemoglobin (HbA1c), creatinine, and blood pressure
measurements [17]. More sophisticated use of temporal EHRs
has also been studied, many of which were targeted at severe
or acute kidney-related events. A Bayesian multiresolution
hazard model for predicting CKD progression from stage III to
stage IV attempted to capture temporal patterns by associating
variables with piece-wise hazard increments at different time
windows [18], whereas an independent Markov process modeled
the underlying sequential latent states for predicting the
transition from CKD stage III to stage IV [19]. A multitask
linear model enabled knowledge transfer from one time window
to another in the prediction of short-term renal function loss
[20], and a tree-based discrete-survival-like gradient boosting
machine (GBM) predicting acute kidney injury in inpatients
allowed the features and their association with outcome to be
time variant and showed excellent performance [21]. However,
all of the aforementioned approaches require moderate to high
manual effort on feature preselection and curation, which not
only limits the scalability of the predictive models but also
discards considerable amount of information in each patient’s
records [15]. In addition, the complexity of EHR data often
violates the linearity and independence assumptions for survival
and linear models, resulting in worse predictions and impaired
generalizability.

Objectives
In this study, we propose a new approach for incorporating the
temporal information in medical history of patients with diabetes
to further improve the predictive model for evaluating their risk
of renal complication in the next year. Because of its robustness,
efficiency, and established efficacy in the prediction of kidney
events [21], we chose GBM as the base learner and augmented
it with schemes to continuously update its learning results based
on new patient inputs over a full breadth of EHR data on a yearly
basis, named Landmark-Boosting. Here, the landmark time
refers to an unbiased reference point (eg, t years since the onset
of DM) at which we want to construct stagewise prediction
models and make dynamic risk predictions using information
collected up to that time [22,23]. The final prediction model is
then an ensemble of individual boosting models trained at each
landmark time apriori.

Methods

Definition of Diabetes
We adopted the Surveillance, Prevention, and Management of
Diabetes Mellitus definition of diabetes in this study. Diabetes
was defined based on the following: (1) the use of
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glucose-lowering medications (insulin or oral hypoglycemic
medications); or (2) level of HbA1c of 6.5% or greater, random
glucose of 200 mg/dL or greater, or fasting glucose of 126
mg/dL on at least two different dates within 2 years; or (3) any
two type 1 and type 2 DM diagnoses been given on 2 different
days within 2 years; or (4) any two distinct types of events
among (1), (2), or (3); and (5) excluding any gestational diabetes
(temporary glucose rise during pregnancy) [24]. DM onset time
was defined as the first occurrence of any events from (1)
through (5).

Definition of Diabetic Kidney Disease
DKD was defined as diabetes with the presence of
microalbuminuria or proteinuria, impaired glomerular filtration
rate (GFR), or both [25,26]. Microalbuminuria was defined as
albumin-to-creatinine ratio (ACR) being 30 mg/g or greater,
and similarly, proteinuria was defined as urine
protein-to-creatinine ratio being 30 mg/g or greater [25,26].
Impaired GFR was defined as the estimated GFR (eGFR), an
age-, gender-, race-adjusted serum creatinine concentration
based on the modification of diet in renal disease equation [27]

being less than 60 mL/min/1.73 m2.

Study Cohort
The study constructed a retrospective cohort using deidentified
EHR and billing data from November 2007 to December 2017

in the University of Kansas Medical Center’s integrated clinical
data repository Healthcare Enterprise Repository for Ontological
Narration (HERON) [28]. The study did not require approval
from the institutional review board because data used met the
deidentification criteria specified in the Health Insurance
Portability and Accountability Act Privacy Rule. The HERON
Data Request Oversight Committee approved the data request.
As shown in Figure 1, a total of 35,779 adult patients with
nongestational DM (age≥18 years) who had at least one valid
eGFR or ACR record at an outpatient encounter were eligible
for this study so that they could be identifiable as DKD present
or not. We excluded patients presenting with any type 1 DM or
cystic fibrosis–related diabetes diagnoses over their observation
period and those who had kidney disease manifestation (eg,
CKD diagnosis, low eGFR, or microalbuminuria) before the
onset of DM. The case group included all DKD patients with
their DKD onset time, or end point, defined as the first time of
their abnormal eGFR or ACR. The control group was defined
as patients with DM whose eGFR values were always above or

equal to 60 mL/min/1.73 m2 and had never had
microalbuminuria, with their end point defined as the last time
of their normal eGFR or ACR. Finally, 14,039 patients were
included in the final cohort with 4785 (34.08%) patients with
DKD.

Figure 1. Study cohort inclusion and exclusion. Note that the counts of exclusions do not necessarily add up to the difference between the initial and
final population, as 1 patient could satisfy multiple exclusion criteria. ACR: albumin-to-creatinine ratio; DKD: diabetic kidney disease; DM: diabetes
mellitus; EGFR: estimated glomerular filtration rate.
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Clinical Variable Extraction
According to our data, the heuristic time between 2 adjacent
outpatient eGFR or ACR labs is on average 1 year per patient.
Thus, for a patient i, a sequence of time-stamped examples (ie,
DKD statuses, 1 for DKD and 0 for non-DKD), is identified
based on their last outpatient eGFR or ACR collected annually,

denoted as {yi
t}t

T. Note that a patient may be missing
eGFR/ACR during certain years, and we kept the corresponding
DKD status as NA without any imputation. For example, the
outcome sequence for a patient can be (0, NA, 1), which can
be interpreted, respectively, as “the patient did not have DKD
the same year as DM onset, but cannot determine DKD status
for the second year, and had DKD onset in the third year.”

Each patient was then represented by collecting 15 common
types of clinical observations from HERON [28] (Table 1).
Each category is a mixture of categorical and numerical data
elements. Numeric values were used for laboratory tests and

vital signs, whereas binary indicator variables were used for
categorical features. In addition, we abstracted the Medication
variables at the Semantic Clinical Drug Form or Semantic
Clinical Brand Form level and Diagnoses variables at the
International Classification of Diseases (ICD)-9 or 10 code level
[29]. We further decomposed clinical features into more
meaningful pieces according to (1) different sources of a
diagnosis (ie, billing diagnoses or EHR problem list diagnoses),
(2) different aspects of a medication fact (ie, drug refill or drug
amount), (3) different types of encounters where a procedure
was ordered or performed (ie, inpatient or outpatient), and (4)
different states of an alert (ie, fired or overridden). These data
elements were extracted from our institutional EHR and had
been explicitly incorporated in our data warehouse as an
additional i2b2-specific attribute called modifier [30]. Among
the initial 22,331 distinct features available for our study cohort,
15,707 (70%) were only recorded for <1% of the patients, which
we excluded to reduce data sparsity.

Table 1. Integrated data repository data domain categories.

Patientsb, n (%)Number of eligi-

ble featuresa
Data typeDescriptionsDomain

11,848 (84.39)531BinaryIncludes drug interaction, dose warnings, drug interactions, medication
administration warnings, and best practice alerts

Alerts

5044 (35.93)49BinaryIncludes documented allergies and reactionsAllergy

14,039 (100.00)10Binary/numericBasic demographics such as age, gender, race, etc, as well as their
reachability, and some geographical information

Demographics

12,616 (89.86)1186BinaryOrganized using ICDc-9 and ICD-10 hierarchies. Intelligent Medical
Objects interface terms are grouped to ICD-9 and ICD-10 levels. Diag-
nosis resources are further separated by source of the assignment (eg,

EMRd, professional billing, technical billing, and registry).

Diagnoses

12,178 (86.74)155Binary/numericContains family, social (ie, smoking), and surgical history from the EMR,
as well as engineered features such as number of distinct clinical facts
and clinical fact increments since last collection point

History

11,990 (85.40)685Binary/numericResults of a variety of laboratory tests, including cardiology and micro-
biology findings. Note that the actual laboratory values are used in
modeling, if available.

Laboratory tests

8295 (59.09)1205BinaryIncludes dispensing, administration, prescriptions, as well as home
medication reconciliation at the University of Kansas Hospital grouped
at Semantic Clinical Drug Form or Semantic Clinical Brand Form level.
Medication resources are further separated by types of medication activ-
ity.

Medications

12,460 (88.75)560BinaryIncludes Current Procedural Terminology professional services and in-
patient ICD-9 billing procedure codes.

Procedures

12,460 (88.75)1053BinaryIncludes physician orders for nonmedications, such as culture and
imaging orders from the EMR.

Orders

3619 (25.78)657Binary(formerly University Health System Consortium) Includes both billing
classifications such as Diagnostic Related Groups, comorbidities, dis-
charge placement, length of stay, and national quality metrics.

Vizient (billing)

13,671 (97.38)474Binary/numericIncludes visit types, vital signs collected at the visit, discharge disposition,
and clinical services providing care from both EMR and billing.

Visit details

aThis does not include all distinct concepts from the entire Healthcare Enterprise Repository for Ontological Narration system; it only includes the total
number of distinct features that had ever been recorded for at least one patient in the study cohort.
bThis is the number of patients who have at least one observation during any time window recorded from the corresponding data domain.
cICD: International Classification of Diseases.
dEMR: electronic medical record.
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In Figure 2, we illustrated the feature densities over time across
different data types. Each row corresponds to the average
number of distinct clinical facts per patient for a data type over
5 years before and after DM onset. An evident heterogeneity

of clinical activities before and after DM onset can be observed.
For example, lab frequencies are much higher in the first 2 years
of DM onset, with visits becoming more frequent after DM
onset.

Figure 2. Clinical feature densities across data types. Each row corresponds to the average number of distinct clinical facts per patient for a certain
type of clinical data over 5 years before and after DM onset. The darker the region is, the more distinct facts have been recorded for patients on average
within the corresponding time window. DM: diabetes mellitus; UHC: University HealthSystem Consortium.

In Table 2, we characterized the temporal variations by
estimating the between-observation time, or observation
intensity, for each data type and observed that the
between-patient irregularity of sampling rates is significantly

different from within-patient (P<.001) based on the analysis of
variance tests, except for demographics, suggesting varying
degrees of health care exposure across patients and over time.

Table 2. Clinical observation intensity.

P valueBetween-patient standard deviation (days)Within-patient standard deviation (days)Mean time lapses (days)Data typea

<.0011469367Alerts

<.001214158169Allergy

<.00113310587Diagnoses

<.001872230184History

<.001175122107Laboratory tests

<.0011377070Medications

<.0011329974Procedures

<.0011279581Orders

<.001304189228Vizient

<.001706136Visit details

aDemographics are not included as they are unique at the patient level.

Experimental Design
For the clinical task of predicting DKD risk over the next year,
we first randomly divided the 14,039 patients into training set
(80%) for model development and validation set (20%) for
performance evaluations. To simulate a more realistic clinical
scenario and account for the bias caused by varying degrees of

health care exposure over time, we stepped forward through
patients’ time course and built prediction models at each
landmark time, that is, every full year since DM onset, for
rolling predictions of 1-year DKD risk. As such, individuals
may contribute to or be tested by one or more prediction models,
depending on their eligibility at the landmark time.
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Gradient Boosting Machine
We chose GBMs as the baseline training model, which were
then combined with four different approaches to incorporate
temporal data. GBM is a family of powerful machine-learning
techniques that have shown considerable success in a wide range
of practical applications [31-36]. We chose GBM as the base
learner for its robustness against high dimensionality and
collinearity and also because it embeds feature selection scheme
within the process of model development [37]. To better control
overfitting, we tuned the hyperparameters (depth of trees: 2-10;
learning rate: 0.01-0.1; minimal child weight: 1-10; number of
trees is determined by early stopping, ie, if the holdout area
under the receiver operating curve [AUROC] had not been
improved for 100 rounds, then we stopped adding trees) within
the training set using 10-fold cross-validations.

Missing Values
Missing values were handled in the following fashion: for
categorical data, a value of 0 was set for missing, whereas for
numerical data, a missing value split was always accounted for,
and the best imputation value can be adaptively learned based
on the improvement in training AUROC at each tree node within
the ensemble [38]. For example, if a variable X takes values (0,
1, 2, 3, NA, and NA), where NA stands for missing, the
following two decisions will be made automatically at each split
for each tree: (1) should we split based on missing or not? and
(2) if we split based on values, for example, >1 or ≤0, should
we merge the missing cases with the bin of >1 or ≤0?

Evaluation Metrics
We used AUROC and area under precision recall curve
(AUPRC) to compare the overall prediction performance, with
the latter known to be more robust to imbalanced datasets. In
addition, we characterized calibration by the
observed-to-expected outcome ratio (O:E), which measures
agreement between the predicted and observed risk on average
across observations. By treating testing examples with predicted
probability of outcome in the top 40th percentile as positive
cases, we made fair performance comparisons among different
methods and further examined the model’s ability in detecting
positive vs negative cases by reporting the sensitivity,
specificity, positive predictive values (PPVs), and negative
predictive values.

Temporal Information Incorporation
Figure 3 depicts the four different approaches explored in this
study for handling temporal EHR data: Latest-Value provides
the most straightforward way to aggregate repeatedly measured
variables; Stack-Temporal attempts to differentiate the effects
of the same variable associated with different timestamps; and
Discrete-Survival allows survival analysis model to be created
by using binary classifier, which effectively enhances the

chronical relationship between the predictors and the outcome.
Landmark-Boosting is our proposed model motivated by the
boosting method, which is designed to ensemble identification
trees by learning over time. Each of the approaches is discussed
in detail in the following sections.

Latest-Value Approach
In this approach, we simply collect the last observed value
before each landmark time for each predictor across all time
windows (Figure 3) [16]. The Latest-Value approach is time
agnostic, which implies it only retains the information about
existence of certain predictors at the patient level. For example,
the latest creatinine recorded for patient A can be 1 month ago
but 1 year ago for patient B, which will be treated equally by
this approach.

Stack-Temporal Approach
Given the variables for all time windows T, the Stack-Temporal
approach concatenates the variable from all windows to
represent patient xi using p-dimensional vector, where p=number
of variables x T (Figure 3) [20]. One of the disadvantages of
this approach is that the feature dimensionality increases
proportionally to T, which may lead to worse prediction
performance because of overfitting.

Discrete-Survival Approach
The Discrete-Survival approach simulates a discrete-time
survival framework by separating the full course of patient’s
medical history into L nonoverlapping yearly windows,
L=1,2,...T, with variables from t-1 to predict DKD risk in t
(Figure 3) [21]. This approach assumes that examples from
different time windows are independent of each other even if
they may come from the same patient, which does not explicitly
allow knowledge to be transferred from the previous time
window to the next.

Landmark-Boosting Approach
To build the continuous learning mechanism, we developed a
new method by extending the classical GBM to ensemble
learners over time, that is, from one landmark time to the next
(Figure 3). Specifically, we collected data Dt={(xit , yi)} with
i=1,2,…,Nt at each time window t and tried to solve the
following optimization problem sequentially for all 1≤t≤T,

min Et|t-1[L(y, Ft (xt, Ft-1(xt-1,yt-1)))] (1)

where F represents the prediction function (ie, ensemble of
trees), L represents the loss function (ie, logloss), and Et/t-1 stands
for conditional expectation at timet using observed values at
time t-1. In other words, we used the predicted probability from
time t-1 as the baseline risk and ensembled new learners based
on predictors updated at time t. Figure 4 presents the algorithm
describing the detailed implementation steps.
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Figure 3. Illustration of the temporal approaches, which are Latest-Value, Stack-Temporal, Discrete-Survival, and Landmark-Boosting from top to
bottom. Different colors of circles represent different types of clinical data. Red triangles represent real values of the outcome (ie, diabetic kidney disease
(DKD) or non-diabetic kidney disease in the following prediction window). Blue triangles represent predicted outcome based on clinical features
presented in the previous observation window. Xti denotes all available clinical features collected strictly before landmark time ti (ie, number of full
years since DM onset). yti denotes real label of DKD onset after within the prediction window (ti, ti+1). DM: diabetes mellitus.
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Figure 4. Pseudocode for landmark boosting algorithm. In this experiment, Mt (the number of trees at each iteration is set to 1000), α (learning rate),
and Ω(hMt) (levels of each tree) are hyperparameters tuned by 10-fold cross-validation on the training dataset at each iteration.

Results

Cohort Characteristics
At each landmark time, the eligibility of a patient was
determined by checking if a valid eGFR or ACR reading
presented in the current time window and was neither DKD nor
censored in the previous time windows. As shown in Table 3,

the number of eligible patients dropped over time with an
increasing DKD rate as a mixing result of cases dropping out
or censored from last time.

There is a mild decreasing trend of age and race (white)
proportion over the landmark times. In addition, we compared
such case-mix shifts between training and testing sets and found
no significant differences (Table 4).

Table 3. Case-mix shift over landmark time.

Race (white), n
(%)

Sex (male), n (%)Age (years), mean (SD)DKDb, n (%)Eligible, n (%)Landmark time (number of years since DMa

onset)

7221 (67.45)5229 (48.84)58 (13)1673 (15.63)10,705 (76.25)0

5185 (66.86)3782 (48.77)58 (13)1467 (18.92)7755 (72.44)1

3715 (65.30)2734 (48.06)57 (13)1163 (20.44)5689 (73.36)2

2671 (64.94)2002 (48.67)56 (12)914 (22.22)4113 (72.30)3

1941 (64.57)1480 (49.23)56 (12)740 (25.73)3006 (73.09)4

aDM: diabetes mellitus.
bDKD: diabetic kidney disease.
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Table 4. Case-mix shift in training and testing sets.

P valuebTesting (n=2855)Training (n=11,184)Landmark time (number of years since DMa onset)

Eligible

—c218185240

—158161741

—115245372

—85932543

—64023664

Diabetic kidney disease, n (%)

.19321 (14.72)1352 (15.86)0

.66293 (18.53)1174 (19.02)1

.05211 (18.32)952 (20.98)2

.41182 (21.19)732 (22.50)3

.71154 (24.06)586 (24.77)4

Age (years), mean (SD)

.9857.4 (13.1)57.8 (13.1)0

.9857.3 (12.7)57.6 (12.8)1

>.9956.9 (13.1)57.0 (12.6)2

.9657.1 (12.0)56.4 (12.6)3

.9956.7 (11.7)56.1 (12.3)4

Sex (male), n (%)

.981046 (47.96)4183 (49.07)0

.98759 (48.01)3023 (48.96)1

.95526 (45.66)2208 (48.67)2

.98409 (47.61)1593 (48.96)3

.97307 (47.97)1173 (49.58)4

Race (white), n (%)

.971445 (66.25)5776 (67.76)0

.971040 (65.78)4145 (67.14)1

.97740 (64.24)2975 (65.57)2

.95548 (63.79)2123 (65.24)3

.89400 (62.50)1541 (65.13)4

aDM: diabetes mellitus.
bP value is based on two-sample t test for age and two-sample proportion test for the other comparisons.
cThe two-sample test is not applicable for the corresponding comparison.

Prediction Performance
Overall, the prediction results in Figure 5 showed that the
proposed Landmark-Boosting model outperformed other
temporal data representation methods with respect to all
evaluation metrics. The Stack-Temporal approach always
showed the worst performance, whereas the Latest-Value and
Discrete-Survival approaches demonstrated competitive results.
Only the Landmark-Boosting model had an increasing trend in
AUROC over the years after DM onset, which peaked at =2
with value of 0.83 (95% CI 0.76-0.85). AUPRC showed a
steadily increasing performance of all approaches over time,

whereas the Landmark-Boosting model dominated at each
landmark time and reached 0.75 (95% CI 0.65-0.80) at =4.
Sensitivity declined slightly over time and achieved an optimal
point at t=2 with the Landmark-Boosting model persistently
outperforming others with a sensitivity of 83% (95% CI
79%-88%). In terms of specificity, Landmark-Boosting also
outperformed others at each landmark time and achieved 78%
(95% CI 74%-83%) at landmark time 4. Moreover, PPV
improved over landmark time with the Landmark-Boosting
approach showing the best performance reaching 67% (95% CI
57%-75%) at landmark time 4 (whereas the second-best model,
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Discrete-Survival, achieved 51% [95% CI 44%-57%]),
translating to correct identification of 503 patients with DKD

(whereas the second-best model only identified 383 patients
with DKD).

Figure 5. Performance comparisons among temporal approaches over landmark time. Area under receiver operating curve (AUROC) and area under
the precision-recall curve (PRAUC) are first reported. For fair comparisons, sensitivity, specificity, positive predicted value, and negative predicted
value are calculated by treating testing examples with predicted probability of outcome in the top 40th percentile as positive cases. Here, 95% bootstrap
confidence intervals are reported for each metric at each landmark time (ie, full year since diabetes mellitus [DM] onset). The bootstrap confidence
intervals are generated based on 30 bootstrapped samples, and used 2.5th percentile, 50th percentile, and 97.5th percentile to construct the confidence
intervals for each metric.

Figure 6 presents regional calibration on the original predicted
probability scale grouped into 20 bins. The overpredicted or
underpredicted was defined as “the O:E ratio within a prediction
bin that is significantly below or above 1 (P value<.05),”
whereas the remaining cases were considered calibrated.
Clearly, the Landmark-Boosting approach also dominated all

other temporal methods on calibration, with a dip of
overestimation for the group with moderate risk at t=2. Both
Latest-Value and Stack-Temporal models underestimated the
risk, especially at >2. Discrete-Survival model appeared to
overestimate the risk at early years for the low-risk group but
tended to underestimate the risk in later years.
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Figure 6. Calibration comparisons among temporal approaches over landmark time. Regions of calibration across the range of predicted probabilities,
scaled by proportion of observations in each region and shaded by the magnitude of the within-region observed-to-expected ratio (O:E), with green
suggests underprediction (ie, O:E significantly less than 1), and red suggests overprediction (ie, O:E significantly larger than 1). Pearson correlation
coefficients between predicted and actual values over landmark times for each temporal model are included in the table below (the closer the coefficient
is to 1, the better the predicted and actual values are linearly related). DM: diabetes mellitus.

Case Study
To closely examine the prediction change over time, we
extracted a subset of 111 testing cases eligible at all five
landmark times (ie, who had outcome sequence either like
[0,0,0,0,0] or [0,0,0,0,1]) and plotted their predicted probability
percentiles over years (Figure 7). We observed significant
differences in the risk trajectory between patients with and

without DKD depicted by the Landmark-Boosting method, with
a much sharper increase of relative risk for most patients with
DKD after year 1 and more obvious separation of risks over
time. On the other hand, all other three methods suggested stable
or even decreasing relative risk for patients with DKD over
time, without much deviation from patients without DKD, with
only a few exceptions.
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Figure 7. A visualization of predicted diabetic kidney disease (DKD) risk over landmark time. Risk percentiles (ie, normalized risk scores) against
landmark time for a sample of patients. Each red line represents patient who finally progressed to DKD, whereas each green line represents patient who
did not. DM: diabetes mellitus.

Discussion

Principal Findings
The study results suggested that exploiting historical temporal
EHR data in predictive models would significantly improve
prediction performance, especially with our proposed
Landmark-Boosting model. As demonstrated in Figure 5, the
4 different temporal models started with similar predictive power
during the same year of DM onset but started to deviate along
the landmark times. We observed a declining AUROC over
time, with our proposed model being the only exception. One
potential explanation is that the sensitivity of other three models
may be affected by the upward case-mix shift (Table 3), that is,
the models’ ability to detect positive cases was impaired. For
example, the optimal sensitivity of Stack-Temporal model
seemed to top at the beginning but suffered a severe drop over
time without any significant improvement of specificity, which
may be a result of potential overfitting caused by increasing
dimensionality. Within the first 2 years, the Latest-Value model
seemed to yield a competitive sensitivity against the
Landmark-Boosting model while the latter exceled afterward,
indicating the effect of continuous self-correction mechanism
that began to manifest after the second year since DM onset. A
local peak of specificity presenting at year 2 for all four models
implied a change in their interests toward the non-DKDs;
however, only the Landmark-Boosting model kept the balance
by preserving a good sensitivity. In contrast with AUROC,
which has been criticized as being susceptible to class imbalance

[39], AUPRC demonstrated a steady trend of increase over
landmark times for all temporal models, which was mainly
attributable to PPV improvement, indicating that the signals
from DKD samples may have become stronger over time, likely
as a result of increasing DKD prevalence over the landmark
years. Nonetheless, the proposed Landmark-Boosting model
dominated the others and even showed increasing margins along
landmark times. For instance, the Landmark-Boosting model
identified 46, 36, and 120 more true cases than the second-best
model (91, 72, and 135 more than the nontemporal Latest-Value
model) at 2, 3, and 4 years. Moreover, the Landmark-Boosting
model was clearly better than the other models on calibration
that never underestimated the risks (Figure 6), whereas the
Stack-Temporal model also seemed to be well calibrated within
the first 2 years of DM onset.

Clinical Implications
Our proposed temporal model will benefit patients with
longitudinal data, and the longer we follow up, the better the
model can predict the next-year DKD risk by self-adjustment
with respect to both the individual’s medical history and
population shift over time. The study has three important
implications. First, our investigation confirmed that temporal
EHR and billing data carry critical information depicting the
progression of the patient’s condition, and it is important to
choose the appropriate method for incorporating longitudinal
data to promote the predictivity of modern medicine. Second,
by allowing the model to evolve along patients’ landmark times,
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we not only reduced the biases related to a patient’s exposure
within EHR but also simulated a scenario that mirrors the
clinical practice for annual screening. Third, rather than prior
predictive analyses that were mostly population based [40] or
personalized longitudinal models requiring complete patient
history [10], our model sought a middle ground, aiming to weave
together information at both population and individual levels,
for example, the GBM built at each landmark time is an attempt
to fit the concurrent population, whereas the carrying over of
last individual predictions is for the purpose of preserving
personal information.

Our model can continually calculate kidney disease risk for
patients with diabetes with automatic collection of new EHR
data and improve prediction over time. The ability to precisely
stratify patients with diabetes by their renal complication risk
in the coming year would merit a variety of potential
intervention designs: (1) nutritional interventions that
differentiate dietary consultation according to relative DKD
risk, for example, presenting dietary flyers to all patients with
type 2 DM but arranging in-person consultation sessions for
those in the high-risk bin with dietitians knowledgeable in CKD
diet; (2) lifestyle interventions that encourage personalized
health-promoting behaviors such as smoking cessation and
physical activity at different intensity levels based on their DKD
risk; (3) medication management by designing targeted strategies
according to the risk to encourage patient medication
compliance, especially with blood pressure and glucose control
medications, and warn patients and physicians against the use
of nephrotoxic medications, for example, nonsteroidal
anti-inflammatory drugs, unless absolutely necessary for
high-risk patients because patients with diabetes are already at
a higher risk for developing transient decreases in renal function
consistent with acute kidney injury, and nephrotoxic drug
exposure can amplify that risk. Moreover, with the DKD risk
factor discovery framework developed in our previous work
[41], we can further empower the predictive models by
outputting explainable risk factors and quantifying their effects
on DKD specific to subgroups within different risk bins to better
support physicians in designing tailored therapy and
management strategies. More importantly, the
Landmark-Boosting model almost never underestimated the
risk compared with other models, especially among the high-risk
group, which is clinically ideal because timely medication
management can be effective in protecting high-risk patients
from unnecessary harm to the kidney due to the use of
nephrotoxic medications.

Limitations and Future Work
There are several limitations to our work. Disease diagnosis
sequence is not necessarily the same as the disease manifestation

sequence, which may lead to the underestimation of
false-negative rates for DKD in this study. For example, our
exclusion criteria may have excluded patients with DKD who
visited our hospital for their kidney disease but have not had
their diabetes-related information recorded in our EHR yet. In
addition, the current design of our model is not robust against
population drift because of changes in practice over time or
differences in clinical vocabulary and workflow implemented
across institutions. To further investigate the generalizability
of our model, it is necessary to perform external validations and
adequate recalibration based on patients from different sites as
well as over calendar years to capture the general population
shift and practice change.

Although not the focus of this paper, we further examined the
factors that potentially contributed to the superiority of the
Landmark-Boosting model. In Multimedia Appendix 1, we
present the top 50 important features selected by the
Landmark-Boosting model and their varying rankings among
the other temporal models. Only a few important variables were
common across all models (eg, age at DM onset and creatinine).
Most top-ranked factors by the Landmark-Boosting model were
less important in the other three temporal models (eg, previous
visit to cardiovascular clinic, triglycerides, glucose, and
exposure to codeine derivative). Furthermore, we examined the
features that may contribute to improving the performance of
Landmark-Boosting model over time. As shown in Multimedia
Appendix 1, we collected the top 30 important features at year
4 and backtracked their rankings in previous years. For each
feature, we calculated the Pearson correlation coefficient
between ranking and landmark time to determine if the feature
ranking increased/decreased significantly over time. Factors
showing improved predictive power over time included
cumulative clinical fact counts, previous visit to cardiovascular
clinic, systolic blood pressure, triglycerides, and alanine
aminotransferase. Built on these preliminary findings, we plan
to further characterize and evaluate the changing feature
representations over time in our future work.

Conclusions
This study addressed the problem of underutilization of temporal
information in EHR-based predictive models. We proposed a
new approach in leveraging the temporal dynamics in EHR to
improve DKD prediction and validated it against three
state-of-the-art models using the idea of landmark time to
simulate real clinical utility. Experimental results demonstrated
that the proposed Landmark-Boosting model can effectively
capture temporal dynamics in EHR without overfitting and
further improve on patients with a longer follow-up time.
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Abstract

Background: Existing health informatics curriculum requirements mostly use a competency-based approach rather than a
skill-based one.

Objective: The main objective of this study was to assess the current skills training requirements in graduate health informatics
curricula to evaluate graduate students’ confidence in specific health informatics skills.

Methods: A quantitative cross-sectional observational study was developed to evaluate published health informatics curriculum
requirements and to determine the comprehensive health informatics skill sets required in a research university in New York,
United States. In addition, a questionnaire to assess students’ confidence about specific health informatics skills was developed
and sent to all enrolled and graduated Master of Science students in a health informatics program.

Results: The evaluation was performed in a graduate health informatics program, and analysis of the students’ self-assessments
questionnaire showed that 79.4% (81/102) of participants were not confident (not at all confident or slightly confident) about
developing an artificial intelligence app, 58.8% (60/102) were not confident about designing and developing databases, and 54.9%
(56/102) were not confident about evaluating privacy and security infrastructure. Less than one-third of students (24/105, 23.5%)
were confident (extremely confident and very confident) that they could evaluate the use of data capture technologies and develop
mobile health informatics apps (10/102, 9.8%).

Conclusions: Health informatics programs should consider specialized tracks that include specific skills to meet the complex
health care delivery and market demand, and specific training components should be defined for different specialties. There is a
need to determine new competencies and skill sets that promote inductive and deductive reasoning from diverse and various data
platforms and to develop a comprehensive curriculum framework for health informatics skills training.

(JMIR Med Inform 2020;8(1):e15748)   doi:10.2196/15748

KEYWORDS

health informatics curriculum; skill-based training; hands-on health informatics training

Introduction

Background
The National Center for Education Statistics defines competency
as a combination of skills, abilities, and knowledge needed to
perform a specific task [1]. The 21st century health informatics
jobs will require specific skills such as collecting data from

wireless medical devices and integrating real-time data analytics
and artificial intelligence (AI) algorithms in clinical patient
monitoring apps. Even though health informatics is a distinct
interdisciplinary field that provides various paths to different
careers and covers a variety of topics, the specific skill sets
required by different employers vary owing to the increasing
rate of technological developments [2]. In addition, the skills
needed for health informaticians vary significantly depending
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on the position [3], and health informatics students need skills
pertinent to their professional experience for their future career
paths [4]. However, there are still significant gaps in workforce
skills training, and studies examining students’ perspectives on
required skill sets are limited. As academicians, students,
employers, and people working in the health care industry have
different perspectives and priorities for required informatics
skills, identifying health informatics skill sets for graduate
students has always been a challenge. Although students with
a clinical background might need mobile health (mHealth) skills
to diagnose and treat patients, those with information technology
background might need advanced technical and programming
skills to design and develop patient-centered health information
systems, connected medical devices, consumer-directed mHealth
apps, the internet of things–linked wearable solutions and
analytics solutions that utilize machine learning, and
personalized medicine apps that use AI algorithms [5].

Evolving Health Informatics Competencies and Skills
Training Recommendations
The first international recommendations to develop health
informatics educational activities were published by the
International Medical Informatics Association (IMIA) in 2000
[6]. IMIA determined 4 knowledge or skill domains for
international information technology users and biomedical and
health informatics specialists: (1) methodology and technology
for the processing of data, information, and knowledge in
medicine and health care; (2) medicine, health and bioscience,
and health system organization; (3) informatics and computer
science, mathematics, and biometry; and (4) optional modules
(Table 1). IMIA has been developing self-assessment
requirements, pilot-testing the procedure, and conducting site
visits since 2012. The organization also conducted a strengths,
weaknesses, opportunities, and threats analysis for their
accreditation process and determined that their educational
recommendations could be used on all continents. Currently,
IMIA is the only organization that develops international
accreditation competencies [7-9].

Table 1. The evolution of curriculum requirements for health informatics programs.

Foundational domains (CAHIIM/Ameri-
can Medical Informatics Association 2017;
National)

Facet (CAHIIMa 2012; National)Domain (International Medical Informat-
ics Association 2000; International)

F1. HealthI. Information systems—concerned with such issues as infor-
mation systems analysis, design, implementation, and manage-
ment

Biomedical and health informatics core
knowledge and skills

F2. Information science and technologyII. Informatics—concerned with such issues as the structure,
function and transfer of information, sociotechnical aspects
of health computing, and human-computer interaction.

Medicine, health and biosciences, health
system organization

F3. Social and behavioral scienceIII. Information technology—concerned with such issues as
computer networks, database and systems administration, se-
curity, and programming

Informatics/computer science, mathemat-
ics, biometry

F4. Health information science and tech-
nology

F5. Human factors and sociotechnical
systems

F6. Social and behavioral aspects of health

F7. Social, behavioral, and information
science and technology applied to health

F8. Professionalism

F9. Interprofessional collaborative practice

F10. Leadership

IV. Additional desired course content: epidemiology; quanti-
tative, qualitative, and mixed methods; and biomedical sci-
ences.

Optional modules

aCAHIIM: Commission on Accreditation for Health Informatics and Information Management Education.

With the adoption of digital technologies around the world,
several countries have focused on education initiatives to
improve populations’ 21st century digital skills [10].
Professional organizations have developed their country-specific
health informatics competencies; for instance, the Health
Informatics Society of Australia developed a competency
framework for the Australian health care system [11].

As there are several international and national initiatives to
develop health informatics competencies, determining the
standard comprehensive health information skill sets has always
been a challenging task because of the continually evolving
technology. National health informatics organizations and

accreditation agencies have been specifying their own standards
because of the lack of universal standards. For example,
Canada’s Health Informatics Association (Digital Health
Canada, known as COACH before 2017) developed 51
competencies about information management, information
technology, clinical/health services, Canadian Health System,
organizational and behavioral management, project management,
and analysis and evaluation in 2009 [12]. The Australian Health
Informatics Education Council identified 45 core competencies
for the Australian workforce [13]. In the United States, the
Commission on Accreditation for Health Informatics and
Information Management Education (CAHIIM) and the
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American Medical Informatics Association (AMIA) have been
establishing curriculum requirements. Even though CAHIIM’s
2012 curriculum requirements did not include any skill sets
training, the revised 2017 recommendations were more specific
and included skill definition for 7 foundational domains (Table
1) [14].

Another notable development was the formation of the eHealth
Collaboration Workforce Development Workgroup in 2013. A
Web-based database about health information technology
competencies to identify the gaps between information and
communication technology (ICT) competency and knowledge
deficiencies was built by the United States and the European
Union (EU) [15]. This comprehensive database encompasses 5
domains (administration, direct patient care,
engineering/information systems/ICT, and informatics and
research/biomedicine) and consists of 33 competency areas
including electronic health (eHealth); mHealth; telehealth; data
compiling, analysis, modeling, and reporting; and clinical
decision support and pathways. This project was funded by
Horizon 2020, which was the EU’s most significant research
program [16]. Furthermore, the EU-US eHealth Work Project,
which began in September 2016, currently conducts research
to map skills and competencies and develop tools. This initiative
plans to publish a comprehensive set of foundational curricula
and advance eHealth/health information technology workforce
when they complete the project [14,15].

The accreditation process evaluates an academic institution’s
effectiveness in achieving its stated mission, and the graduate
education programs that participate in the voluntary accreditation
process should comply with the regional, national, or
independent accrediting agencies’core curriculum requirements.
This is an important process to ensure the accountability of
academic training programs and is widely considered as the de
facto standard for quality assessment and continuous
improvement.

In the United States, although the CAHIIM accredits
undergraduate and graduate health informatics programs, the
American Health Information Management Association
(AHIMA) and the Commission on Certification for Health
Informatics and Information Management certify individuals.
In 2012, CAHIIM published the curriculum requirements for a
master’s in health informatics degree and 3 mandatory facets
about (1) the design, analysis, implementation, and management
of information systems; (2) sociotechnical aspects;
human-computer interaction; and structure, function, and
transfer of information; and (3) computer networks, security,
programming, database, and systems administration were
determined [14]. In addition, one optional facet about optional

courses such as medical terminology; anatomy; physiology;
quantitative, qualitative, and mixed methods; and epidemiology
was recommended (Table 1) [14].

In 2017, CAHIIM revised the accreditation standards for
master’s degree programs in health informatics and published
a revised version of core competencies that consists of the
following foundational domains: (1) health; (2) information
science and technology; (3) social and behavioral science; (4)
health information science and technology; (5) human factors
and sociotechnical systems; (6) social and behavioral aspects
of health; (7) social, behavioral, and information science and
technology applied to health; (8) professionalism; (9)
interprofessional collaborative practice; and (10) leadership
(Table 1) [14,17,18].

After the discussion about the need to explore the description
of core informatics competencies in 2001, the AMIA education
committee proposed establishing a medical informatics
certification program the following year. AMIA’s working
groups have been working on the definition and description of
clinical informatics subspecialty and determining core
competencies for biomedical and health informatics [19],
whereas the Centers for Disease Control and Prevention has
been leading a similar initiative for public health informaticians
[20]. AMIA joined CAHIIM in 2015 and acknowledged the
need for competency descriptions in a usable form. The Health
Informatics Accreditation Council also started working on the
revision of CAHIIM’s Health Informatics Accreditation
Standard [21]. AMIA published the core competencies for health
informatics education as an organizational member. Table 2
lists the foundational domains that list skills in CAHIIM’s
revised skill recommendations document [22]. This new skills
framework consists of various competency titles related to the
leadership; professionalism; interprofessional collaborative
practice; social, behavioral, and information science; social and
behavioral aspects of health; human factors; and health
information science and technology foundational domains, but
it does not provide specific details.

New job opportunities for health informatics professionals
require specific skill sets to utilize new cutting-edge,
patient-focused delivery tools. Eligibility requirements for an
advanced health informatics certification were proposed in 2016
[23]. Following this proposal, AMIA conducted the first
informatics workforce survey in 2017 to build an inventory of
informaticians’unique skills and knowledge in the United States.
The workforce survey evaluated professionals’ and students’
opinions on pursuing professional credentials and essential tasks
in their informatics work [24]. Similarly, Digital Health Canada
has conducted several competency surveys in Canada [25].
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Table 2. The Commission on Accreditation for Health Informatics and Information Management Education’s revised health informatics skills according
to the American Medical Informatics Association 2017 core competencies.

SkillsFoundational domains

Design a solution to a biomedical or health information problem by applying computational and
systems thinking, information science, and technology.

F4. Health information science and technology

Applying social behavioral theories and human factors engineering to the design and evaluation of
information systems and technology.

F5. Human factors and sociotechnical systems

Apply a model, which may be dependent upon the application area of the training program, to address
a social and behavioral problem related to the health of individuals, populations, and organizations.

F6. Social and behavioral aspects of health

Integrate and apply the theories, models, and tools from social, business, human factors, behavioral,
and information sciences and technologies to design, implement, and evaluate health informatics
solutions.

F7. Social, behavioral, and information science
and technology applied to health

Demonstrate professional practices that incorporate ethical principles and values of the discipline.F8. Professionalism

Apply relationship-building skills and the principles of interprofessional communication in a respon-
sive and responsible manner that supports a team approach to solve complex health and health in-
formation problems.

F9. Interprofessional collaborative practice

Employ leadership and fellowship methods, concepts, and tools to motivate others toward accom-
plishing a health informatics vision.

F10. Leadership

Academicians have also been discussing the integration of skills
training into the health informatics curriculum for a long time.
For example, new educational approaches related to emerging
health information technologies were described, efforts to
increase electronic health record (EHR) adoption were
discussed, and hands-on exposure to health information systems
during the graduate education was recommended to provide the
necessary skills to solve interoperability issues [26]. Although
regional, national, and independent accrediting agencies
determine the core curriculum requirements for health
informatics educational programs, these standards are not
prescriptive. Health informatics faculty members who work in
academic institutions, health informatics departments, and
programs are expected to follow up on the changing
requirements and update the content of their curriculum
continuously. In addition, the Health Information Technology
Workforce curriculum includes hands-on laboratory courses
and encourages adding internship opportunities in the curriculum
[27].

In addition, the IMIA’s working group encouraged the
international health informatics community to begin a discussion
on various big data and data training skills [28]. IMIA
determined 3 domains and 12 learning outcomes that are related
to data training and skills. These learning outcomes focus on
health data management principles; structure and design
principles of health records; principles of data representation
and analysis; ethical and security issues; nomenclatures,
vocabularies, terminologies, ontologies, and taxonomies; health
administration and economics; basic informatics terminology;
ability to communicate electronically; and methods of practical
and theoretical informatics, mathematics, biometry, and
epidemiology [29]. Although the digital divide is still a
challenge, mobile broadband networks have reached 84% of
the global population, and 46% of households have internet
access around the world [30].

A number of health informatics students acquire skills training
on the job rather than during their formal education, and recent

studies emphasize the need for new models for skills acquisition
[4,5]. However, the research on technology skills training in
graduate health informatics curricula is still insufficient. The
Office of the National Coordinator (ONC) for health informatics
technology program recommended the integration of hands-on
experience into the curriculum [27], but relatively few programs
formally integrated digital technology skills training into their
curriculum, and core technical skills to use digital technologies
for medical apps were not well articulated in graduate health
informatics and medical education programs [4].

According to the American Society for Training and
Development, skills gaps in the organizations have been growing
[31]. An EHR software called the Veterans Information Systems
and Technology Architecture is the only hands-on training
recommendation of the Workforce Development Program [27].
Although some nursing informatics programs have been
integrating experiential learning in their graduate programs [32],
most nursing schools provide limited technology training to
teach how to enter, manage, and use data using various types
of EHRs in traditional ways [33]. Similarly, most medical
education programs limit technology-related training with the
effective use of EHRs [34]. Conversely, an AMIA and AHIMA
joint task force developed a detailed EHR core competencies
matrix tool for different disciplines. This was one of the most
important initiatives related to the development of EHR
utilization skills in the clinical settings and was followed by
similar initiatives [35].

Moreover, health informatics students need additional
competencies to design and develop patient-centered health
information systems, mine and analyze health care data, and
use telemedicine and wireless remote monitoring systems.
Evolving information technology and the growing number of
medical devices and software apps for mobile devices require
qualified workers with new skill sets, which were not included
in the health informatics curriculum in the past. Overall, 5
employer-desired skill categories in bioinformatics—general,
computational, biology, statistics and mathematics, and
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bioinformatics—were determined [36]. A recent report also
emphasized health care organizations’ needs for analytics
technology skills [37].

One of the major competency-based training initiatives was the
Technology Informatics Guiding Education Reform (TIGER),
which was established in 2006 to review informatics
competencies for nursing students and practicing nurses. This
initiative identified knowledge and skill set needs, which
subsequently led to the development of an informatics
competency framework for nurses that consists of basic
computer skills, information literacy, and information
management components. The TIGER Informatics
Competencies Collaborative published their final report in 2009,
and complex demands in health care led to the development of
other national collaborative projects [38]. In addition, the
Quality and Safety Education for Nurses Institute developed 6
competencies to provide safe and effective care, and one of
them was focused explicitly on informatics skills to support
clinical decision support and knowledge management care [39].

Despite several recommendations by professional organizations,
a skills training framework for health informatics students is
still not clearly defined. Existing skills training
recommendations mostly focus on EHR training, and they
generally do not include mHealth, home care, remote
monitoring, AI, and data science training skills [4].

Methods

Study Design
A study to determine students’ confidence in specific health
informatics skills was conducted. For this purpose, published
health informatics competencies were evaluated by two
researchers independently, and a questionnaire to investigate
skill sets of graduate Master of Science (MS) in Health
Informatics students was developed by surveying core facility
directors [36], IMIA [29] and CAHIIM’s curriculum
requirements [16,17], ONC for Health Information Technology
Workforce Development Program’s recommendations [40],
TIGER initiative’s final report [38], the Association of American
Medical College report [31], and the Health Informatics Society
of Australia’s health informatics skill recommendations [11].
To measure students’ specific software skills, the most widely
used statistics and office app packages were selected.

The questionnaire was divided into three parts. Part 1 consisted
of demographic questions. Part 2 collected information about
self-assessed skill sets using Likert scale questions, and 24
health informatics skills were determined for the second part
of the questionnaire. Part 3 explored students’ suggestions for
a new curriculum using open-ended questions.

A Web-based questionnaire was sent to a total of 223 enrolled
and graduated students in the master’s degree program. Overall,
45.7% (102/223) of the participants completed the questionnaire
within 2 months of the survey period, and all survey submissions
were suitable for analysis. Table 3 illustrates the general
demographic characteristics of the participants.

Table 3. Frequency and percentage of respondents classified by demographic details (N=102).

Frequency, n (%)General characteristics

Gender

71 (69.6)Female

31 (30.4)Male

Age (years)

68 (66.7)<34

19 (18.6)35-44

12 (11.8)45-54

2 (2.0)>55

Enrollment status

72 (70.6)Currently enrolled

29 (28.4)Graduated

Current occupation

24 (23.5)Information technology

29 (28.4)Clinical

21 (20.6)Health care medical services and products

16 (15.7)Other

11 (10.8)Not employed
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Questionnaire Validation
The questionnaire was tested on a small sample of respondents
to identify problems with the construction and potential
problems with the unclear wording. Face validity was
established by an expert faculty member. The questionnaire was
assessed, and the feedback about the clarity, friendliness of
questions, and consistency was provided. Cronbach alpha was
used to assess internal consistency, and it ranged from .9947 to
.9952 (N=102). The overall reliability demonstrated excellent
internal consistency.

Participants and Data Collection
The inclusion criteria included the participants’ informed
consent and being enrolled in or graduated from the MS in
health informatics program at Adelphi University in Garden
City, New York, United States. As skills training is not included
in the curriculum, current students do not receive formal
hands-on training. Therefore, all enrolled and graduated students
were included in the study, and survey results were not divided.

An institutional review board–approved questionnaire was
distributed to all graduated and enrolled students. The
participants received the consent form and instructions to
complete a Web-based questionnaire, and 4 reminder emails
were sent at 1-week intervals. The survey was anonymous.
Participation in the study was voluntary, and there was no grade
or compensation.

Results

Quantitative Data Analysis
Among the respondents, 30.4% (31/102) were males, and 70.0%
(71/102) were females. The largest percentage of respondents
was aged less than 34 years; nearly one-third (31/102, 30.4%)
of the participants were aged 35 to 54 years, and only 2
participants were older than 55 years. The majority of the
respondents were currently enrolled in the program (73/102,
71.6%). Most of the respondents had an information technology–
or health care–related occupation (74/102, 72.5%), and only
10.8% (11/102) of participants were not employed (Table 3).

Identifying Student Confidence About Specific Health
Informatics Skills
Benner’s 5-level model of skill acquisition framework (novice,
advanced beginner, competent, proficient, and expert) was
applied to assess students’ level of confidence [41]. Descriptive
statistics were used to describe the students’ self-assessments
of important skills in the forms of mean, standard deviation,
and frequency. As health informatics accreditation competencies
do not contain specific skill training recommendations and these

components are not included in the current curriculum, graduate
and enrolled students’ responses were analyzed together. There
were 24 items, and the margin of error was determined as 7.16,
assuming a 95% confidence level.

Respondents initially rated themselves higher on Microsoft
Word essential skills. For skills to insert a table of contents,
footnotes, endnotes, and cross-references, 84.3% (86/102) of
respondents rated themselves as extremely confident or very
confident, 9.8% (10/102) as moderately confident, and 6.9%
(7/102) as not at all confident and slightly confident. The mean
was 4.21 (expert).

Participants rated themselves as proficient in Skills in evaluating
health information systems (mean 3.14), Skills in training staff
on system use, troubleshooting software and hardware issues
(mean 3.28), Skills in performing math using Microsoft Excel
and enter a calculation formula (mean 3.81), Skills in choosing
evidence-based resources (mean 3.75), and Skills in compiling
data from secondary sources (mean 3.20). For advanced
Microsoft Excel skills such as calculating sample variance and
standard deviation, 45.1% (46/102) of participants rated
themselves as extremely confident or very confident, 35.3%
(36/102) as moderately confident, and 19.6% (20/102) as not
at all confident and slightly confident (mean 3.48; Table 4).

Respondents rated themselves as competent in Skills in
programming mobile health informatics apps (mean 2.24), Skills
in designing and leading health informatics projects (mean
2.84), Skills in setting up new businesses (mean 2.61), Skills in
mining and analyzing data (mean 3.00), Skills in interpreting
inferential statistics (mean 2.63), Skills in developing data
visualization techniques (mean 2.42), Skills in using PICO to
plan a search (mean 2.50), Skills in developing a database using
Microsoft Access (mean 2.82), Skills in assessing data integrity
and assessing data reliability (mean 2.94), Skills in evaluating
the use of data capture technologies (mean 2.82), Skills in
designing databases (mean 2.34), Skills in evaluating privacy
and security infrastructure (mean 2.34), Skills in using Microsoft
Word’s macro commands, creating dialog boxes, and
understanding the notions of Visual Basic Application
programming (mean 2.62), Skills in developing machine
learning applications (mean 2.30), Skills in developing software
to collect, organize, analyze, and interface with data (mean
2.35), and Skills in performing statistical tests using SPSS (mean
2.74; Table 4).

For AI app development skills, 6.9% (7/102) of the participants
rated themselves as extremely confident or very confident, 14.7%
(15/102) as moderately confident, 79.4% (81/102) as not at all
confident or slightly confident. The mean was 1.80 (advanced
beginner; Table 4).
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Table 4. Students’ responses regarding confidence with specific health informatics skills (N=102) (competency level according to Benner’s 5 levels
of competencies: 0:00-1:00=novice; 1:0-2:00=advanced beginner; 2:0-3:00=competent; 3:01-4:00=proficient; 4:01-5:00=expert).

InterpretationInternal relia-
bility Cron-
bach alpha

Not at all confident/slight-
ly confident, n (%)

Moderately confi-
dent, n (%)

Extremely confi-
dent/very confident, n
(%)

Value,
mean
(SD)

Survey item

Proficient.994731 (30.4)31 (30.4)40 (39.2)3.14
(1.12)

Skills in evaluating health infor-
mation systems and preparing
recommendations to improve
functionality

Competent.994858 (56.8)31 (30.4)13 (12.7)2.30
(1.07)

Skills in developing machine
learning apps for personalized
health monitoring

Competent.994861 (59.8)31 (30.4)10 (9.8)2.24
(1.06)

Skills in building interfaces and
developing and programming
mobile health informatics apps

Competent.994856 (54.9)21 (20.6)25 (24.5)2.61
(1.21)

Skills in setting up new business-
es and entrepreneurship

Proficient.994730 (29.4)25 (24.5)47 (46.0)3.28
(1.27)

Skills in training staff on system
use and troubleshooting software
and hardware issues

Competent.994837 (36.3)31 (30.4)34 (33.3)3.00
(1.08)

Skills in mining and analyzing
data

Competent.994852 (51.0)29 (28.4)20 (19.6)2.63
(1.04)

Skills in interpreting inferential
statistics

Competent.994858 (56.8)29 (28.4)15 (14.7)2.35
(1.10)

Skills in developing software to
collect, organize, analyze, and
interface with data

Advanced be-
ginner

.995181 (79.4)14 (13.7)7 (6.9)1.80
(1.02)

Skills in developing artificial in-
telligence apps

Competent.994858 (56.8)25 (24.5)19 (18.6)2.42
(1.16)

Skills in developing data visual-
ization techniques

Competent.994738 (37.3)36 (35.3)28 (27.5)2.84
(1.15)

Skills in designing and leading
health informatics projects

Competent.994838 (37.3)29 (28.4)35 (34.3)2.94
(1.10)

Skills in assessing data integrity
and assessing data reliability

Proficient.994825 (24.5)34 (33.3)43 (42.2)3.20
(1.09)

Skills in compiling data from
secondary sources

Competent.994941 (40.2)37 (36.3)24 (23.5)2.82
(1.01)

Skills in evaluating the use of
data capture technologies

Competent.994960 (58.8)27 (26.4)15 (14.7)2.34
(1.10)

Skills in designing and develop-
ing databases

Competent.994856 (54.9)28 (27.5)18 (17.6)2.34
(1.11)

Skills in evaluating privacy and
security infrastructure

Expert.99527 (6.9)10 (9.8)85 (83.3)4.21
(0.92)

Skills in using Microsoft Word
to insert a table of contents,
footnotes, endnotes, and cross-
references

Competent.994846 (45.1)32 (31.4)24 (23.5)2.62
(1.23)

Skills in using Microsoft Word’s
macro commands, creating dia-
logue boxes, and understanding
the notions of Visual Basic Appli-
cation programming

Competent.994848 (47.1)23 (22.5)31 (30.4)2.82
(1.09)

Skills in developing a database
using Microsoft Access

Proficient.994913 (12.7)27 (26.5)62 (60.1)3.81
(1.03)

Skills in performing math using
Microsoft Excel and enter a cal-
culation formula
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InterpretationInternal relia-
bility Cron-
bach alpha

Not at all confident/slight-
ly confident, n (%)

Moderately confi-
dent, n (%)

Extremely confi-
dent/very confident, n
(%)

Value,
mean
(SD)

Survey item

Proficient.994820 (19.6)36 (35.3)46 (45.1)3.48
(1.10)

Skills in using Microsoft Excel
for statistics such as calculating
sample variance and standard
deviation

Competent.994744 (43.1)30 (29.4)28 (27.5)2.74
(1.21)

Skills in performing statistical
tests using SPSS

Proficient.994912 (11.8)24 (23.5)66 (64.7)3.75
(0.99)

Skills in choosing evidence-
based resources

Competent.994849 (48.0)32 (31.4)21 (20.6)2.50
(1.19)

Skills in using PICO to plan a
search

Qualitative Data Analysis
The qualitative data analysis process to identify patterns and
themes was inspired by Braun and Clark’s thematic analysis
method [42]. The 6 steps of thematic analysis were used, and
4 themes emerged from the data:

• Theme 1: EHR software training: Participants expressed
an interest in hands-on training in EHR documentation and
security (Textbox 1).

• Theme 2: Data science, visualization, and analytics:
Respondents expressed a strong preference for hands-on

experience with Structured Query Language (SQL),
Tableau, Crystal Reports, and other database and data
visualization products (Textbox 1).

• Theme 3: Software training and app development: Students
emphasized the need for programming classes and coding
skills and requested courses that focus on entry-level
programming, HTML courses, and Microsoft Project
(Textbox 1).

• Theme 4: Specialization courses: Participants acknowledged
a desire to receive certifications and indicated the need for
specific tracks depending on career plans (Textbox 1).
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Textbox 1. Students’ course requests.

Theme 1: Electronic health record software training

“There could be more exposure to and training on information technology that we will come into contact with in the field like the EHR.”

“Maybe there can be a class on EMRs which can incorporate what is out right now and teach students about what makes a health care system successful
and lasting.”

“If one class required the students to virtually build a system.”

“Hands-on working of top EMR like EPIC.”

“I think medical terminologies could be added to the curriculum. I also think the program could offer different tracks so we could choose.”

“Having access to an EMR system and being able to utilize it.”

“Perhaps purchasing a low-cost small practice EHR and over the course of the semester have students learn the backend; how to create users, manage
security, edit forms, notes, and templates. Divide the class into groups assign a new functionality to be built within the system (anew note for example)
task the team with building that item including everything from building a project plan to creating training materials the rest of the class on the new
functionality.”

Theme 2: Data science, visualization, and analytics

“Interactive training for VBA, Tableau, Python.”

“One change would be to definitely increase the actual use of apps such as the Microsoft suite (Excel, Word, Access, Project, Visio), as well as learning
more about Structured Query Language (SQL). Database creation and querying are such important functions in IT.”

“More on reporting data.”

“Data modeling and visualization classes based on industry software.”

“A little more database work and knowledge could help.”

“More technical courses—data analytics, predictive models, cognitive computing, Crystal Reports.”

“More exposure to databases and SQL, or coding of some kind.”

“During my journey I have learned many technical staff such as database design and management, health care information management, security
design and other similar subjects, but in my opinion the program should include more practical technical staff like teaching a programming language.”

“I wish there was more courses that was geared toward MS Excel and PowerPoint. Being sufficiently prepared with these apps can build confidence
and adequately prepare an individual for employment.”

“Add technical skills; SQL, Java, ...”

“I wish we learned SQL.”

“SQL class.”

Theme 3: Software training and app development

“I can’t stress enough the need for a programming class to be added to the curriculum. Since graduating, I have had to invest in this training as it is
needed when building reports.”

“To add more classes that involve direct software learning as opposed to just researching and writing papers. It would have definitely helped me in
the future.”

“Include more IT related classes (programming, software development) that will actually help in our career paths. Classes should be similar to what
health Informaticians will face practically in the workforce rather than textbook-based.”

“One suggestion that I would give to add to the existing curriculum is incorporating more informatics and technology. Let’s say coding for example.
Although we had the opportunity to understand how to analyze data I do feel like in terms of technology there are a lot more components to learn.”

“Teaching basic coding skills/HTML, allowing hands-on experience identifying system issues or software bugs, would have been very helpful to have
more technical experience.”

“Possibly video lectures or some step by step instructions on developing software, databases, computer programming, etc.”

“Entry level programming.”

“Additional use of Microsoft Project.”

“I would suggest incorporating more skills-based courses in the program. Skills that frequently seen in the field of health care informatics. A lot of
the students that I took the classes with did not have clinical backgrounds. As a clinical informaticist, it’s imperative to understand the clinical side
of the health care industry. It would be very beneficial to future students to receive some type of course or resource that includes that.”

“I wish some of the classes included real-life systems and applications we could practice more with. It just seemed like a lot of material to cover in a
short amount of time.”

“The MSc online program should shift focus from theory to more practice beyond preceptorship. Employers want staff who have hands-on experience
in various software and systems.”
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Theme 4: Specialization courses

“You need to add all of the focused subject areas. Students should be able to specialize in the last few courses. Some of the classes are not useful
depending on the field of interest.”

“I even wonder if adding specific tracks would be a good idea. While some students may want more project management courses, others may prefer
database querying and reporting, or research, or even security. Perhaps specified “minors,” so to speak, could help students gain more knowledge in
their areas of interest and make them more confident in applying for specific jobs after graduation.”

“I believe that it’s very important that the Practicum allows for hands-on experience with the actual hardware set-up so that the student will learn how
to troubleshoot a technical issue. I have not yet found a job in the field, and one of my biggest fear is that I lack the technical experience. Besides the
jobs I have seen, are seeking applicants with years of experience. If the Practicums entail just as much learning experience with the hardware as well
as the software, that would certainly be advantageous.”

“Instead of a practicum, perhaps the program could offer other options that are often associated with different career paths that a degree in health care
informatics could take. For instance, the program could offer the option of getting certified as a Project Management Professional (PMP), or certified
in Data Analytics, etc. These options would boost a resume significantly and are directly related to potential career options within the realm of health
care informatics. I understand job placement is a challenging undertaking for universities. However, this could be a great option to make sure your
students have an advantage in the hiring process.”

Discussion

Principal Findings
Even though the demand for health informatics graduates has
been changing, to the best of our knowledge, the number of
studies that focus on hands-on health informatics skills training
is limited. Recently, the Institute of Education Sciences
developed a classification system called the Integrated
Postsecondary Education Data System to track and report the
fields of study [43]. However, this classification system does
not cover all potential career paths as the professions related to
health informatics fall under several occupations, and therefore,
it is quite challenging to define health informatics career trends.
Another recent study analyzed the content of US health care
data scientist job postings to identify the required qualifications
and skills for data scientist positions and emphasized the need
for higher levels of education and skills training needed for
health care data scientists [3].

In this study, we evaluated students’ perceived skills and
self-confidence to develop health informatics apps. As
professional and accrediting organizations have not determined
distinct boundaries between competency and skill terms, we
used these terms interchangeably. Currently, formal health
informatics skills training with medical devices and apps are
limited. Although students without any health informatics
education might become an expert in programming, developing,
and using an innovative health informatics app or system, others
with formal education might not have any hands-on skills using
the same apps. Hence, using competency and hands-on skills
interchangeably in all cases is quite challenging. This research
revealed that most students were employed (91/102, 89.2%),
and presumably, they were knowledgeable about the required
skills. Participants did not consider themselves experts in any
skills, which indicates the need for the integration of skill-based
training into the health informatics curriculum, except for skills
in using Microsoft Word’s macro commands.

Furthermore, our research has several implications. First, this
analysis identified a gap between existing competencies and
in-demand skills. Developing innovative solutions to improve
health care quality has become the major focus of leading health
informatics companies, and recent publications emphasize that

tomorrow’s workforce needs to design, develop, and implement
innovative systems and work with new medical devices, patient
monitoring apps, telemedicine, and smart home systems [5].
Owing to the lack of formal skills training, most health
informaticians gain these practical experiences during their
employment; thus, employers have been launching upskilling
initiatives to keep their company competitive [44].

Second, this study revealed the need to determine new
occupation-specific health informatics terms that will define
different levels of practical know-how to generate disruptive
ideas and design, develop, and implement sophisticated
innovative technological solutions to health problems.

Third, we also identified the need to develop a specific
competency assessment framework. Currently, AMIA uses
Miller’s competency framework, which was initially developed
to assess the clinical competence of medical school graduates.
The Miller’s pyramid consists of four levels of clinical
competence: knowing signs and symptoms (knows), knowing
how to utilize exam and laboratory test data to diagnose a
disease (knows how), demonstrate clinical performance (shows
how), and being able to apply knowledge into practice (does)
[45]. Although the Miller’s pyramid is widely accepted in
medical practice to assess clinical competence, its application
to health informatics has some limitations as this assessment
model was not designed to assess any informatics competencies.
As health informatics is an interdisciplinary field, the graduates
might work in a wide range of settings and can follow different
career paths, which makes the development of the competency
framework extremely complex.

We developed a new framework that will include different tiers
for evolving hands-on health informatics competencies (Figure
1). This competency framework divides the development of
practical health informatics competencies into 6 hierarchical
processes. The pyramid starts with knowledge acquisition at
the bottom level. The next competence level is achieved when
students acquire advanced hands-on health informatics skills
to use specific computer software programs, sensor-based
decision support systems, and other sophisticated patient
monitoring apps. The third and fourth tiers represent applications
of medical knowledge and technical knowledge. Although all
health informaticians need to become familiar with these two
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competencies, teaching clinical health informatics tracks
concentrating on the application of medical knowledge using
health informatics systems and teaching nonclinical tracks
concentrating on the application of technical knowledge such
as programming, application of algorithmic principles, design,
and development of mobile apps and other data science skills
that we mentioned in our study might have more profound and

meaningful outcomes. The fifth tier focuses on the application
of problem-solving skills to manage and administer health
informatics apps and programs. Finally, the sixth tier
concentrates on innovative skills. Although most health
informatics programs include capstone courses, these courses
are usually designed to apply the knowledge gained through
the master’s degree program rather than teaching new skill sets.

Figure 1. Proposed health informatics competency framework. AI: artificial intelligence.

Health informatics specialists should know how to analyze and
interpret health care data and identify potential areas of
applications of AI. Defective AI algorithms can cause severe
and unforeseen health consequences. However, integration of
experiential AI training in health informatics curriculum and
determination of necessary skill sets for different specializations
is quite a challenging task as AI technology has many
components such as machine learning, deep learning, pattern
recognition, real-time data analytics, model building, data
collection, and data visualization. This research demonstrated
that participants defined themselves as an advanced beginner
for skills in developing AI apps. This definition could be
considered as being insufficient; however, a master’s degree
program should consider students’ career perspectives and
provide individualized tracks in addition to meeting mandatory
accreditation standards. We propose that specific health
informatics skills training should be identified using the

enhanced health informatics curriculum components described
in Figure 2 and be updated on a yearly basis.

Including R, Python, inferential and descriptive statistics,
machine learning, database systems, and SQL, data presentation
and visual encoding courses in the curriculum without real-life
medical apps might not be enough to provide the required skills
as students need to learn how to operate sophisticated medical
equipment and remote monitoring devices and solve
interoperability challenges. For example, with the hands-on
laboratory exercises, students will be able to develop clinical
decision support apps that can collect data from a wireless blood
pressure monitor, wireless blood glucose meters, digital weight
scales, and write the program code to integrate these apps with
other databases. Consequently, depending on the students’career
plans, they might need further specialization such as integrating
machine learning code with sophisticated medical software.
Recent studies demonstrate the effectiveness of hands-on health
informatics skills exercises [5,39].
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Figure 2. Enhanced health informatics curriculum components. CAHIIM: Commission on Accreditation for Health Informatics and Information
Management Education; IMIA: International Medical Informatics Association.

Limitations
Several limitations need to be acknowledged. This research was
conducted in an academic institution, and the feedback was
limited to the MS in health informatics students’ assessments.
All students with different educational backgrounds were
included in the study and analyzed together because skill-based
training is not a part of the current curriculum. Thus, conducting
regular national and international studies to analyze students’
confidence levels and course requests and comparing responses
of students within the same educational backgrounds would be
helpful.

Conclusions
The main objective of this study was to highlight evolving health
informatics competencies rather than provide detailed
information about country-level competencies. Owing to the
universal nature of technology, health informaticians use the

same data standards, methods, and algorithms to store, retrieve,
and analyze the data around the world. Although national and
international organizations have determined different
foundational domains, professional and accrediting organizations
have been updating their recommendations frequently and
adopting similar measurable competencies (Figure 3) [13]. For
instance, IMIA’s updated educational recommendations for
nursing informatics and health informatics are the same [46];
conversely, the current studies emphasize the need for
customization. We also observed that the existing literature and
curriculum recommendations did not clearly delineate the
difference between undergraduate and graduate health
informatics competencies. As mentioned earlier, even though
some recent publications assess health informatics training and
identify universal competencies, there are still limited studies
about skills training in the graduate health informatics curricula
[47,48].
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Figure 3. Evolving health informatics curriculum competencies. AHIEC: Australian Health Informatics Education Council; CAHIIM: Commission
on Accreditation for Health Informatics and Information Management Education; IMIA: International Medical Informatics Association.

Health informatics graduates need hands-on experience with
various health informatics tools and apps to develop skills and
the ability to apply this practical expertise to unfamiliar
situations, serve as subject-matter experts, and lead and manage
innovative projects. Regional, national, and international
accreditation standards, and in-demand technical skills to use
and develop patient-centered health informatics systems could
be taken into consideration when determining health informatics
curriculum components. It is also essential to capture students’
perspectives before developing skills training components and

to develop an up-to-date health informatics skills training
framework depending on different medical specialties and health
care needs for physicians, nurses, pharmacists, and medical and
laboratory technologists. Developing new terminologies that
will clearly specify the difference between competency-based
and skill-based approaches for each health informatics discipline
might be useful. Further studies that evaluate employers’
feedback and students’ perceptions after they get hired are
suggested to determine the potential gaps and needs in health
informatics skills training.
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