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Abstract

Background: Governments and health care providers are keen to find innovative ways to deliver care more efficiently. Interest
in electronic consultation (e-consultation) has grown, but the evidence of benefit is uncertain.

Objective: This study aimed to assess the evidence of delivering e-consultation using secure email and messaging or video
linksin primary care.

Methods: A systematic review was conducted on the use and application of e-consultations in primary care. We searched 7
international databases (MEDLINE, EMBASE, CINAHL, Cochrane Library, PsycINFO, EconL.it, and Web of Science; 1999-2017),
identifying 52 relevant studies. Papers were screened against a detailed inclusion and exclusion criteria. Independent dual data
extraction was conducted and assessed for quality. The resulting evidence was synthesized using thematic analysis.

Results: Thisreview included 57 studies from arange of countries, mainly the United States (n=30) and the United Kingdom
(n=13). There were disparities in uptake and utilization toward more use by younger, employed adults. Patient responses to
e-consultation were mixed. Patients reported satisfaction with services and improved self-care, communication, and engagement
with clinicians. Evidence for the acceptability and ease of use was strong, especially for those with long-term conditions and
patients located in remote regions. However, patients were concerned about the privacy and security of their data. For primary
health care staff, e-consultation delivers challenges around time management, having the correct technological infrastructure,
whether it offers a comparable standard of clinical quality, and whether it improves health outcomes.

Conclusions: E-consultations may improve aspects of care delivery, but the small scale of many of the studies and |ow adoption
rates |eave unanswered questions about usage, quality, cost, and sustainability. We need to improve e-consultati on implementation,
demonstrate how e-consultations will not increase disparitiesin access, provide better reassurance to patients about privacy, and
incorporate e-consultation as part of a manageable clinical workflow.

(JMIR Med Inform 2019;7(4):€13042) doi:10.2196/13042

KEYWORDS

referral and consultation; health services accessibility; primary health care; general practice; patient access to records; patient
portals, Web-based access
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Introduction

Background

The growth and ageing of the global population combined with
increased expectations place enormous pressures on primary
health care. Greater use of technology is seen as a partial
solution to the complex challenges of delivering health care to
anincreasing and ageing popul ation with more chronic disease.
This is reflected in health policy in the United Kingdom, the
United States, and elsewhere [1]. Technology-supported
consultations provide more flexible, though different, style of
the clinician-patient relationship. However, adoption has been
achallenge [2], and thereis limited evidence of benefit [3,4].

The United Kingdom has taken a strong interest in using
technology to deliver care [5], mainly driven by the increased
cost of emergency administrations. Between 2012 and 2013,
there were 5.3 million emergency admissions to UK hospitals,
at a cost of approximately £12.5 hillion representing a 47%
increase over the previous 15 years [6]. These increases have
led to growing interest as to whether remote care reduces what
is considered unnecessary doctor’s appointments or avoidable
hospital admissions. However, to be commissioned and
mainstreamed into everyday practice, an innovation must show
that it can provide significant system-level advantages
effectively providing more for less. For example, one of the
worlds' largest remote caretrials, awhol e system demonstrator
project saw improvement in patients’ quality of life [7-9].
Telemedicine has also shown benefits in terms of health
outcomes, hospital admission, and intermsof cost-effectiveness
[10-12].

In this study, we focus on electronic consultations
(e-consultations) situated within primary care. Remote care
comes in many forms, including telephone, video, text
messaging, email consultations, Web-based portals for
prescription orders, appointment booking, and patient access
to online health records, or any combinations of all these [13],
recognizing that research in thisareais heterogeneous[14]. We
have excluded telemedicine and telemonitoring and generally
specidist-based care that focus on the long-term management
of chronic conditions.

E-consultations are feasible, and reliable, and convenient [15],
although in common with other digital innovation challenging

http://medinform.jmir.org/2019/4/€13042/
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to implement [16]. Despite the growing use of computerized
medical records [17], it has been challenging to incorporate
e-consultations into clinical workflow [18,19]. To date, trials
show little or no significant difference between usual care and
intervention groups in terms of clinical outcomes [20].

Objectives

The aim of thisreview was to assess the evidence of delivering
e-consultations using secure email, messaging or video linksin
primary care. The objectives were as follows. (1) understand
how e-consultations affect patients’ access to services, their
frequency of use and satisfaction, and any impact on health
outcomes,; (2) investigate professional and workforce issues,
including potential changes in workload or flow (actual and
perceived) and barriers to use; and (3) identify possible
organizational or technology barriers and solutions to
implementation.

Methods

Design

This systematic review follows Preferred Reporting Items for
Systematic Reviewsand Meta-Analyses[21] guidelines (Figure
1). The study aims were structured using the population,
intervention, comparator, and outcome format [22]. The study
population was defined as users or nonusers of e-consultation
services, including both patients and carers and clinicians as
well as support staff in primary care. The intervention related
to synchronous or asynchronous e-consultation service used in
primary care. Any comparison was used, including usual care.
Several outcomes were identified including the following:

1 Patient(s): changes to service use including access to
services (by specific patient groups, disorder or attributes
of the user, frequency of attendance, and satisfaction), and
impact on health outcomes.

2. Professional or workforce: workload and barrier to
e-consultation implementation, impact on professional
identity, consultation or revisit rates, and finaly (if the
information is available) quality and safety (ie, complaint
numbers).

The protocol was registered on PROSPERO, the international
database of systematic reviews, registration number
CRD42015019152.
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Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses.
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I nfor mation Sources and Searches

Advanced searches were performed across a range of
bibliographic databases, including, the Cochrane Library,
general medical databases (MEDLINE, EMBASE, CINAHL,
viaEBSCO platform), PsycINFO, EconL.it, and Web of Science.
A search was performed in the database OpenGrey for
unpublished material.

Search strings were developed according to the index terms
(Medical Subject Headings [MeSH] for MEDLINE) of each
database together with keywords within the title or abstract
using Boolean searches (AND, OR) with truncation and wildcard
functions used (Multimedia Appendix 1).

Thisisan emergent and developing area, so recently published
research was of key interest. We searched the literature from
January 1, 1999, to March 1, 2017. No limits were placed on
the evidence type (type of document, ie, systematic review),
country of origin, or language of literature. Search resultswere
exported into EndNote (v7.2.1). The search yielded 14,016
references, of which 1610 were duplicates and 12,406 were
screened.

http://medinform.jmir.org/2019/4/€13042/

Setting and Participants

The systematic review focused on primary care and ambul atory
care settings. Our principal participants in this study were
patients and their family, caregivers (users and nonusers of
e-consultations), and health care professionals(clinicians, allied
health professional s, practice support staff, and managers). The
technology is also relevant and was included in this review,
focusing on current implementation, design, and the Information
and Technology infrastructure underpinning e-consultations.
Eligibility Criteria

Search results were checked against the predefined inclusion
and exclusion criterion (see Multimedia Appendix 2 for
excluded studies). The inclusion criteria were based on the
following: (1) arange of health care conditions, including any
long-term chronic conditions managed in primary care (diabetes
and hypertension) or routine conditions (skin conditions and
deep issues); (2) any asynchronous and synchronous use of
emails and visual or video technologies (eg, Skype) used by
both patients, carers and health care professionals in the
e-consultations; and (3) no limitations were placed on the type
of study (randomized controlled trial [RCT], qualitative,
guantitative, and economic impact); however, study protocols
were excluded as they do not contain original outcome data or
review evidence.

JMIR Med Inform 2019 | vol. 7 | iss. 4 |€13042 | p.6
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Exclusions were studies focusing on telephone use alone
(without the use of email, video or messaging) and any
experimental studies which fail to provide specific outcomes
measures or reported quality measures for service evaluation
purposes only (eg, National Health Service Information Centre
Quality and Outcomes Framework summary data). Finally,
studies were excluded if they reported the use of medical
records, email or telephone to recruit participants to research
projects. This review only includes studies that performed
e-consultationswith primary care staff, with services performed
in other settings (the community, secondary, or tertiary care)
being excluded. Other studies were excluded if they focused on
health promotion or education tools, which was not the primary
focus of this review. Specificaly, we were interested in
e-consultations impact on access and health outcomes related
to an illness event, rather than on long-term preventative
strategies. Budgetary constraints excluded the authors from
including studies that needed to be trandlated. Finally, to avoid
possible bias and overreporting, studies were excluded if their
resultswere already reported oninincluded review article[23].
All included studies were required to involve the patient in the
e-consultation with their primary care provider. As such,
provider-to-provider interactions were excluded from this
review.

Data Selection

Evidence was sourced and retrieved by members of theresearch
team (FM and YL). Results from searches were stored
electronically. An initial screening of titles and abstracts was
independently conducted by 2 team members (YL and FM).
Inclusion queries were resolved through discussion at team
meetings. Inclusion decisions were recorded using EndNote
(v7.2.1). Further exclusions occurred once full texts were
retrieved and when papers failed to meet the inclusion criteria
or were a poor fit.

Data Extraction

Independent duel data extraction was undertaken by 2
researchers using a predesigned data extraction form (DEF)
reflecting the core objectives of the study, including aims and
objectives, study design, setting, type of e-consultation, outcome
measures, comparator groups, and key findings. Data extracted
also focused on a range of clinical outcomes (such as
hemoglobin HbA . and blood pressure), behavioral outcomes
(patient-clinician interaction, perceptions, acceptance, and
system use), and organizational issues (such as functionality,
usability, cost, and workflow). The DEF aimed to assist the
authors to consistently retrieve the core contents of each study
and aid in the organization of material before analysis.

Data Analysisand Quality Assessment

The analysiswas executed in several stages. Thefirst stage was
the identification of the themes arising from the literature. The
themes were developed over a series of meetings when the
researchers clustered the results into higher order categories
that seem to have coherence when summarized together. The
aim of the clustering was to devolve alarge and varied number
of results into a smaller number of more easily understood,
salient issues. The analysis was supported using a 3-stage

http://medinform.jmir.org/2019/4/€13042/
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thematic analysis process previously used [24,25] and guided
by the Mayring framework [26]. The second stage included the
assessment of evidence quality. Finally, themes were grouped
against each of the research objectives to build up a
comprehensive overview of the evidence. The analysis was
undertaken by FM and JH with periodic input from the wider
team.

Critical Appraisal

Studies based on qualitative, quantitative, and mixed methods
designs were subject to critical appraisal, using the Mixed
Methods Appraisal Tool (MMAT 2011 version) [27,28]. The
MMAT tool uses criteria scored from 0% to 25%, with the
overall scorebeing 100. Theinterrater reliability of the MMAT
was 0.94 [27]. No quality threshold was imposed, but caution
was used to not overemphasize the contribution of evidence
which had a low score (50% and less; n=7 papers, 25%). In
reporting findings, greater emphasis has been placed on the
literature with ahigher MMAT score (>50% and above; n=41).
For this work to be transparent, we have reported the MMAT
score table (see Multimedia Appendix 3).

Results

Study Characteristics

A total of 57 studies were included in the review (n=57),
including evidence from arange of countries, the United States
(n=30) and the United Kingdom (n=13), with the remaining
from Australia (n=3), Sweden (n=3), Finland (n=3), Canada
(n=3), Denmark (n=1), and Italy (n=1), enabling greater ability
for the findings to be generalizable (See Multimedia A ppendix
4).

A variety of study designs were used, although the majority
employed quantitative methods including descriptive designs
such as surveys, and analysis of service frequency data (n=22)
[29-50], quasi-experimental, cohort, or cross-sectional designs
(n=10) [51-60], or RCTs (n=2) [61,62]. There was also arange
of qualitative study designs using case studies, interviews, and
focusgroups (n=13) [63-75]. Only 6 studies had amixed method
design [76-81]. A total of 4 review findings were included
[20,82-84].

A total of 5 overarching themes were identified across the
literature: patient access, patient outcomes, workforce issues,
governance and safety, and factors that impact on willingness
to adopt and sustainability.

Patient Access

Age and Gender

The sociodemographics of patients using e-consultations was
mixed. Users of e-consultations [29,38,81,82] and secure
messaging [40,55] were primarily women
[29,38,40,41,43,55,81,82] who used these services during
working hours [29], presumably because of issues of
convenience [41] in terms of organizing care or treatment for
dependents (young children or older relatives) [30]. However,
the evidence is far from conclusive, as 1 study found no
statistical difference between genders [58], and another study
found that more men (59/87) than women used the service
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(28/87) [54]. The mean age of e-consultation users also varies.
Some studies report prevalent users as being younger (45.9 vs
50.3years, P<.01) [58], someasbeing 31-49 years (63/87, 77%)
[54,82], middle-aged (50-65 years) [55], or over 60 years of
age[43].

A study comparing patient characteristics receiving face-to-face
or e-consultation in primary care (sinusitis and urinary tract
infection [UTI]) found older people (=65 years) to belesslikely
to use e-consultations (sinusitis, 28/475, 5.8%; UTI, 9/99, 9%,
P<.001) [38]. In a similar study, age (over >65) was also
associated with being lesslikely to use secure messaging (odds
ratio [OR] 0.65, 95% CI 0.59-0.71) [55]. Early evaluation of
e-consultations in one clinic suggested older patients found the
concept of e-consultations confusing [81]. In contrast, a
systematic review in 2014 suggests concerns about older patients
being confused by them may be unjustified, and benefit could
be gained if offered the right support [82].

Patients’ Socioeconomic Status

Direct measures of socioeconomic statusor failureto have hedlth
insurance, which we took as an indirect measure of
socioeconomi ¢ status, were associated with limited affordability
and access to emerging technologies [71]. Socioeconomically
disadvantaged patients or those with poorer self-reported health
were less likely to express an interest in communicating about
their care using email or the internet [35]. In addition, patients
who used email to communicate with their clinician were
significantly associated with a higher annual family income
(P=.007; >US $70,000) [34,43]. This group was reported to
communicate with their clinician twice as much as those on
lower incomes (<US $10,000-29,999) [34]. Moreover, a study
investigating the characteristics of e-consultation patientsfound
a high number of employed patients (for conditions such as
sinusitis, 355/475, 74.7%; or UTI, 59/99, 60%; P<.001),
suggesting out-of-office access is important for those in work
[38].

In contrast, 1 study suggests the lack of medical insurance
increased the odds of using 2-way visual and audible contact
with health providers (OR 0.83, 95% CI 0.72-0.97) [41]. The
cost of e-consultations for patients (email via a portal) varies
between US $35[29] and US $39[39]. Earlier work found there
may be a cost threshold, with 60.1% (149/248) of patients
willing to pay up to US $10 or more per year. Only 31.0%
(77/248) of patients were willing to pay up more—up to US
$50 or more per year for secure email contact [31]. Willingness
to pay did not differ by age (P=.06) [31].

Perceived Seriousness of the Condition, Convenience,
and Patient Satisfaction

Patients reported using e-consultations when they did not
perceive that a face-to-face consultation as warranted, even if
conditions were chronic and long term such as diabetes and
hypertension [29,57,79], or in cases where symptoms were
routine or nonurgent, such as skin conditions, low-level pain,
deepissues, hemorrhoids, coughs, or sinusitis[29,48,79,81,83].
Unlike other studies, email contentsanalysisin 1 study suggests
emails are useful when patients want to request information
(symptom updates) or simple provider action (referrals,

http://medinform.jmir.org/2019/4/€13042/

Mold et &

medications, treatments, or test result information) [63]. This
suggests e-consultation [67,83] and online primary care visits
[29] offer a convenient means through which to manage
low-risk, nonurgent health concerns.

Differences a so emerged when using technol ogy to receive test
results. Although many patients were willing to use email to
obtain test results for cholesterol (1045/1229, 85.02%), less
were willing to use this mode of contact for more serious
conditions such asreceiving abrain computed tomography scan
test result (725/1229, 58.99%) [34]. Perceived seriousness also
impacted on the mode of communi cation, with patientsreporting
favorable attitudes toward email but not text message or a Web
page for the delivery of blood test results [44].

Convenience was the primary reported reason for choosing an
e-consultation by patients across multiple studies
[35,38,41,45,48,67,79,83]. Patient satisfaction [32,51,59,66,70]
with immediate care received was increased [81] in the short
term at 6 months[52]. Studies exploring the possiblelong-term
impact of e-consultations over face-to-face encountersreported
similar findings [40,52]. One study found no significant
difference in the 30-day adjusted visit frequency at follow-up
(2.35 visits per year before and 2.35 after portal messaging,
P=.93) [40]. The subgroup analysisat 1 year of follow-up found
an adjusted nonsignificant decrease of 0.1 visits per year (2.44
visits per year before the first message) and 2.34 after (P=.14)
[40].

Timeliness of responses was important to patients using email
[33,74,81] and was associated with satisfaction [84]. Patients
had high expectations regarding the timeliness of responsesfor
various Web-based services. Almost all patients in 1 study
(2011/2260, 88.98%) expected a reply from email messages
from clinicians within 24 hours, and 67.96% (1536/2260)
expected responses or access to laboratory results within a
24-hour period [34]. Morethan 50% of patients expected areply
within 8 hours [34] and preferably the same day [74].

A range of studies found specific advantages to using
e-consultations including improved access to care [66,70,83],
both in the delivery of care outside of standard working hours
[73] and care ddlivery to remote areas, time saved [ 32,36,45,73],
and cost-saving including lost wages [ 73]. One evaluation study,
of joint teleconsultations among genera practitioners (GPs),
specialists, and patients, found cost-saving for patients between
€1,000.06 and €2700.50 by patients avoiding travel to
emergency departments and for in-clinic visits or diagnhostic
examinations [50]. Finaly, video and email consultations
provide both patients and clinicians with opportunitiesto learn
about health conditions and their management, through
information and image sharing [65,74], offering the potential
for more active patient engagement in the care process
[52,63,82].

Joint e-consultations among GPs, specialists, and patients
resulted in significantly higher levels of patient satisfaction
(mean difference 0.33 scale points, 95% CI 0.23-0.43, P<.001)
[62]. Satisfaction was also associated with a reduction of
distance travelled [38] (average decrease of 170 kms) [32] or
1-way distance saved per patient (average 65 miles) [36]. Not
surprisingly, greater e-consultation use was associated with the
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winter months [38], especially for patients (and families) using
video consultationsin rural and remote communities [73].

Patient Outcomes

Thereisalack of good quality evidence demonstrating positive
patient outcomes from e-consultations because of the
heterogeneity of existing evidence making an accurate
assessment of benefits difficult [20]. In addition, there are
limitations asto thelongevity of follow-up datain trial material,
again limiting the generalizability of any findings [20]. There
were, however, several areas of potential benefit highlighted.
Survey evidence suggests how telemedicine was as good as or
even better than face-to-face consultation concerning the
explanation of care to patients [32]. Email consultations were
also shown to be clinically feasible in terms of diagnostic
accuracy [84].

E-consultations may also play a role in the management of
symptoms [51,57]. A study focusing on the management of
hypertension in rural areas, using videoconferencing, found that
the intervention group had a higher proportion of patients with
blood pressure within treatment goal's (systolic blood pressure,
140 mmHg; diastolic blood pressure, 90 mmHg), both at
baseline and at follow-up, compared with a comparison group
[57]. The intervention group was shown to have a higher
probability of meeting their target blood pressure goal (OR 2.7,
95% CI 1.4-5.2) over the comparison group [57]. The quality
of physical examinations in e-consultations was significantly
worse regarding effectiveness (2.3 vs 4.9 for the face-to-face
visit, P<.001), but history taking and therapeutic effectiveness
were not significantly different [59].

Workforce

Several studies report clinicians' reluctance to use email with
their patients because of increased workload concerns
[37,40,46,84]. Clinicians reported improved efficiencies as
email or secure messaging was described as taking little
additional time[70] and encouraged care access[79]. However,
as time is cumulative, even small additions, for example,
between 2 and 6 min per email consultation [84], may lengthen
the working day [70,76]. A quasi-experimental study reported
how offering access to visit notes or email contact to patients
was actually easier than expected and resulted in no change in
the volume of messaging from patients [51]. Indeed, few
clinicians reported longer visits (0%-5%) or more time
answering patients questions outside of face-to-face visits
(0%-8%) [51]. Practice size has little effect on the overall
workload [51]. Similarly, an evaluation of an email service
found email servicesdid not have any adversetimeimplications
[66]. As such, practice partners were satisfied that the service
worked effectively and did not negatively impact their
day-to-day workload [66].

A retrospective cohort study of patients (n=2357) using
electronic messaging (both secure messages and e-consultations)
viaaportal found, after the first message surge, no significant
visit frequency differences (mean 2.35 annual visits per patient
both before and after the first message, P=.93) [40]. Subgroup
analysis indicated no significant change in the frequency of
visits between high messaging users, or for those who had used
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messaging for longer. In other studies, e-consultations were
found not to reduce telephone consultations [79] or number of
office visits[70]. Evidence focusing on return visitsto primary
care found no significant differences in rates of early return
visits for the same reason (e-consultations 20.2%, 46/228;
face-to-face 19.6%, 98/500; P=.86) [58]. Similarly, apilot study
found less than <10% of patients who had an e-consultation
(similar to email) required afollow-up face-to-face appointment
[78]. Only the presence of moderate or more comorbiditieswas
a significant predictor (OR 1.95, 95% CI 1.20-3.17; P<.01)
relating to return visits for the same reason [58]. A small
guestionnaire to determine the feasibility of conducting
follow-up visits using videoconferencing compared with
face-to-face visits reported no significant difference in either
group at 6 months[52]. Overall, findings from multiple studies
suggest the use of e-consultations may complement in-person
delivery (or could be auseful adjunct) to routine care[68,79,84],
but this is reliant on the seriousness or risks associated with
specific health conditions [58,68,79].

The Patient-Clinician Relationship

E-consultation was reported to impact on the patient-clinician
relationship. The quality and saf ety of communication between
groups may be affected aswell astheinterpersonal relationship
(both positively and negatively). Access to physician notes and
electronic messaging impacted on who initiated the direction
of contact [70] and quality of the clinician and patient
communication (content and tone) [51,63,73,79,83,84]. The
ability toimmediately exchangeinformation (in atimely manner
either asynchronous or synchronously) was reported to
potentially improve the therapeutic relationship [84]. Clinicians
felt patients' access to visit notes and electronic messaging
strengthened their rel ationship with some patients because of a
sense of enhanced trust, transparency, communication, and
shared decision making [51,79]. Email exchange was aso
viewed as a useful tool to enable patients to expressindividual
concerns and building a partnership, which was supportive and
patient centered [63,83]. Video consultations in remote areas
were also seen as an effective way to maximize home support,
bring comfort to usersin their own homes, and bring providers
and families together from various regions[73].

In contrast, there were concerns about how e-consultations might
negatively impact on the clinician-patient relationship [68].
These concerns include the need for professionas to
communicate using nontechnical language [69] and their need
to manage multiple tasks simultaneously (such as recording
information), which might impact on the perceived engagement
and attentiveness of the clinician in the Web-based interaction
[75]. Indeed, in circumstances where nurses were present with
cliniciansin the e-consultation, clinicians themsel ves sometimes
felt like outsiders, as the nurse and patient were better able to
form a mutual bond via nonverbal communication and
empathetic skills (such as maintaining eye contact) [75].

Governance and Safety

Within this review, governance, quality, and safety issues
emerged in variousforms, but not widely researched [39]. Only
1 study, a retrospective analysis of secure messaging and
e-consultations was undertaken to assess the potential risk of
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time-sensitive symptoms, such as chest pain or dyspnea [39].
Only 6 hospitalizations were related to a previous secure
message (0.09% of secure messages), and 2 hospitalizations
were related to previous e-consultations (0.2%  of
e-consultations, 2/892) [39]. Quality emerged in terms of the
mode of care delivery either in terms of offering patients
information which impacts on their future service use, such as
offering information which decreases the need for face-to-face
encounters [60], enabling further opportunities to identify new
problems during e-consultations [36] or raising perceptions of
medicolegal liability [79].

Clinicians also raised concerns related to the lack of guidance
about the rules of engagement [67], such as if an email is |eft
answered [79] or level of confidence about taking medical
history via e-consultations rather than face-to-face [52]. In
response to the lack of guidance, GPs and patients have
introduced their own rules of contact. These rules were not
comprehensive and did not cover all eventualities[67]. Lack of
formal practices and guidance was a recurring issue across the
evidence [74,76,83]. A final concern is whether instructions
through email can be adequately understood and correctly acted
upon as intended by the sender [20,79] and whether some
guestions were appropriate for discussion viaemail [74].

Factors That Impact on Willingnessto Adopt and
Sustainability

Willingness to use technologies can be broadly divided into 2
related themes: the patient perspective and professional or
organizational perspective. Low response rates among users
were prevalent across studies[37,56,76], indicating differences
in use depending on the level of experience between first users
and those who are more experienced [36,46,76,81].

Patient enthusiasm was often dependent on their previous
experience of using technology to manage their health [56]. In
alongitudinal study comparing pre and post attitudinal changes
to e-consultation found that first-time users were more likely
to have a positive view, whereas experienced users were more
negative (P=.025), suggesting patient use may tail off over time
[54]. Other factors impact on patients willingness to try
e-consultations, including perceived severity of the condition
(minor complaints) [ 79] and the actual mode of communication
(secure email, direct access to records or laboratory results)
[44].

General practices’ willingness to adopt may also manifest in
terms of the actual characteristics of the general practice (size
and location) [ 71], with smaller practicesin more deprived areas
being lesslikely to use email [77]. Cliniciansworking in group
practices were reported to be more in favor of using video
technology for consultations [49].

Interms of sustainability, e-consultation may have repercussions
in respect of further work across settings. A pilot mixed methods
study found that specialist consultation requests made into
primary careclinicians[ 78] resulted in GPs being asked to offer
more patient advice, order diagnostic tests, or commence anew
course of treatment [78]. Other work has echoed this potential
service push to other hedth care providers with
teleconsultations, resulting in a small number of additional
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diagnostic examinations (n=8) and hospitalizations (n=6) [50].
Similarly, an RCT examining whether e-consultations (called
virtual outreach in the study) among GPs, specialists, and
patients would reduce follow-up appointments found more
e-consultation patients than the standard group being offered a
follow-up appointment (502/971, 51.6%, vs 400/971, 41.1%;
OR 1.52, 95% Cl 1.27-1.82; P<.001) [62]. Therewas, however,
variability associated with rates of follow-up according to
specialty and site [62].

With regard to implementation and sustainability, thereislimited
evidence available about the cost-effectiveness of
e-consultations, but the high cost of buying telemedicine
equipment [46] and expense of implementing this technology
isaconcern for health care professionals [61].

Costs of clinicians' time to support joint consultations were
unlikely to be offset against subsequent savings to health care
servicesin the short term [61]. The total use of UK health care
(NHS) resources over 6 months suggests that the overall mean
cost per patient is significantly higher in the joint consultation
group than the standard outpatient group by approximately £100
[61]. The significant reduction in tests and investigationsin the
joint consultation group resulted only in small cost reduction
downstream [61]. Similarly, other studies recommend future
long-term follow-up (over 6 months) to determine downstream
outcomes and full evaluation of cost-effectiveness [62].

Delaysin service delivery was a so an additional concern with
the provision of out-of-hours services. A small study assessing
delayed response to patients’ secure email messages (messages
not opened after 12 hours or nonresponse after 36 hours) found
both kinds of delays were higher on weekends (P<.001)
(Friday-Sunday) [40]. Delay was morelikely to be experienced
by patients aged over 50 years (605/2357, 25.66% delayed;
P=.013) [40]. The study suggests that these delays could be
addressed by automatically rerouting messages to a 24-hour
staffed support service or another mechanism to manage this
after-hour workflow [40]. Provision of logistical support for a
range of e-consultation methods may, therefore, be significant
to enable long-term and efficient implementation of systemsin
primary care[62]. In addition, in 1 study, facilitieswhich offered
user support for those wanting secure messaging were found to
have higher rates of adoption (2.13%) over other providers
(1.52%; P=.006) [56].

Other notable barriersto implementation include commissioners
incentives (or direction of cost) for the introduction of remote
services [65], the impact of size and location of practices[71],
and organizational resistance [59,77]. From the provider's
perspective, a mixed method study suggests email
communication could be embedded into everyday practice and
be remunerated similarly to usual clinic time, thereby potentially
offering a new structure of care [79]. The direction of cost is
illustrated in 1 study exploring the experience of Greek health
care providers and their patients with the introduction of an
e-consultation service [65]. The study found that there was no
incentivefor the health care system to introduce e-consultations
as often patients incurred the cost of their own travel to the
mainland for health care [65]. Implementation may also be
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influenced by whether e-consultationsin practice were resource-
or reimbursement-driven [37,71,81].

The final sustainability consideration is system-level fit, the
extent that e-consultations can integrate into existing services
and the scalability of implementing this technology.

Scottish research on the uptake of an electronic clinical
communication system reported that although the current system
was beneficial, issues around system reliability, incompatibility
of systems, and duplication of data hindered widespread uptake
[45]. The main perceived barrier to adoption were views about
the instability of computer networks across the region [45].
Technology design was also seen as critical in relation to ease
of use and functionality for both patients and health care
professionals[36,46,76,81] and can be directly linked to uptake
or adoption [76]. Functionality is also important to clinicians
[46,81]. Thisemerged in referenceto possibletechnical failure,
level of previous and current training needs, experiences of
technology use (both positive and negative), and the condition,
state and age of the available technology [61].

Mixed Methods Appraisal Tool Results

The overall MMAT study quality was moderate, with only 11
studies identified as excellent (100%). However, use of the
MMAT, aided both description and appraisal of studies, helping
to highlight the need for robust and larger trials as well as to
fully explore the level of risk, both real and perceived [58,79].

As previously mentioned, generalizability of some studies was
limited [46,55,78] in many cases by low participant numbers
[37,52,68] or single or low number of study sites
[34,35,37,40,43,51,66]. Owing to the heterogeneity of (OR and
hazards ratio) measured outcomes across studies, the study team
decided not to conduct ameta-analysis, asthismay haveresulted
in a misrepresentation of the data.

Discussion

A total of 5 themes emerged which addressed our review
objectives. These themes were patient access, patient health
outcomes, workforce issues, governance and safety, and finally
willingness to adopt and sustainability of e-consultations.

Patient Access

In understanding how e-consultations affect patients' access to
services, thereis evidence to suggest that e-consultations work
well for some patient groups but not for others impacting on
access, with the elderly and the poor less likely to use these
services [36,39,56,72]. As such, there was a disparity between
different users and under what circumstances patients are more
willing to use e-consultations systems and why.

Patient Health Outcomes

There was also a lack of evidence of whether patient health
outcomesimprove with e-consultations[20]. Indeed, apotential
limitation to this study is the dearth of studies reporting health
outcomes from e-consultations. As such, there is a need for
further high-quality studies to fully evaluate the usefulness of
e-consultations in primary care, especially on how patient
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outcomes are affected and the long-term impact of
e-consultations on the patient-clinician interactions.

Wor kforce | ssues

In investigating professional and workforce issues, evidence
suggests that e-consultations may increase patient expectations
of care delivery [34] and complement existing in-person care
[68,79,84]. There were, however, differences in the perceived
rise of work demand for clinicians and the actual manifestation
of raised workloads reported in studies, with cliniciansreporting
little additional time[70] or volume of messaging from patients
[51].

E-consultations may also impact on the patient-clinician
relationship in terms of changing the quality of the
communication [51,63,73,79,83,84], either by fostering an
enhanced sense of trust or transparency in communication
[51,79] or highlighting communication deficiencies regarding
the interpersonal skills needed to manage Web-based
interactions [69,75].

Governance and Safety

The review highlights the lack of evidence or guidance about
any rules of engagement for technology consultations and the
challenges this presents to patient safety [66,74,76-78,83,85].
An appropriate consultative discussion to clarify terms and
conditions and guidance may enhance professionals’ confidence
in using these systems and positively impact onimplementation
and sustainability of e-consultation.

Further research is also needed to explore the value and
perceived benefit of care provision beyond core working hours
(8 amto 6.30 pm, Monday to Friday). Expectations of timeliness
arising from this review may lead to pressures in other areas of
the health care system, such as secondary care services (accident
and emergency providers). Despite the challenges of providing
comprehensive care coverage to meet changing demographics
and health care demands, early research does suggest the need
to manage and deliver care outside of traditional infrastructures
[86].

Consideration also needs to be given to quality and safety
concerns, especidly inrelation to the accuracy of e-consultations
diagnoses, or whether differences emerge in the quality and
safety of prescribing (face-to-face vs e-consultation), including
by whom—physician or advanced practitioner [87,88].

Willingnessto Adopt and Sustainability

Finally, identifying possible organizational or technological
issues related to the implementation of e-consultations found
little evidence of studies being sustainable in the longer term
(up to 1 year) [40,52]. Therefore, consideration needs to be
given to whether these systems are only useful at specific time
points in the patient journey, for example, newly diagnosed
patients with specific conditions, or whether e-consultations
could be more broadly applied across conditions. Indeed, studies
into awillingness to pay were also underrepresented [61], and
caution is reported in other studies suggesting the need to
adequately fund organizations before establishing video
consultation as routine in general practice [49]. This perhaps
suggests a need for further research, to capture longer term
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economic data related to e-consultation, an important
consideration for any provider considering implementation
[40,48,89]. Adopting e-consultations may also enable greater
communication between clinicians [71], across speciaist and
primary care[73,78], and abroader range of geographical urban
and rural areas[33,71,82].

Strengths and Limitations

In a fast-moving field, it is impossible for reviews to always
include the latest developments, and some of these may be
commercialized without publication. In addition, we faced the
challenge of appraising if recent studies carried out in outpatient
clinics are relevant to primary care [90-94]. Finally, in
conducting this review, we also appreciate there are some
technology and infrastructure differences between the countries,
including limitations in using emails to communicate with
patients. This may also have limited the reporting of results,
especialy if some studies were not trans atable into English.

Conclusions

E-consultations are intended to address the growing demand
for care from general practice. Policies and new funding
opportunitiesthat support innovative ways of care delivery may
encourage a cultural shift in how patients interact with
professionals and manage their own care, while also shaping
theway primary care professional s use and manage technol ogy
in their practice to provide safe and efficient care.
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There are 3 key messages identified from this review which
may be considered important in the future developments of
e-consultations. First, the review provides some insight into
who, why, and when specific patient groups may be
disproportionally disadvantaged or advantaged by using
Web-based systems. Second, consideration needs to be given
to providing a better understanding of patients views about
privacy and security of their data, so patient privacy and
confidentiality are ensured. Thismay include exploring patients
views across different health conditions or time points, as
perceived seriousness of their conditions is one key factor
influencing willingnessto consult electronically. Finally, issues
impacting on professional’s use of and perceptions of
e-consultation may also be alimiting factor in terms of adoption.
Fears of extra workload, expectations of quick response time,
insufficient guidelines or training about the rules of online
engagement, and effective communication strategies were all
factors impacting on use.

Our review suggests that e-consultations may improve aspects
of care delivery, but there remains uncertainty about which
potential users to target. Improved e-implementation is a high
priority, as well as the further work needed to develop
innovations which support equitable primary care access and
delivery.
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Abstract

Background: Deploying accurate computable phenotypesin pragmatic trials requires a trade-off between precise and clinically
sensical variable selection. In particular, evaluating the medical encounter to assess a pattern leading to clinically significant
impairment or distress indicative of disease is a difficult modeling challenge for the emergency department.

Objective: Thisstudy aimed to derive and validate an electronic health record—based computabl e phenotypeto identify emergency
department patients with opioid use disorder using physician chart review as a reference standard.

Methods: A two-algorithm computable phenotype was developed and evaluated using structured clinical data across 13
emergency departments in two large health care systems. Algorithm 1 combined clinician and billing codes. Algorithm 2 used
chief complaint structured data suggestive of opioid use disorder. To evaluate the algorithmsin both internal and external validation
phases, two emergency medicine physicians, with athird acting as adjudicator, reviewed a pragmatic sample of 231 charts: 125
internal validation (75 positive and 50 negative), 106 external validation (56 positive and 50 negative).

Results: Cohen kappa, measuring agreement between reviewers, for the internal and external validation cohorts was 0.95 and
0.93, respectively. Intheinternal validation phase, Algorithm 1 had a positive predictive value (PPV) of 0.96 (95% Cl 0.863-0.995)
and a negative predictive value (NPV) of 0.98 (95% CI 0.893-0.999), and Algorithm 2 had a PPV of 0.8 (95% CI 0.593-0.932)
and an NPV of 1.0 (one-sided 97.5% CI 0.863-1). In the external validation phase, the phenotype had a PPV of 0.95 (95% ClI
0.851-0.989) and an NPV of 0.92 (95% CI 0.807-0.978).

Conclusions: This phenotype detected emergency department patients with opioid use disorder with high predictive values and
reliability. Its algorithms were transportable across health care systems and have potential value for both clinical and research
purposes.

(IMIR Med Inform 2019;7(4):€15794) doi:10.2196/15794
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Introduction

Background

In the decade since the Health Information Technology for
Economic and Clinical Health Act of 2009 was enacted, US
hospitals have achieved greater than 96% adoption of electronic
health records (EHRS) [1]. EHRs are projected to store 2314
exabytes (1 exabyte=approximately 1 billion GB) of health data
by 2020 [2]. Thiswealth of data has been touted asa practically
inexhaustible source of knowledgeto fuel alearning health care
system [3]. Yet at this time, significant challenges remain for
using clinical datafor research and optimization of health care
delivery [4]. Integral to addressing these challenges and studying
anintervention in actual clinical careisthe ability to accurately
and reliably identify patients with particular diagnoses or
medical conditions across heterogeneous systems [4-6]. An
EHR-based computable phenotype aims to do precisely that.
Henceforth, itisreferred to asan EHR-based phenotype, defined
asaset of dataelementsand logical expressions used to identify
individual s or populations (ie, cohorts) with particular diagnoses
or medical conditions via clinical characteristics, events, and
service patternsthat are ascertained using acomputerized query
of an EHR system or data repository [5,7]. Phenotypes are
typically used in clinical trial recruitment to identify cohorts
with specific conditions using diverse data sources [5]. They
are also increasingly used to define an authoritative standard
for electronic clinical quality measure reporting [8].

An estimated 2.1 million peoplein the United States have opioid
use disorder (OUD) [9], and over 33,000 opioid-related deaths
occur annually, a number projected to increase to more than
81,000 by 2025 [10,11]. From 2016 to 2017, emergency
departments (EDs) experienced a 30% increase in visits for
opioid overdose [12]. Buprenorphine, a partial opioid agonist
generaly combined with an antagonist (naloxone), is an
effective treatment for OUD that decreases mortality (from
approximately 5% to 3% annually following an ED visit for
opioid overdose), withdrawal symptoms, craving, and opioid
use[13-15]. Initiating buprenorphinein the ED doublestherate
of addiction treatment engagement in ED patients with OUD
[16]. However, ED-initiated buprenorphine has not yet been
adopted into routine emergency care [17,18].

Objectives

Phenotyping could be used asaclinical tool to identify patients
likely to benefit from ED-initiated buprenorphine or other
interventions and as a research tool to identify patients who
should be included in large-scale intervention studies of OUD
interventions. We will conduct a multi-system pragmatic trial
of user-centered clinical decision support to implement
EMergency department-initiated BuprenorphinE for opioid use
Disorder (EMBED) across 20 EDsin 5 health care systems[19].
EHR phenotyping will alow pragmatic comparison of the
effectiveness of the EMBED intervention to usual care on
outcomes in ED patients with OUD in the upcoming EMBED
tria (primary outcome—adoption of ED-initiated buprenorphine
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in routine emergency care). Our objective in this study was to
derive and validate an EHR-based computable phenotype to
identify ED patientswith OUD using structured data; physician
validation based on chart review was used as the reference
standard. This phenotype will be used to inform patient
identification and data collection for the subsequent EMBED
pragmatic trial.

Methods

Study Setting and Sample

This phenotype was created for the purposes of identifying
patients with OUD who could benefit from ED-initiation of
buprenorphine in a subsequent trial or quality improvement
initiatives. Therefore, the phenotype only included ED patients
who were discharged from the hospital (ie, not admitted as
inpatients), were not currently prescribed buprenorphine,
methadone, or naltrexone as medication treatment for OUD,
and were not pregnant (as buprenorphine with naloxone may
not be safe for pregnant women and its use requires more
expertise than clinical decision support). This study was
performed within the XXXX Health System in YYYY and
XXXX Hedth System in YYYY by identifying a cohort of
adults (>18 years of age) with ED encounters between
November 1, 2017, and October 31, 2018, in the EHR. The 2
health care systems use different billing companies, but the
same EHR vendor (Epic; Epic Systems Corporation). Datawere
extracted from the EHR of each hospital using local Epic Clarity
databases (Epic; Epic Systems Corporation). These data
comprised information available within the EHR on the date of
service of the ED visit in question. Approval for this study was
provided by the Institutional Review Boards of the respective
institutions (Protocol 1Ds 2000022749 [internal validation] and
18-2653 [external validation]).

Clinical Definition of Opioid Use Disor der

Although psychiatric evaluation is the gold standard for
diagnosing OUD, within the emergency medicine (EM) context,
diagnosisif performed isbased on the Diagnostic and Statistical
Manual of Mental Disorders, 5th Edition (DSM-5) criteria[20].
The DSM-5 specifies 11 criteriafor the diagnosisof OUD, with
qualifiers for remission [21]. It specifies that OUD consists of
“A problematic pattern of opioid use leading to clinically
significant impairment or distress, asmanifested by at |east two
of [...eleven criterig], occurring within a 12-month period.”
These criteria include opioids taken repeatedly, continuously,
and in larger amounts over alonger period than was intended,
resulting in sequelae such as tolerance, withdrawal, craving,
desireto cut down, failureto fulfill or engagein social and role
obligations (such as at work, school, or home), and continued
use despite problems related to use.

Electronic Health Record Definition

The computable phenotype algorithm was devel oped based on
data elements from available primary care OUD phenotypes
[22,23] with additions and revisions based on the clinical
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judgment of an EM attending physician and clinical informaticist
aswell asavailable and high-yield structured ED data elements
asjudged by the health system’s medical director of Information
Technology (HP). To maximize the yield and performance of
the phenotype, 2 separate algorithms were created (Figure 1).

Chartash et d

Algorithm 1 is a diagnostic coding—based approach to
identifying patients with OUD, utilizing opioid-related
International Classification of Diseases, Tenth Revision, Clinical
Modification (ICD-10) diagnostic codes associated with the ED
visit (as coded by a clinician or medical coder, Table 1).

Figure 1. Flow diagram of phenotypes. ED: emergency department; MOUD: medication for opioid use disorder; ETOH: ethyl acohol; OUD: opioid

use disorder.

ED Visit

;

-Discharged
(not admitted)
-Not on MOUD
-Not pregnant

l

codes for

diagnosis

Clinician or Biller

opioid-related

YES » Algorithm 1

N

NO

'

CHIEF COMPLAINT containing word(s):
heroin OR opiate OR opioid OR narcan

:

EXCLUDE Clinician or Biller
codes with non-OUD diagnosis
AND diagnosis comment containing:
alcohol OR ETOH OR benzodiazepine

—» Algorithm 2

Tablel. List of International Classification of Diseases, Tenth Revision (1CD-10) codes for opioid-related diagnoses used for Algorithm 1 case detection.

ICD-10? code Description

F11 Opioid-related disorders

T40.0 Poisoning by, adverse effect of, and underdosing of opium

T40.1 Poisoning by, adverse effect of, and underdosing of heroin

T40.2 Poisoning by, adverse effect of, and underdosing of other opioids

T40.3 Poisoning by, adverse effect of, and underdosing of methadone

T40.4 Poisoning by, adverse effect of, and underdosing of other synthetic narcotics
T40.6 Poisoning by, adverse effect of, and underdosing of other and unspecified narcotics

% CD-10: International Classification of Diseases, Tenth Revision.

Algorithm 2 identifies patients who have not been captured by  heroin, opiate, opioid, or narcan were included in their chief

Algorithm 1 but have information in their ED chief complaint
suggestive of OUD. Thisagorithm flagged patientsif thewords
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complaint for the ED visit. However, as naloxone is often used
in ED patients with undifferentiated altered mental status or

JMIR Med Inform 2019 | vol. 7 | iss. 4 |€15794 | p.20
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

overdose, patients with narcan in their chief complain who did
not have an OUD-related final diagnosis were excluded. Upon
preliminary testing of the algorithm, the 2 most fregquent
false-positive diagnoses were alcohol- and
benzodiazepine-related. Visits with these chief complaints but
alcohol- and benzodiazepine-related final diagnoses were
removed by excluding patients with the words alcohol or
benzodiazepine in their final ED diagnosis.

Structured Query Language | mplementation of the
Phenotype

After the 2 algorithms were reviewed, finalized, and approved
by theinvestigative team, individual elements of each algorithm
were converted into structured query language (SQL). The

Table 2. Algorithm 2 case definition variables.

Chartash et d

computable phenotype algorithm was written to be deployed in
the Epic EHR systems across both the health systems. Data
structures within Epic were mapped to each of the concepts
(which were standardized across hospitals in the system) by a
clinical informatics expert (HP). This eliminated the necessity
of trandating concepts to local codes within hospitals. Sample
guerieswererun, and HP verified chartsfor accuracy. The SQL
guery and data dictionary (Multimedia Appendix 1, SQL file
and data dictionary) were assembled by HP and reviewed for
accuracy and comprehensiveness by HP, EM, and DC. The
possible values of each variable are described in Figure 1 and
expanded upon in Tables 1 and 2. Once al of the elements of
the phenotype were codified in SQL, the algorithms were
applied to the study population’s ED medical records.

EHR? data variable Criteriafor suspected opioid use disorder

Chief complaint .

Reason for visit contains the words heroin; opiate; opioid

. Reason for visit comment contains the word narcan

Diagnosis description .

Not Algorithm 1 positive, that is, does not contain ICD-10P codes F11 or T40. 0-40.6 listed in Table 1

«  Does not contain the words alcohol, EtOH, benzodiazepine

3EHR: electronic health record.
b1CD-10: International Classification of Diseases, Tenth Revision.

Evaluation Phase 1: Internal Validation

Following the implementation of the computable phenotype
algorithm, internal validation was performed using a sample of
125 charts retrieved from the XXX X health system EHR by a
clinical informaticist (HP). A total of 75 charts were intended
to be representative of the resulting OUD phenotypes with 50
of these charts meeting Algorithm 1 criteria and the other 25
meeting Algorithm 2 criteria. The other 50 charts were
phenotype negative (ie, not satisfying criteria for either
algorithm). Chartswere selected at random from the cohort with
ED visits from April 10, 2018, to August 1, 2018, across the
health systems and reviewed during August 2018 to October
2018 for the internal validation phase and December 2018 to
January 2019 for the external validation phase. As the chart
reviewers were given accessto the patient’s full chart, thetime
window for the chartswas deliberately narrow to avoid postvisit
information (eg, of someone who subsequently develops OUD
that was not present on the date of the ED visit) confounding
the accuracy of the chart review of the ED visit.

Evaluation Phase 2: External Validation

The external validation cohort was constructed by a clinical
informaticist (WKR) with 20,000 randomly sampled ED visits
occurring between November 1, 2017, and October 31, 2018
across the XX XXX health system. We picked this number of
charts given therate of phenotype-positive chartsin theinternal
validation cohort with a goa of estimating sensitivity of the
phenotype based on prevalence in this random sample. A total
of 55 charts met Algorithm 1 criteria. Of those not positive for
Algorithm 1, 1 chart met Algorithm 2 criteria. Of theremaining
negative cases, a 0.25% (50/200) random sample produced 50
charts for review. Cases positive for Algorithm 1 or 2 were
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combined owing to the low yield of asingle chart identified as
Algorithm 2 positive.

Chart Review

Each chart was reviewed independently and separately by 2 EM
physicians (internal validation: DPN, EB; external validation:
CH, AMYS) blinded to the results and the agorithms and the
decision of the other reviewer. All cases of disagreement were
adjudicated by a third EM physician reviewer (internal
validation: KC; external validation: TFP) also blinded to the
results of the algorithms and the decision of the other reviewers.
Reviewers were asked to diagnose patients as OUD-positive or
OUD-negative based upon areview of EHR data available up
to and on the date of the ED visit (but not after the ED visit),
their clinical judgment, and the DSM-5 OUD diagnostic criteria
which were presented to them with each case at the time of
review [21]. For cases that were categorized as OUD-positive,
reviewers were then prompted to select at least 2 of the 11
DSM-5 criteria that informed their diagnosis.

Analysis

Phenotype performance was assessed using descriptive tatistics.
A standard 2x2 confusion matrix [24] was configured for
analysis of the performance of each algorithm in each phase.
The reference standard was the adjudicated diagnosis, whereas
thetest wasthe phenotyperesult. For Algorithm 1intheinterna
validation phase (Table 3), the top row included the 50
phenotype-positive charts, and the bottom row included the 50
phenotype-negative charts. For Algorithm 2 in the internal
validation phase (Table 3), the top row included the 25
phenotype-positive charts, and the bottom row included the 25
phenotype-negative charts. In the external validation phase, the
algorithms were combined because of low incidence of
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Algorithm 2-positive (Table 3), with 56 positive and 50 negative.
Interrater reliability was reported using Cohen kappa. Analyses
were conducted with the scikit-learn package (version 0.19.2)

Chartash et d

in Python (version 2.7.12) for internal validation and Stata
(StataCorp, version 14) for external validation.

Table 3. Confusion matrices for validation phases (disease present: reference standard).

Test Result
Reviewers + Reviewers — Predictive value 95% Cl

Algorithm 1 (internal validation)

Phenotype + 48 2 0.962 0.863-0.995

Phenotype - 1 49 0.98° 0.893-0.999
Algorithm 2 (internal validation)

Phenotype + 20 5 0.82 0.593-0.932

Phenotype - 0 25 1.0° 0.863-1.000°
Combined phenotype (external validation)

Phenotype + 53 3 0.952 0.851-0.989

Phenotype - 4 46 0.92° 0.807-0.978

3positive predictive value.

bNegative predictive vaue.
€97.5%, one-sided.

Results

Among ED visitsresulting in discharge from November 1, 2017,
to October 31, 2018, across the 13 EDs in the 2 health care
systems, atotal of 474,176 unique ED visits (discharged patients
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RenderX

only) with an average of 36,475 ED visits per year per sitewere
identified. A total of 2294 of these visits were
phenotype-positive with an average of 176 (median 104)
phenotype-positive visits per site. Site visit by volume is
presented in Table 4.
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Table 4. Annual volume of emergency department (ED) visits meeting phenotype criteria (November 1, 2017, to October 31, 2018, ED discharges

only).
Validation Total patients (n) Total visits (n) Algorithm 1 (n) Algorithm 2 (n)
Internal
Department
Hospital X | 44,291 67,995 343 49
Health System X |1 22,344 29,309 56 11
Health System X I11 24,738 38,128 251 46
Health System X IV 27,220 44,505 324 73
Health System X V 44,780 65,837 509 70
Health System X VI 17,797 22,540 25 0
Total 181,170 268,314 1508 249
Average 30,195 44,719 251.3 415
External
Department
Health System Y | 9818 15,749 37 4
Health System Y |1 15,220 25,556 91 2
Health System Y |11 22,332 30,912 57 4
Health System Y IV 22,080 38,086 100 4
Hesalth System Y V 5467 6190 24 1
Health System Y VI 34,576 46,335 98 0
Health System Y VII 32,879 43,034 110 5
Total 142,372 205,862 517 20
Average 20,339 29,409 74 3

Internal Validation Cohort

In the internal validation cohort of 125 charts, reviewers
disagreed on the classification of 3 charts (agreement=97%;
kappa=0.95), with the adjudicator identifying the 2 discordant
Algorithm 1 cases as not having OUD and the 1 discordant
Algorithm 2 case as having OUD. Algorithm 1 had a positive
predictive value (PPV) of 0.96 (95% CI 0.863-0.995) and a
negative predictive value (NPV) of 0.98 (95% CI 0.893-0.999;
Table 3). Algorithm 2 had a PPV of 0.8 (95% CI 0.593-0.932)
and an NPV of 1.0 (one-sided 97.5% CI 0.863-1; Table 3). The
most frequently met current DSM-5 criteriawere“ opioidstaken
in larger amounts or over alonger period than was intended”
or “recurrent use in Situations in which it is physicaly
hazardous,” whereas the least frequent criteria were those
describing social dysfunction related to the use of opioids (such
as “recurrent opioid use resulting in a failure to fulfill major
role obligations at work, school, or home” or “important social,
occupational, or recreational activities are given up or reduced
because of opioid use”).

External Validation Cohort

In the external validation cohort of 106 charts, reviewers
disagreed on the classification of 8 charts (agreement=92.5%;
kappa=0.85). A total of 3 of the 8 discordant cases were
phenotype-positive, of which the adjudicator determined 2 as
having OUD. Of the 5 discordant cases that were
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phenotype-negative, the adjudicator identified 3 ashaving OUD.
The combined phenotype had a PPV of 0.95 (95% CI
0.851-0.989) and an NPV of 0.92 (95% Cl 0.807-0.978; Table
3). The most frequently met current DSM-5 criteria were
“opioids are often taken in larger amounts or over a longer
period than was intended” and “craving, or a strong desire or
urge to use opioids,” whereas the least frequent criterion was
“important social, occupational, or recreational activities are
given up or reduced because of opioid use”

Discussion

Principal Findings

With an externally validated PPV of 0.95 and NPV of 0.92, the
combined phenotype derived and validated for this study
performed remarkably well in predicting OUD in ED patients
across 2 large health care systems. The strength of the
phenotype's classification performance may be because of the
possibility that the algorithm and the reviewers were using
similar (if not the same) information from patients' charts.

In both the internal and external validation chart reviews, the
most common DSM criterion selected by the reviewers was
“opioids are often taken in larger amounts or over a longer
period than wasintended.” In theinternal validation phase, the
second most common criterion was “recurrent opioid use in
situations in which it is physically hazardous,” whereas the
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second most common criterion in the external validation phase
was “craving, or a strong desire or urge to use opioids’”
Although desire and effort to cut down or control opioid use
are specific diagnostic criteria, they wereinconsistently applied
by the reviewers. As these specific criteria are not explicitly
documented in the routine emergency care, the reviewersinstead
had to infer which criteria to apply to cases using available
documentation. In both chart review phases, the least frequently
identified criteria were those describing failures in social
behavior as they pertained to the use of opioids. This could be
because of the fact that ED billing requirements do not require
detailed documentation of socia history, and the impact of
opioids on social behaviors usually has limited value for
assisting clinicians in making a diagnosis during emergency
care[25].

Given the limitations of ED documentation, our phenotype
benefited from incorporation of available structured data
elements from the data dictionaries created in previous work to
develop EHR phenotypes for primary care patients on chronic
opioid therapy at risk for problematic opioid use[22,23]. Given
the difference in popul ations and objectives between this study
and the primary care OUD phenotype, it is difficult to compare
the differencesin their phenotypes’ performance. In particular,
the previous work focused on the performance of natural
language processing for identifying risk for problematic opioid
usein patientsfor whom differencesin the signs and symptoms
of OUD might be more nuanced: every patient included in that
study was on chronic opioid therapy. The goal of that study was
to capture the presence of OUD symptoms using free-text
notes—a complex machine learning problem. In contrast, our
study included a broader population (all patients presenting to
the ED were dligible for inclusion in the phenotype-negative
sample), and our phenotype drew on structured data elements
including diagnoses and chief complaints; these structured data
generaly reflect the clinical judgment of people who have
directly observed the patient and determined that OUD was
likely.

A strength of our study compared with previous EHR phenotype
work isthe external validation of the phenotype's performance
viachart review in the second health care system. For example,
the HIV EHR phenotype devel oped by Paul et al [26] performs
well, but its transportability and performance in outside health
care systems are not known [27]. External validation is
particularly important for EHR phenotypes that rely on
documentation and diagnostic codes as documentation and
diagnostic codes are dependent on local practice patterns by
clinicians and coders, both of which could vary within and
across health care systems.

The phenotype described here will be used as part of a
subsequent pragmatic trial to be deployed across multiple health
care systemsto identify patientswho may have been candidates
for ED-initiated buprenorphine—these cases will form the
denominator of a measure to assess what proportion of those
potentially eligible actually received buprenorphine. As most
patients evaluated using the phenotype will screen negative,
our approach would likely result in a high number of false
negativesin atrue epidemiologic evaluation. Asweweretrying
to maximize specificity for a pragmatic trial, the phenotype’s
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classification performance will meet the trial’s needs to screen
patientsfor eligibility for ED-initiated buprenorphinewith high
specificity. Furthermore, the goal was not to definitively
determine a diagnosis of OUD for each patient. For clinical
practice, any patient identified as having OUD by this phenotype
would require confirmation using an in-person assessment. As
the capacity and expectation of EDs to treat OUD expands, so
also does the value of an accurate EHR phenotype that could
be used to identify patients who might benefit from treatment
including ED-initiated buprenorphine and referral for ongoing
medication treatment for OUD.

Limitations

The primary limitation of this study is the use of retrospective
ED chart review as a reference standard for the diagnosis of
OUD. Our chart review process was robust and included all
clinical documentation up to date of the ED visit. However, a
full diagnostic assessment by a psychiatrist or addiction
medicine specialist would be the gold standard to establish a
diagnosis of OUD. If available, it is possible that such an
assessment would differ from chart review alone.

External validation in an outside health care system strengthens
the evidence for the generalizability of our phenotype. The
external system usesthe same EHR vendor but adifferent billing
and coding company. It is unknown how the EHR phenotype
would perform in systems using other EHR platforms. In
addition, transportability issues have been discovered in
preliminary estimates from a third health system because of
differencesin structured data capture of the chief complaint. In
the external validation phase, the second algorithm did not
identify a substantial number of cases. This suggests that there
are likely local practice patterns in documentation or coding
that may have affected the transportability of this EHR
phenotype [27]. Although local phenotype development and
adaptation could overcome this limitation, the overal
classification performance remained strong in the external
validation phase. Furthermore, in the internal validation phase,
the individual algorithms maintained high PPV values (0.96
and 0.8, respectively) and NPV values (0.98 and 1.0).

In future work, the efficacy of the phenotype algorithms will
be tested in the EMBED trial, and the question as to whether
these algorithms can function in apragmatic ED setting will be
answered. Statistically, the cohort selection and chart review
performed here did not obtain a patient population reflective of
the true prevalence of the disease, and as such, sensitivity and
specificity calculationswould not provide an accurate reflection
of the phenotype's performance in a true ED population.
Assessment of sensitivity for events with low base rates is
inherently unreliable. A very large sample size would be
necessary for a precise estimate of sensitivity. Therefore, the
assessment of sensitivity in this analysisis limited. To address
this limitation, we report only PPV and NPV here. Estimating
sensitivity and specificity for the external validation study can
be done by inflating the phenotype-negative row numbers in
the external validation confusion matrix by the sampling factor
(Table 3) to represent 19,944 patients who screened negative.
The sampling factor of approximately 399 (19,944/50) would
changethisrow to extrapol ated val ues of 1596 (fal se negatives)
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and 18,354 (true negatives). These extrapolated values would
yield a sensitivity of 3.2% with an extremely wide confidence
interval and specificity of 99.9%. This wide range could be
explained by the false negatives that the phenotype is not
identifying. Given the current opioid crisis, we know that the
rates of OUD are high, and there are likely many individuals
with occult OUD that is not being identified in the ED as they
may be presenting with medical complaints unrelated to their
OUD comorbidity. For example, abdominal pain and chest pain
arethe 2 most common presenting complaintsto EDs nationally.
There is likely a large population of ED patients with these
complaints that have OUD that goes unrecognized in the ED.
Future work should screen for more precise estimates of
undiagnosed OUD in the ED population.

In the upcoming trial, further evaluation of the phenotype
algorithms’ performance will begin to address the intra- and
intersite population sensitivity and specificity. To further refine
the agorithm’'s ability to discern between true and false
positives, logistic regression is planned to predict future
OUD-coded diagnoses given information from previous visits,
such that variables can be removed given their performancein
the regression model. Future work will also attempt to quantify
the rate of fal se negatives through extended manual review and
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to determine whether changes to the algorithm improve
sensitivity. Thelong-term goal of future work isto standardize
the representation of the algorithms such that they can be
portable beyond Epic to other EHR vendors as well as explore
additional information retrieval techniques [28]. A more
comprehensive validation could establish more reliable
sensitivity estimates by use of a gold standard estimate of true
prevalence of OUD in the ED population by screening a
representative ED population for OUD with DSM-5 diaghostic
criteria[21].

Conclusions

An EHR phenotype derived and internally and externaly
validated for the purposes of a pragmatic trial to test the
effectiveness of user-centered clinical decision support to
increase the adoption of ED-initiated buprenorphine performed
reliably and accurately to identify ED patients with OUD. The
2 agorithms comprising the phenotype were transportable across
health care systems and have potential value for both clinical
quality improvement interventionsaswell asresearch endeavors.
Standardization of the phenotype will support efforts to use
clinical phenotyping as an evidence-based tool at the front line
of clinical practice.
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Abstract

Background: Research has shown that introducing electronic Health (eHealth) patient monitoring interventions can improve
healthcare efficiency and clinical outcomes. The VIGILANCE (VItal siGns monltoring with continuous puLse oximetry And
wireless cliNiCian notification aftEr surgery) study was a randomized controlled trial (n=2049) designed to assess the impact of
continuous vital sign monitoring with alerts sent to nursing staff when respiratory resuscitations with naloxone, code blues, and
intensive care unit transfers occurred in a cohort of postsurgical patients in award setting. This report identifies and evaluates
key issues and challenges associated with introducing wireless monitoring systems into complex hospital infrastructure during
the VIGILANCE eHealth intervention implementation. Potential solutions and suggestions for future implementation research
are presented.

Objective: The goals of this study were to: (1) identify issues related to the deployment of the eHealth intervention system of
the VIGILANCE study; and (2) evaluate the influence of these issues on intervention adoption.

Methods: During the VIGILANCE study, issues affecting the implementation of the eHealth intervention were documented
on case report forms, alarm event forms, and anursing user feedback questionnaire. These datawere collated by the research and
nursing personnel and submitted to the research coordinator. In this evaluation report, the clinical adoption framework was used
as aguide to organize the identified issues and eval uate their impact.

Results: Using the clinical adoption framework, we identified issues within the framework dimensions of people, organization,
and implementation at the meso level, as well as standards and funding issues at the macro level. Key issues included: nursing
workflow changes with blank alarm forms (24/1030, 2.33%) and missing alarm forms (236/1030, 22.91%), patient withdrawal
(110/1030, 10.68%), wireless network connectivity, false alarms (318/1030, 30.87%), monitor malfunction (36/1030, 3.49%),
probeissues (16/1030, 1.55%), and wireless network standards. At the micro level, these issues affected the quality of the service
in terms of support provided, the quality of the information yielded by the monitors, and the functionality, reliability, and
performance of the monitoring system. As aresult, these issues impacted access through the decreased ability of nursesto make
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complete use of the monitors, impacted care quality of the trial intervention through decreased effectiveness, and impacted
productivity through interference in the coordination of care, thus decreasing clinical adoption of the monitoring system.

Conclusions:  Patient monitoring with eHealth technology in surgical wards has the potential to improve patient outcomes.
However, proper planning that includes engagement of front-line nurses, installation of appropriate wireless network infrastructure,

and use of comfortable cableless devicesis required to maximize the potential of eHealth monitoring.

Trial Registration:

(IMIR Med Inform 2019;7(4):e14603) doi:10.2196/14603

Clinical Trials.gov NCT02907255; https://clinicaltrials.gov/ct2/show/NCT02907255

KEYWORDS

continuous pulse oximetry; wireless notification; issues; evaluation of issues; clinical adoption framework; remote monitoring;

postoperative monitoring; false alarm

Introduction

Background

Although the adoption of technology in the hospital environment
isslow compared to other fiel ds, there has been arecent increase
in digital health solutions proposed for health care issues as
technologies improve [1]. With increased workload demands
on health care providers, hospitals have turned to technol ogical
solutions to improve efficiency and safety of patient care [2].
Patient assessment in atypical postsurgical ward happens only
once every four to six hours or, at times, just once during day
shiftsand irregularly at night [3-5]. Thisinfrequent monitoring,
combined with the need for opioids and sedatives and the risk
of respiratory depression, may predispose patients
postoperatively to more frequent cardiorespiratory arrests (ie,
caode blues), intensive care unit (ICU) transfers, and the need
for resuscitation [6-8]. Early detection is the key to preventing
complications [9]. Pulse oximetry, capnography, and wireless
remote automated monitoring with clinician notification systems
are some of the methods that are being used to support safe
patient care in the face of declining clinical staff complements
[9-11].

The VItal siGns monltoring with continuous puL se oximetry
AndwirelesscliNiCian notification aftEr surgery (VIGILANCE)
study examined the impact of continuous pulse oximetry
(CPOX) on the incidence of postoperative respiratory
complications[8]. VIGILANCE was an unblinded randomized
controlled tria (RCT), targeting noncardiac postsurgical patients
(n=2049) at the Juravinski Hospital in Hamilton, Canada. All
trial patients with an anticipated length of stay of at least 24
hours and scheduled to stay in one of two surgical wards (E4
and F4) were randomized to either the standard (n=1019) or the
intervention arms (n=1030). The standard arm participants
received routine monitoring, including assessments every four
hours by nurses. The intervention arm patients received
continuous monitoring of blood oxygen saturation (SpO,) and
pulse rate (PR) using awireless respiratory monitoring system,
the Nellcor Oxinet Il system (Covidien, Dublin, Ireland), in
addition to standard monitoring [8,12]. Both E4 and F4 were
mixed surgical wards with postsurgical patients admitted after
plastic surgery, mastectomies, general surgery, urology,
gynecology, orthopedic, and oncology surgeries. Both thewards

http://medinform.jmir.org/2019/4/e14603/

have 24 beds and have approximately 1100 elective and
emergent admissions for surgery per year. On both wards the
nurse-to-patient ratio is 1:4.

Need for Evaluation of I ssuesand Objectives

The VIGILANCE study represented a timely opportunity for
the anesthesia service at our institution to work toward reducing
the rate of postoperative respiratory complications [8]. At the
time, clinical trials research on electronic Health (eHealth)
patient monitoring was a burgeoning field, with little prior
experience to draw upon, and the challenges associated with
introducing digital health systems into the complex hospital
infrastructure were not well studied or appreciated [2,13]. Based
on our experience, we found that multiple factors interfered
with theimplementation and conduct of the VIGILANCE study.
The purpose of this report was to engage in areactive analysis
by reflecting on the challenges faced by the VIGILANCE
research team during the project implementation, followed by
identification and evaluation of issues to facilitate future
improvements [14]. Through examination of the issues and
challenges we faced, our overall aim was to help foster
understanding of the difficulties related to eHealth
implementation and prevent future implementation challenges
[2]. In so doing, our specific objectives were to: (1) identify
issuesrelated to deployment of the eHealth intervention system
of the VIGILANCE study; and (2) evaluate the influence of
these issues on intervention adoption.

Methods

Vital Signs Monitoring with Continuous Pulse
Oximetry and Wireless Clinician Notification After
Surgery: Settingand Structureof thelntervention and
Networ k

The monitoring system within the intervention arm allowed for
bedside monitoring and wireless pager notification of clinical
staff when the alarm threshold was exceeded. Alarms were set
at athreshold of SpO,<90% and PR of <50 beats per minute or
>130 beats per minute, to set a balance between saf ety and false
alarms|[8]. The network structure of the monitoring system was
comprised of probe, pulse oximeter unit, transmitter, an optional
monitor stand, access points, wireless network, switch, central
station, pager transmitter, and pagers (Figure 1) [12,15].
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Figure 1. Network Structure of the monitoring system of the VIGILANCE Study. VIGILANCE: VlItal siGns monltoring with continuous puLse

oximetry And wireless cliNiCian notification aftEr surgery.
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The oximetry probe on the patient’s finger was connected to
the bedside CPOX monitor through acable. The CPOX monitor
sent patient data through a wired port to the transmitter. The
transmitter then converted the data into Ethernet data and
wirelessly sent it to the central station via access points. The
hospital wireless network structure was made up of the I nstitute
of Electrica and Electronics Engineers (IEEE) standards
802.11aand 802.11g. The |IEEE 802.11a standard provided up

to 54 megabits per second (Mbps) in a5 gigahertz (GHz) band,
whereas |EEE 802.11g used a 2.4 GHz band [16]. During the
installation of the Wireless Local Area Network (WLAN), the
Health Information Technology Services (HITS) staff installed
the access points after ng the wireless connectivity, size
of therooms, and structure of thewards[17]. There were seven
access pointsforming aWLAN onthe E4 surgica ward (Figure
2) and six access points on the F4 ward (Figure 3).

Figure 2. Access points in E4. Green dots: access points in E4 ward; Red dot: central station; Grey rooms. indicate patient rooms, Unfilled/white

rooms: other rooms or spaces.
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Figure3. Accesspointsin F4. Green dots: access pointsin F4 ward; Red dot: central station; Grey rooms: indicate patient rooms; Unfilled/white rooms:

other rooms or spaces.
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Information from the access points was wirelessly sent to the
hospital’s internet routers or switch, which were connected to
the central station on their respective wards. The patient data,
including the patient name, SpO, (%), and PR (beats per minute)
along with alarm details, were displayed to the healthcare
personnel at their respective central stations. The central station
served asthe application server and had the Oxinet |11 software
that was required to read the information from the CPOX [12].

Implementation Measures

Testing of the connectivity of the pul se oximeter and the central
monitor to the WLAN was done, and the channel swere adjusted
according to their connectivity after the study was initiated.
Prior to study initiation, training and in-service sessions with
the continuous monitoring system were held to train the ward
nurses. Research nursesvisited theward daily to provide support
and to collect the study forms. To reduce the incidence of false
notifications due to transient events, notifications were only
sent to the nurses after 30 seconds of the event, with adelay of
15 seconds set for both pager notifications and the bedside
monitor [8]. Prior to the study starting, the research ethics board
application required key personnel of al the involved hospital
areas, including the nursing managers of the study wards, to
assess the study requirements and comment back to the
originator.

Design and Conceptual Framework

The presentation of findings in this evaluation report has been
guided by Lau et a’s Clinical Adoption (CA) framework
[18,19]. The CA framework is an extension of the benefits
evaluation framework by Canada Health Infoway, and it is
designed to lend guidanceto understanding factors, influencing
eHealth intervention adoption, in healthcare organizations at
macro, meso, and micro levels [18-20]. The overal rationale
behind this framework is that, for the successful clinica
adoption of technology, the various factors in the framework
need to be managed efficiently [18,19]. An underlying premise
is that the lower the quality of the technology, as defined by
decreased functionality, performance, security, content,
availability, and responsiveness, thereis an associated decrease
of usage, user satisfaction, and acceptance by the stakeholders,
and thus overall decreased net benefits [19]. Therefore, this
framework was used to understand and organize the various
challenges faced during the VIGILANCE study.

http://medinform.jmir.org/2019/4/e14603/

For this evaluation, selective constructs were used depending
on the issues identified and the context of the project [19,21].
The people, organization, and implementation i ssues at the meso
level were identified [19], and the healthcare standards and
funding constructs were included at the macro level [19]. At
the micro level, system, information, service quality, use, and
net benefits in terms of care quality, access, and productivity,
were evaluated [19].

Data Source

During the conduct of the VIGILANCE study, some of the
issues that affected the eHealth intervention arm were
documented in the case report forms, alarm event form, and
nursing user feedback questionnaire. The VIGILANCE study
casereport formsincluded items pertaining to patients' deviation
from the assigned intervention, the evidence of the type of
monitoring received and the reasons for patient withdrawal of
the study intervention. These data were captured through the
Research Electronic Data Capture (REDCap) system [22]. An
alarm event form was used to capture details of alarms and the
nursing response to these. Nurses who were assigned to
intervention patients completed these forms when patients had
any true or fase aarms and documented the associated
symptoms, along with measures taken to address the alarms.
Once the patient was discharged, these alarm event forms were
deposited in the study storage box and collected by the research
nurse, before being deidentified, scanned, and saved in the study
folder in Dropbox [23]. Forms that were not deposited were
scanned, along with the patient chart, into the SOVERA (CGlI
Inc, Montreal, Quebec) hospital health record storage system.
Nursing user feedback surveyswere also administered to ward
nurses after completion of the VIGILANCE study and will be
reported in a separate study. Any other issues related to the
VIGILANCE pulse oximeter, wireless network connectivity,
or nursing workflow, as experienced by the ward staff and the
research personnel, were reported to the study coordinator on
an ongoing basis.

Data Analysis

Data analysis involved identification of issues from the data
sources, categorization of theseissues under the meso and macro
level of the CA framework, and evaluation of the impact of
these on the micro level constructs of the CA framework by
reflecting on the VIGILANCE study happenings during
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discussions within the study team [14,19]. The problems
identified at the meso level were described under people,
organization, and implementation categories, and those
identified at the macro level were described under standards
and funding categories [19]. The impact of these issues on the
micro level factors of the CA framework was described under
quality, usage, and net impact categories [19]. The identified
issues were quantified and are presented using descriptive
statistics generated through REDCap, along with counts and
percentages for these issues.

Harshaet al

Results

Summary

This evaluation report used the CA framework to organize
multiple issues that impacted the VIGILANCE intervention
(summarized in Figure 4) [18,19]. A detailed analysis of the
constructs of the CA framework is included in Multimedia
Appendix 1.

Figure 4. Evaluation of issues using the clinical adoption framework. HITS: health information technology services.
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Nursing Workflow

Process changes related to the VIGILANCE study protocols
resulted in changes to nursing workflows on the study wards.
Upon receiving a newly transferred study subject, the nurse
assigned to the study patient had to: (1) determine whether the
patient was randomized to the standard care or the intervention
arm; (2) connect the patient to the monitor; (3) carry the pager;
(4) respond to any alarm notifications; and (5) enter the alarm
information on the study form. Nursing staff compliance with
the study was assessed using the alarm event forms. Among the

http://medinform.jmir.org/2019/4/e14603/
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scanned alarm event forms from the intervention arm, 2.33%
(24/1030) were blank without any entry by the nurses and
22.91% (236/1030) of the forms could not be found, indicating
decreased compliance with the research practice standards
despite multiple in-service sessions. Troubleshooting issues
took their time away from actua clinical work.

Patient Withdrawal

After starting on the monitoring, 10.68% (110/1030) of patients
withdrew from the CPOX monitoring. Of those 110individuals,
74 did not provide any reason for withdrawal and the remaining
36 patients provided atotal of 44 different reasons. The reasons
inthe comment section captured various other causesfor patient
withdrawal. These reasons were categorized and presented in
(Table 1).
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Table 1. Reasons for patient withdrawal from continuous monitoring (N=110).

Reason

Number of patients, n (%)

No reason provided for withdrawal from monitoring
Probe cable

Too many false darms
Uncomfortable probe
Restriction in ambulation
Noise or beeps
Confusion or anxiety
Monitor malfunction
Sleep disturbance
Allergic to Velcro

Carpal tunnel

74 (67.27)
10 (9.07)
6 (5.4)

6 (5.4)
4(36)
4(36)
3(2.7)
3(27)
2(2.7)
1(0.9)
1(0.9)

8percentage calculated will add up to more than 100% as patients reported more than one reason for withdrawal.

Organization I ssues

This includes challenges associated with the wirel ess network
connectivity and the monitoring technology.

Wireless Network Connectivity

Research personnel and HITS staff reported that the fundamental
structure of the wireless network had the greatest negative
impact on VIGILANCE study implementation. The central
station failed to display the data being recorded by the oximeters
because of a failure in connection at some point in the long
cascade of communication (Figure 1). The hospital had upgraded
to a newer wireless structure just before the use of these
monitors, and afirmware was installed by Covidien to connect
to this newer wireless network. Thiswas thought to have caused
the connectivity issue initially. Once the monitor lost wireless
connectivity, the network connection required reauthentication
for security purposes, but thefirmware did not optimally support
this function. In the hospitals that did not require
reauthentication, the firmware was not required for the monitors
to connect to the network. This prevented the bedside monitor
from connecting promptly to the central monitor and led to
nursestaking moretimein some cases and in other casesfailing
to connect the monitor. Although the access pointswereinstalled
to create aWLAN, the monitors in the rooms farther from the
central station had more difficulty in connecting to the WLAN.
The CPOX monitorsin both E4 and F4 would alternate between

Table 2. Reported monitoring technology issues (N=369).

the wireless channels 1, 6, or 11 by default and were later set
permanently to only channel 6, which resulted in somewhat
better stability. Along with unsupported wireless adapter
firmware inside the monitor, other medical devices that were
connected to the WLAN increased the traffic and caused
interference. Interference from nonmedical devices, such as
microwaves and other wireless devices, was thought to be
another cause for the wireless CPOX failing to connect to the
WLAN [24].

Monitoring Technology | ssues

Out of 1030 patients, 369 reported at least one
monitoring-related issue, and a total of 380 issues were
identified. The list of monitoring technology issues for which
quantitative data were available is presented below (Table 2).

If apatient’s SpO, was >90% and they were not bradycardic or
tachycardic, the alarm was considered to be false. Among the
intervention patients, 30.87% (318/1030) had at least one
episode of falseaarm. The most common reason for falsealarms
was movement of the probe. These false alarms resulted in
notifications being sent to the nurses, with the nurses going
back to the patient room to examine the patient and leading to
both a disruption in their workflow and alarm fatigue. Failure
of the bedside CPOX monitor to connect or respond was
considered a monitor malfunction. Malfunction constituted
9.75% (36/369) of the monitoring technology issues and led to
3.49% (36/1030) of patients receiving standard monitoring.

Issue

Number of patients, n (%)?

At least onefalse alarm

Monitor malfunction

Stopped using monitor due to probe or probe cable
Stopped using monitor due to false darms

Stopped using monitor due to constant beeping or noise

318 (86.17)
36 (9.75)
16 (4.33)

6 (1.62)
4(1.08)

percentage calculated will add up to more than 100% as patients reported more than one monitoring technology issue.
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Constant beeping or noise from amonitor occurred when it was
unable to connect to an access point. This issue led to 1.08%
(4/369) of the patients with monitoring technology issues to
discontinue use of the monitor. An uncomfortable probe or
probe cable resulted in 1.55% (16/1030) of the patients
withdrawing from the wireless monitoring system. Theresearch
personnel and the nurses reported that the bedside monitor was
too largefor patient rooms. The dimensionswere 8.4 cm x 26.4
cm x 17.3 cm [15]. Although the monitor itself was not that
big, the broad base of the monitor stand, the intravenous stand,
and a chair in the cramped patient cubicle made the nurses feel
asif the monitors were bulky.

Implementation | ssues

The study design planning and signing off on the ethics approval
application of the study did not require the nursing managers
to assessthe change in workflow prior to study commencement.
The ward nurses and HITS team were not part of the study
design or planning, and feedback from the nurses was only
sought after the study was completed. This led to difficulty
managing changes in the nursing workflow and delays in
detecting connectivity issues.

Standards and Funding I ssues

Thefrequency that isinternationally followed for the Industrial,
Scientific, and Medical (1ISM) band isbetween 2.4 and 2.5 GHz,
whichisnot exclusivefor medical devicesand thusleadsto the
issue of interference [10]. Congestion caused by multiple
medical and nonmedical devices (eg, microwaves and
nonhospital devices such as mobile phones) trying to connect
to the WLAN resulted in connectivity issues [24]. Research
study requirements changed the workflow for the nurses and
added extra requirements to their regular practice standards,
and there was alack of funding for involving front-line nurses
as part of the study team to lead the project on the wards.

Quiality, Use and Net I mpact

An evaluation of impact of the meso and macro level issueson
the constructs of the micro level is included in Multimedia
Appendix 1 and summarized in Figure 4. The key meso and
macro level issues identified during the VIGILANCE study
impacted system, information, and service quality at the micro
level that led to: (1) decreased use; (2) suboptimal system
access; (3) decreased care coordination; and (4) decreased
effectiveness and efficiency of the system. The wireless
connectivity issues and monitor malfunction affected access
through a decreased ability of the nursesto make complete use
of the monitors, patient withdrawal, change in nursing workflow,
false alarms, wireless connectivity, and probe issues affected
the care quality of the tria intervention through decreased
effectiveness, and productivity was affected by interference
with care coordination. Thus, the decreased quality of the
eHealth solution led to decreased clinical adoption by
stakehol ders.

http://medinform.jmir.org/2019/4/e14603/

Harsha et al

Discussion

Overview

This evaluation report examining the key challengesimpacting
theimplementation of the VIGILANCE trial identified multiple
issues in people, organization, implementation, standards, and
funding dimensions of the CA framework [19]. Key issues
included nursing workflow changes, patient withdrawal, wireless
network connectivity, false alarms, monitor malfunction, probe
issues, and wireless network standards. These issues led to
decreased net benefits and thus decreased clinical adoption of
the monitoring system.

Comparison with Prior Work

Ross et a’s [2] systematic review discussed factors that
influenced eHealth systems in clinical environments. Factors
such asthe ability of eHealth interventionsto adapt to thelocal
environment, system functionality, implementation climate,
stakehol der engagement, and stakehol der knowledge and beliefs
are consistent with the issues that were identified in this study

[2].

In the article by Soomro and Cavalcanti [16], they studied the
challenges and opportunities associated with the use of WLAN
in hospital environments. The 802.11a and 802.11g wireless
network standards, which operate on the distributed coordinated
function, work on the random-access mechanism where multiple
analog and digital signals are combined and transmitted
randomly [16]. When there is an overlap of these signals, the
channelswill randomly retry to transmit after sometime, which
might lead to the loss of real-time data [16]. To address this
lack in Quality of Service (Qo0S) support, some of the proposed
solutions include: (1) extensions such as 802.11e that can
provide priority QoS-based access depending on the type of
signal (voice, video, best-effort, background traffic) and
parameter-based QoS (allots channel time to each station); (2)
guaranteed QoSfor distinctivetraffics; (3) differentiated services
architecture based on traffic and QoS guarantees; and (4)
integrated networks with both WLAN and wireless personal
area networks [16,25]. Some additional factors that affected
WLAN connectivity include: coexistent interference from other
devices operating in the same | SM band, different configuration
requirements for various devices, and the increasing use of
mobile devices [16,26]. With the increasing use of mobile and
wireless technology in health care, hospitals must update their
infrastructure accordingly [26]. Wireless medical device
manufacturers must ensure that devices can coexist with other
devices prior to their approval for premarket submission,
according to the current guidelines by Food and Drug
Administration in the United States [27]. Standards for
coexistence and the testing of coexistence of wireless medical
devices are currently being developed [27,28]. International
groups and the Continua Health Alliance have been formed and
are collaborating to standardize medical devices and
transmission of data [10,29].

Literature has shown that having a comprehensive approach
that involvesthe stakehol ders during the planning of any eHealth
implementation yields better results, with increased buy-in,
improved workflow, and acceptance of the system [2,30]. In
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eHealth projects, issueswith change management and omission
to test the system prior to implementing have led to project
failures [31,32]. User testing before implementation ensures
that the system works according to plan and facilitates user
buy-in with the digital intervention [31,33]. Champions of the
systems have also been identified in the literature as crucial
components of eHealth intervention implementation [2,30].
Therefore, involving usersin planning the workflow and testing
and engaging front-line nurses who could act as champions of
the wireless system monitoring would have facilitated the
VIGILANCE team in identifying any system issues,
streamlining the workflow, and engaging the nurses more
efficiently.

False alarms and constant beeping led to patients withdrawing
from the continuous monitoring system and interfered with the
nursing workflow. Alarm fatigue is a major concern in the
hospital environment with the increasing use of monitoring
technology in the hospital s, as desensitization of the health care
providers due to constant exposure to alarms, beeps, and other
noises can put the patient’s safety at risk [4,34]. False alarms
from the CPOX due to motion have been a significant concern
over the years [35]. A cableless oximetry probe is a potential
solution to remove hindrances to patient ambulation after
surgery [33]. With the recent improvementsin motion-resistant
technology and algorithms, manufacturers are now using new
techniques to address this issue [36].

Lau et al used the CA framework to evaluate the impact of
electronic medical records postimplementation in an ambulatory
care clinic [19,21]. Various evauation studies, including
systematic reviews, have used this framework to understand
technology adoption in different clinical settings [19,37,38].
The CA framework offered a multilevel, interrelated view of
the various issues impacting the VIGILANCE intervention
implementation.

With future trends towardsimprovementsin biosensors, wireless
technology, Bluetooth and radio-frequency identification, more
wireless devices capturing multiple physiological parameters

Table 3. Key issues and potential solutions for eHealth research projects.

Harsha et al

are being developed and marketed [4,10,39]. Soon, these
monitors will make it possible to monitor all the vital signson
regular hospital wardsthat are currently routinely monitoredin
the ICU. It will be important to evaluate this technology
carefully to ensure it functions in a way that clinicians expect
and in areliable manner [31,32].

Limitations

A key limitation of this report is that the need to evaluate the
impact of factors that might have affected the VIGILANCE
study was conceived post study design, and thuswe do not have
event numbersfor all theissues. Asthisreport looked at issues
impacting just a single intervention, they might not be
generalizableto other eHealth interventions. Future eval uations
could include formal evaluation throughout different phases of
the proj ect to enhance eHeal th intervention implementation and
stakeholder management.

L essons L earned

The findings from this study support the significance of giving
importance to not only health outcomes but also to evaluating
the process and people aspects of eHealth research projects to
overcome challenges and to optimize the use of eHealth
intervention. The results from this study have key implications
in aclinical setting. The assessment of challenges shows that
it isessential for the originators of eHealth research projectsto
ensure that the stakeholders, such as nurses, other health care
providers, and information and technology staff, are consulted
in planning and implementing the intervention, establishing the
workflow, and testing the intervention in the already existing
hospital infrastructure. ldentifying champions among the
involved stakeholders and having them as leaders of aresearch
project is crucia for better stakeholder engagement and
successful eHealth project completion. Medical device
manufacturers are encouraged to consider alarm fatigue while
providing configuration and display features for their devices.
The lessons learned from this study can help future eHealth
research implementation projects. Key issues and potential
solutions are summarized in (Table 3).

|ssues Potential solutions

| ssues with stakehol der engagement
and change management

Monitoring technology issues

Involve key stakeholdersin planning, establishing workflows, and user testing. Project originators should
identify champions and involve them to lead the projects from front-line.

Usahility testing in the actual hospital environment prior to project implementation.

Wireless connectivity Test for interference and connectivity in the actual environment prior to procuring wireless medical devices.
Fase alarms Medica device manufacturers are encouraged to consider alarm fatigue while providing configuration and display
features.
. should be considered while configuring medical devices.
Conclusion

Lau et al’'s CA framework was a useful tool for categorizing
and understanding the impact of the issues that influenced the
deployment of the intervention in the VIGILANCE study. The
wireless network in the hospital was demonstrated to beacritical
enabler for eHealth interventions. Devices should be chosen
based on the available bandwidth and the ability of the device
to coexist with other connected devices, and alarm fatigue

http://medinform.jmir.org/2019/4/e14603/

Managing change, establishing workflows, testing usability,
and engaging stakeholders are key factors in deploying new
digital health solutions aimed at improving the process of care
and ultimately patient outcomes. The complexities surrounding
theimplementation of digital interventions should betaken into
consideration along with the clinical outcomes while planning
eHealth research studies.
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Abstract

Background: Constantly changing and difficult-to-use information systems have arisen as a significant source of stressin
physicians work. Physicians have reported several usability problems, system failures, and a lack of integration between the
systems and have experienced that systems poorly support the documentation and retrieval of patient data. This stress has kept
rising in the 21st century, and it seems that it may also affect physicians’ well-being.

Objective: This study aimed to examine the associations of (1) usability variables (perceived benefits, technical problems,
support for feedback, and user-friendliness), (2) the number of systemsin daily use, (3) experience of using information systems,
and (4) participation ininformation systems devel opment work with physicians' distressand levelsof stressrelated toinformation
systems (SRIS) levels.

Methods: A cross-sectional survey was conducted among 4018 Finnish physicians (64.82%, 2572 out of 3968 women) aged
between 24 and 64 years (mean 46.8 years) in 2017. The analyses of covariance were used to examine the association of independent
variables with SRIS and distress (using the General Health Questionnaire) adjusted for age, gender, employment sector,
specialization status, and the el ectronic health record system in use.

Results. High levels of technical problems and a high number of systemsin daily use were associated with high levels of SRIS,
whereas high levels of user-friendliness, perceived benefits, and support for feedback were associated with low levels of SRIS.
Moreover, high levels of technical problems were associated with high levels of psychologica distress, whereas high levels of
user-friendliness were associated with low distress levels. Those who considered themselves experienced users of information
systems had low levels of both SRIS and distress.

Conclusions; It seems that by investing in user-friendly systems with better technical quality and good support for feedback
that professionals perceive as being beneficial would improve the work-related well-being and overall well-being of physicians.
Moreover, improving physicians' skills related to information systems by giving them training could help to lessen the stress that
results from poorly functioning information systems and improve physicians well-being.

(JMIR Med Inform 2019;7(4):€13466) doi:10.2196/13466
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Introduction

Background

The poor usability of information systems (1S)—such as
problematic data entry and difficultiesin use—has arisen asan
important source of stressin physicians work [1-3]. Moreover,
arecent finding shows that the physicians' strain coming from
the IS has kept rising in the 21st century [1]. Evidence implies
that this strain may even affect the well-being of physicians
[4,5].

Finnish physicians have given their electronic health record
(EHR) systemsrather critical ratings, depending on theworking
facility. When asked about the overall school grading for the
EHR primarily in use, on ascale from 1 (fail) to 7 (excellent),
the averageratingsvaried from2.5t04.3in2010and 3.2t0 4.4
in 2014 [6,7]. Recent findings from the United States showed
that EHR design and use factors accounted for 12.5% of variance
in measures of stress and 6.8% of variance in measures of
burnout [8]. However, previous findings also showed that
satisfied physicians who find their IS facilitate the continuity
of care and make clinical information more accessible [9-11].

Usability problemswith the current EHRs are common. Previous
studies from the United States and Denmark showed over 100
usability problems, for example, related to consistency, user
control, flexibility, and lack of support [12,13]. Poor IS usability
and time-consuming data entry have been found as prominent
sources of US physicians' professional dissatisfaction [5].
Moreover, technical problemsin IS have been related to more
experiences of time pressure and lower possibilities to control
one'sjob [14]. Previous studies have al so shown that physicians
stress emerging from the IS is related to cognitive workload
and time pressures at work [1,15].

The use of the IS is further complicated by the multiplicity of
screens and options and by the need to use many different
systems. There are findings suggesting that a higher number of
functionsincrease stress and job dissatisfaction [4]. In addition,
the ever-changing new functionalities and systems need constant
devel opment of physicians’ skillsand timefor orientation. Thus,
being experienced in using different systems might help when
facing challenges related to the | S.

Physicians' participation in the development work associated
with the ISmight help to tackle usability problemsand improve
physicians attitudes toward the |1S. However, physicians are
dissatisfied with their impact possibilities and think that neither
managers nor software providers are interested in end users
opinions [16].

Objectives

Thus, as mentioned above, theincreasing use of 1Sin daily work
is associated with many problems that stress physicians, and
previous findings suggest that this might even have negative
ramifications for physicians general well-being. However, the
evidence is dtill limited; there are no exact findings showing
which factorsrelated to 1S and EHRs are the most stressful, and
whether these problems are related to the actual well-being of
physicians. Therefore, this study examined the associations of
(1) usability variables (perceived benefits, technical problems,
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support for feedback, and user-friendliness), (2) the number of
systems in daily use, (3) experience of using EHRs, and (4)
participationin EHR development work with physicians' distress
and stressrelated to 1S (SRIS).

Methods

The Study Sample

Thedatawere collected in April 2017 [17]. The addresses were
obtained from the Finnish Medical Association’s register. A
link to the study was sent viaemail to the target group that was
all physicians younger than 65 years who lived in Finland
(N=19,627). Altogether 93.37% (18,326/19,627) had provided
email addresses to which the survey could be sent. The
guestionnaires were sent to all working-aged physicianswith a
cover letter caling for responses from physicians in clinical
work. Thiswas done because the Finnish Medical Association’s
membership register did not allow us to select only physicians
in clinical work asthe target population. Thus, the sample also
included physicians who were not practicing clinical patient
work at the time of the data collection. Those who answered
that they did not do clinical patient work (n=48) were coded as
missing.

The representativeness of the samplewas assessed by comparing
the distributions of the background variables with the
corresponding distribution of the target population. The
respondentswere dlightly older than the eligible popul ation (the
percentage of those older than 54 yearswas 31.65% (1266/3999)
inthe respondents, whereasit was 26.90% (5280/19,627) inthe
eligible population), more often female (64.81% (2572/3968)
in the respondents and 61.09% (11,992/19,627) in the eligible
population), and more often specialized (67.44% (2710/4018)
in the respondents and 59.90% (11,757/19,627) in the eligible
population) [18]. There were no significant regional differences
between the respondents and eligible population according to
the place of work [18]. Due to incomplete data in some
variables, the n varied between 3744 and 3780 in different
analyses.

The Context

There have been multiple reforms in Finland lately regarding
ISinthe health care sector. The public sector EHR adoption in
Finland reached 100% in 2010, and the private sector adoption
rates of EHRs are also high [19]. Finland has launched the
national digital repository for electronic patient data, Kanta, in
phases during the period 2012 to 2017. Kanta is targeted to
health care service providers, pharmacies, and citizens. Kanta
services include electronic prescriptions, My Kanta pages for
citizens, a patient datarepository, and an electronic prescription
database. It is mandatory for all public health care providersto
join Kanta and also for those private service providers that use
electronic archiving.

M easurements
Themeasureitems used in this study can be seenin Multimedia
Appendix 1.

SRISwas used as a dependent variable and measured with the
mean of 2 items, framed in 1 question that asked how often
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(during the past half-year period) the respondent had been
distracted by, worried about, or stressed about (1) constantly
changing 1S and (2) difficult, poorly performing information
technology (IT) equipment or software. The answerswererated
on a5-point Likert scaleranging from 1 (never) to 5 (very often).
The scale’sreliability (Cronbach alpha) was .66 in this sample.
Thismeasure has previously been used and associated with, for
example, employees' distress, cognitive workload, and higher
levels of on-call duties [15,20,21]. In Finland, in addition to
EHRSs, alarge number of separate|Sareasoin physicians' use,
such as laboratory and radiological data systems, clinical
decision-making software, and systemsrelated to quality, patient
safety, and security [22]. The wording of this measure refersto
all these systems, not only to EHRs. Thereliability of thisscale
(.66) can be considered low but acceptable given that the scale
only included 2 items [23].

Psychological distress was used as a dependent variable and
measured with the 4 items (alpha=.84) from General Health
Questionnaire-12 (GHQ-12) [24] that represent the
anxiety/depression factor, as suggested by Graetz [25]. Graetz's
3-factor structure has been suggested to be the most preferable
factor model for GHQ-12 [26]. The GHQ is one of the most
popular and very widely used measures of mental health and
minor psychiatric disorders. A variety of scoring methods can
be used when using the GHQ. The bimodal scoring method
allowsidentification of the threshold for pathological deviations.
This study used Likert-scale answer options ranging from 1 to
4 with a continuous mean variable, higher scores indicating a
higher level of distress. This scoring method was used to get
more variation because we wereinterested in general well-being
and distress levels (not in pathology) in the basically healthy
working-aged physician population. We have previously
associated thismeasurewith, for example, physicians' collegial
support, team climate, and patient-related stress [27,28].

The following variables were used as independent variables:
The number of systems in daily use was assessed by asking
about the number of clinical systemsthat the responder needed
to log into on a daily basis when working with patients. The
response options were 0/1/2/3/4/5 or “more’/“my work does
not include clinical work” (coded as missing). For the analyses,
thismeasure was coded as 0=1to 2 systemsin daily use (nobody
answered that they had O systemsin daily use) and 1=3 or more
systems in daily use. Experience of using EHRs was assessed
by asking how experienced the respondent was as an EHR user
with a 5-point scale ranging from 1 (beginner) to 5 (expert).
For the analyses, this variable was coded as 0=beginner (answer
options 1-3) and 1=expert (answer options 4 and 5).
Participation in the development work of the IS was assessed
by asking whether respondent had participated in the
development work of the IS. Answer options were as follows:
plenty/a little/no. For the analyses, variable was coded as 0=no
and 1=yes (answer options: plenty and a little).

The usability variables were used as independent variables in
this study and represented the 4 strongest factors (perceived
benefits, technical problems, feedback, and user-friendliness)
with the highest loadings from a previous factor analysis that
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used 36 usability-related items among Finnish physicians[14].
These variables have previously been associated with
physicians' time pressure and control [14]. The perceived
benefits of the EHRs were assessed by 6 items (alpha=.79)
asking, for example, how 1S help toimprovethe quality of care.
Technical problemswas atopic assessed by 6 items (al pha=.81),
for example, “Information entered/documented occasionally
disappears from the information system.” Feedback was
assessed with 4 items (al pha=.78), such as*“ The system vendor
implements corrections and change requests according to the
suggestions of end users.” User-friendliness was assessed with
9 items (apha=.86) asking, for example, whether the
arrangement of fields and functionsis logical on the computer
screen. These usability variableswererated on a5-point Likert
scale ranging from 1 (fully disagree) to 5 (fully agree). We
analyzed technical quality and user-friendliness in separate
analyses to avoid multicollinearity because these variables
correlated (r=—0.65). However, arecent validation study showed
that these dimensions are separate constructs and should be
studied separately as well as that all these usability variables
offer auseful tool to measure the usability of the health 1S[29].

The adjustment variables used were as follows: specialization
status, which was asked as none/specialization is
ongoing/specialist. Employment sector was categorized into 3
groups: hospitals, primary care, and other sectors. Moreover,
respondents were asked their age, gender, and which EHR
system they mainly use.

Statistical Analysis

The association of independent variable levels with SRIS and
distress was analyzed with analyses of covariance (in separate
analyses). The analyses were conducted in 2 steps. In the first
step, the analyses included adjustments variables (age, gender,
employment sector, specialization status, and the EHR system
in use), the number of systemsin daily use, experience of using
EHRSs, and participationin | S-related development work. Inthe
second step, usability variables (perceived benefits, feedback,
and technical problems/user-friendliness) were added to the
former model. The analyses were conducted in these 2 stepsto
find out whether usability variables would partly account for
possibl e associations of theindependent variablesfrom thefirst
step with SRIS or distress. User-friendliness and technical
problems were analyzed in separate anayses to avoid
multicollinearity.

Results

Characteristics of the Study Population

The characteristics of the study population can be seenin Table
1. The questionnaire was answered by 4018 physicians (64.82%,
2572/3968, women; response rate 21.9%) aged between 24 and
64 years (mean 46.8, SD 11.1). Almost half of the respondents
worked in hospitals, and two-thirds were specialists. Over half
of the respondents had 1 to 2 systems in their daily use and
71.82% (2886/4018) considered themselves as experienced in
using EHRs.
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Table 1. The characteristics of the study sample (N=4018).

Heponiemi et al

Characteristic Value
Gender, n (%)

Men 1396 (35.18)

Women 2572 (64.82)
Employment sector, n (%)

Hospital 1943 (48.59)

Primary health care 1070 (26.76)

Other 986 (24.65)
Specialist status, n (%)

No 401 (10.00)

Specialization ongoing 907 (22.57)

Yes 2710 (67.43)
Systemsin daily use, n (%)

12 2375 (60.43)

23 1555 (39.57)
Experiencein using EHRs? n (%)

Beginner 1111 (27.80)

Experienced 2886 (72.20)
Participation in ISP development, n (%)

Not at all 2045 (51.34)

Yes 1938 (48.66)
Age, mean (SD) 46.76 (11.05)
SRIS*Y, mean (SD) 3.32(0.92)
Psychological distress®, mean (SD) 1.83(0.66)
Perceived benefits", mean (SD) 2.77(0.79)
Technical probl emsd, mean (SD) 2.83(0.86)
Feedback{, mean (SD) 2.25(0.91)
User-friendliness?, mean (SD) 2.81(0.81)

8EHRs: electronic health records.

B1S: information systems.

CSRIS: stress related to information systems.
%The scale ranged between 1 and 5.

®The scale ranged between 1 and 4.

Stress Related to I nformation Systems

Analyses of covariance showed that all the studied variables
were significantly associated with SRIS (Table 2), but the
association of participation in development with SRIS attenuated
to nonsignificance after adjusting for usability factors. Those
who had more than 3 systems in daily use (mean SRIS 3.47,
SE 0.027) had higher levels of SRIS compared with those who
had only 1 or 2 systemsin daily use (mean SRIS 3.23, SE 0.022;
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the means shown here are estimated margina means with all
adjustments). Those who had longer experience in using EHRs
(mean SRIS 3.30, SE 0.022) had lower levels of SRIS compared
with those who were beginners (mean SRIS 3.40, SE 0.029).
High levels of technical problems were associated with high
levels of SRIS, whereas high levels of user-friendliness,
perceived benefits, and feedback were associated with low levels
of SRIS. The study variables were able to explain much of the
variancein SRIS given therather high adjusted R squared (0.35).
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Table 2. The results of the analyses of covariance for stress related to information systems.

Studied variables® Model A Model B
F test (df) P value F test (df) P value

Number of systemsin daily use 145.70 (1) <.001 52.32 (1) <.001
Experience of using EHRS 12.22 (1) <.001 13.73 (1) <.001
Participation in 1S® devel opment 15.76 (1) <.001 354(1) 06
Perceived benefits _d — 95.13 (1) <.001
Technical problems — — 719.50 (1) <.001
Feedback — — 25.88 (1) <.001
User-friendliness — — 376.86 (1) <.001
R2 0.082 (1) — 0.349 (1) —

8A|l analyses were adjusted for gender, age, employment sector, speciaization status, and electronic health record in use.

PEHRs: dectronic health records.
%IS: information systems.
INot applicable.

Psychological Distress

The experience of using EHRs, technica problems, and
user-friendliness were significantly associated with distress
(Table 3). Those who were experienced users of EHRs (mean
SRIS 1.82, SE 0.019) had lower levels of distress compared
with those who were beginners (mean SRIS 1.92, SE 0.025).

Table 3. The results of the analyses of covariance for distress.

High levels of technical problems were associated with high
levels of distress, whereas high levels of user-friendliness were
associated with low levels of distress. Even though technical
problems had a rather strong association with distress, the
studied |S-related variables were not able to explain much of
the variance in distress given the low adjusted R squared levels
of the models.

Variables? Moded A Model B
F test (df) P value F test (df) P value

Number of systemsin daily use 3.61(2) .06 0.56 (1) 46
Experience of using EHRS 15.32 (1) <.001 15.54 (1) <.001
Participation in IS¢ devel opment 0.11 (1) 75 0.00 (1) 99
Perceived benefits _d — 3.74 (1) .05
Technical problems — — 21.05(2) <.001
Feedback — — 0.41 (1) 52
User friendliness — — 6.77 (1) .01

R? 0.018 (1) — 0.028 (1) —

Al analyses were adjusted for gender, age, employment sector, speciaization status, and the electronic health record in use.

PEHRS: electronic health records.
%IS: information systems.
dNot applicable.

Discussion

Principal Findings

Thisstudy found that high levels of technical problemsand high
number of systemsin daily use were associated with high levels
of 1S-related stress, whereas high levels of user-friendliness,
perceived benefits, and support for feedback were associated
with lower levels of this stress. SRIS levelswere also lower for
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those who considered themsel ves as experienced users of EHRS.
Moreover, we found that IS-related variables were aso
associated with physicians'’ well-being. More specifically, we
found that high levels of technical problems were associated
with high levels of psychological distress, whereas high levels
of user-friendliness were associated with low distress levels.
Those who considered themsel ves as experienced users of EHRs
had lower levels of distress.
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Limitations

This study relied on self-reported measures, which may lead to
problems associated with an inflation of the strengths of
relationships and with common method variance. To minimize
problemswith self-reports, we used measures that showed good
reliability and have been used in previous studies. Moreover,
although we controlled for many factors—such as age, gender,
employment sector, specialization status, and the EHR system
in use—we cannot rule out the possibility of residual
confounding. Finland is among the forerunners in the
digitalization of health care [30], and tax-financed universal
health careis provided for al residents; therefore, generalizing
our findingsto countrieswith other types of health care systems
or IT systems should be done with caution. However,
digitalizationisincreasing at ahigh pacein developed countries,
and previous studies showed that | S cause stressto physicians,
and all physicians have to face new challenges coming from IS

[1].

Thetotal number of respondentsin the survey wasrather large,
about 4000. However, the responserate remained rel atively low
(21.92%; 4018/18,326), thus the generalizability of thefindings
toall physicians should be done with caution. The questionnaire
was sent only electronically to physicians emails; thus, it was
not possible to answer by paper, which may have affected the
response rate. Moreover, the survey was targeted to all
physicians in clinica work, but the Finnish Medical
Association’s membership register did not allow us to select
only physicians in clinical work as the target population.
Therefore, the questionnaire was sent to all working-aged
physicians with a cover letter calling for responses from
physicians in clinical work. However, comparison with the
target population showed good representativeness of the sample
[18].

We found that | S-related variables were associated with stress
levelsand even well-being. However, according to our findings,
itisnot possibleto clearly indicate whether the use of too many
poorly functioning IS has extreme consequences and seriously
impairs physicians’ working life. Thus, it is difficult to define
the clinical meaning of our findings. Future studies are needed
in thisregard.

Comparison With Previous Results

Our findings are congruent with previous findings showing that
problems with IS may have negative ramifications for the
well-being of physicians. For example, problems with IS have
been associated with physicians' higher likelihood of burnout
[31]. Poor EHR usability, time-consuming data entry,
interference with face-to-face patient care, inefficient and less
fulfilling work content, an inability to exchange health
information between EHR products, and the degradation of
clinical documentation have all been associated with physicians
professional dissatisfaction [5]. Moreover, technical problems
in EHRs have been rel ated to more experiences of time pressure
and fewer possibilitiesto control one’sjob [14]. Previous studies
have also shown that physicians' stress emerging from IS is
related to cognitive workload, problems in teamwork, job
dissatisfaction, and time pressures at work [1,15]. Moreover,
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IS have been associated with job dissatisfaction and intent to
leave [4].

Technical problems appeared as the most important |S-related
risk factor for both SRIS and psychological distressin our study.
In addition, previous studies have shown the importance of the
technical quality of the IS among physicians. For example, it
has been shown that the technical characteristics of thelS, such
as the reliability, response time, and functionality, emerged as
the most important factor associated with user satisfaction [32].
Moreover, technical problems have been related to more
experiences of time pressure and fewer possibilities to control
one'sjob [14]. Technical problems have also been found as an
important barrier to the uptake of a computerized
decision-support system [33]. Moreover, technical problems
have also previously been found to be one of the most important
challenges for patients when using mobile intervention tools
[34] and Web-based intervention tools [35]. Of the technical
problems, system instability in particular has been a primary
concern in previous studies [6,7]. The importance of technical
problems is not a surprise given that system errors, instability,
missing information, low speed, and unexpected reactions may
serioudly challenge the workflow, waste time, hinder the
doctor-patient relationship, and cause danger to patient safety.

Experience in using EHRs seemed to be an important factor in
our study. Years of experience in using laboratory IS have
previously been associated with usability ratings [36].
Experience is important given that systems change often, and
physicians have to learn to master the new systems and are
required to constantly develop their skills. In Finland, it has
been found that learning to use an EHR requiresalot of training,
and the time needed for thislearning hasincreased between the
years 2010 and 2014. EHRs may be challenging to use because
of the multiplicity of screens, options, and navigational aids
[37]. The complexity and usability problem associated with
EHRs demands that physicians alocate time and effort to
mastering them. However, the demands and pressures of care
may not afford them this time [38]. Physicians may also see
being forced to learn how to use the EHR system effectively
and efficiently as a burden.

SRIS was higher among those physicians who had a higher
number of systems in daily use. This corresponds well with
previous findings showing that the multiple sign-ins required
for multiple systems and the use of several systems
simultaneously caused stress among health care professionals;
in addition, the need to use multiple views was perceived as
disruptive[39]. It has a so been found that using severa clinical
systems on a daily basis led to the experience of time pressure
and lessened job control [14]. We found that approximately
40% (39.56%, 1555/3930) of our respondents used 3 or more
clinical systems on adaily basis. These physicians might be a
group at high risk of stress. Thus, decreasing the number of
systems a physician needs to log in to could have a big effect
on physicians work-related stress levels. If it isnot possible to
decrease the number of systemsin daily use, it might be useful
to identify these physicians and offer them support or provide
them with compensation for their efforts (such as extra time
off).
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In our study, participation in 1S-related devel opment work did
not have an effect on SRIS or distress levels. Half of the
participants had participated in development work, which can
be considered as a big proportion. A previous study suggested
that participation in devel opment work may cause time pressure
but gives an important perception of having opportunities to
control one’s job [14]. It has been suggested that physicians
should be included more in the development of their IS[1,15].
Moreover, it has been shown that physicians are interested in
participating in IS development [16] and physician-driven
improvements to EHR systems have been found to be useful
[40]. An dlternative approach to physicians' participation in
development work is to question why physicians should invest
their time and be involved in developing the IS when their
education istotally focused on another subject. On the contrary,
perhaps I T professionals should invest more time and effort in
understanding the needs of physicians, for example, by using
robust heuristic methods and dedicated resources.

Conclusions

We found that the usability of the IS, the number of systemsin
daily use, and one's experience as a user are associated with
how stressful a physician perceives the IS to be and,
furthermore, to asmaller extent, associated with the physician’s
well-being. According to our results, it seemsthat by investing
in user-friendly systems with better technical quality and good
support for feedback that professionals perceive as being of
benefit would improve the work-related well-being and overall
well-being of physicians. In particular, preventing technical
problems seems to be very important.
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Organizations should pay much more attention to the usability
of their systems. By offering easy-to-use systems without
technical problems, organizations could promote the work of
physicians and release time for patient work. Good systems
support workflow instead of hindering it. Improving the stability
of the IS, a single sign-on, better documentation and retrieval
of patient data, a peaceful documentation environment, and
better access to patient data from other organizations have all
been suggested astoolsfor promoting the | S-related well-being
of health care professionals [39]. However, it seems that the
needs of documenting and billing are prioritized when designing
the IS instead of focusing on the needs of doctors and patients
[11]. Moreover, IT professionals and hospital administrators
may have astronger voice compared with end usersin decisions
about the | S because they are perceived more clearly by vendors
as the buyers of their systems and given higher priority [41].

Moreover, organizations would benefit from offering training
opportunitiesto physicians and minimizing the number of their
systemsin daily use. However, uncertainty seemsto exist about
whose responsibility this training would be [39], and it would
be beneficial if organizations had some kind of strategy for
improving their professionals’ electronic skills. Time has been
shown to be of great importance in relation to 1S use [1,15].
Physicians also need some sort of support when they face
IS-related problems. For instance, clerical support personnel
have been found to lessen stress and fatigue after implementing
new systems[42].
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Abstract

Background: Clinical trials are an important step in introducing new interventions into clinical practice by generating data on
their safety and efficacy. Clinical trials need to ensure that participants are similar so that the findings can be attributed to the
interventions studied and not to some other factors. Therefore, each clinical trial defines eligibility criteria, which describe
characteristics that must be shared by the participants. Unfortunately, the complexities of eligibility criteria may not alow them
to betrangdlated directly into readily executable database queries. Instead, they may require careful analysis of the narrative sections
of medical records. Manual screening of medical records is time consuming, thus negatively affecting the timeliness of the
recruitment process.

Objective: Track 1 of the 2018 National Natural Language Processing Clinical Challenge focused on thetask of cohort selection
for clinical trials, aiming to answer the following question: Can natural language processing be applied to narrative medical
recordsto identify patients who meet eligibility criteriafor clinical trials? The task required the participating systems to analyze
longitudinal patient records to determine if the corresponding patients met the given eligibility criteria. We aimed to describe a
system developed to address this task.

Methods: Our system consisted of 13 classifiers, onefor each eligibility criterion. All classifiers used a bag-of-words document
representation model. To prevent the loss of relevant contextual information associated with such representation, apattern-matching
approach was used to extract context-sensitive features. They were embedded back into the text as lexically distinguishable
tokens, which were consequently featured in the bag-of-words representation. Supervised machine learning was chosen wherever
a sufficient number of both positive and negative instances was available to learn from. A rule-based approach focusing on a
small set of relevant features was chosen for the remaining criteria.

Results: The system was evaluated using microaveraged F measure. Overall, 4 machine algorithms, including support vector
machine, logistic regression, naive Bayesian classifier, and gradient tree boosting (GTB), were evaluated on the training data
using 10-fold cross-validation. Overal, GTB demonstrated the most consistent performance. Its performance peaked when
oversampling was used to balance the training data. The final evaluation was performed on previously unseen test data. On
average, the F measure of 89.04% was comparable to 3 of the top ranked performancesin the shared task (91.11%, 90.28%, and
90.21%). With an F measure of 88.14%, we significantly outperformed these systems (81.03%, 78.50%, and 70.81%) inidentifying
patients with advanced coronary artery disease.

Conclusions: The holdout evaluation provides evidence that our system was able to identify eligible patients for the given
clinical trial with high accuracy. Our approach demonstrates how rule-based knowledge infusion can improve the performance
of machine learning algorithms even when trained on arelatively small dataset.

(IMIR Med Inform 2019;7(4):e15980) doi:10.2196/15980
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Introduction

Background

Clinical trialsare medical research studiesfocusing on aspecific
health intervention. They involve human participantsto generate
dataon safety and efficacy asany new health intervention needs
to comply with the Hippocratic Oath: “First, do no harm!” With
this principle in mind, clinical trials leading up to regulatory
approval are typicaly divided into 3 phases, each involving a
significantly higher number of patients (see Figure 1). Phase |
aimsto answer the following question: Isthe intervention safe?
The first few healthy participants are given very low doses of
the treatment and are monitored closely. If there are no major
side effects, the dose is iteratively increased until an effective
dose whose possible side effects that are deemed acceptableis
reached. Phase |l involves patients to determine whether the
new intervention works or not. In other words, it assesses its
efficacy while continually monitoring the side effects. Finally,
in addition to safety and efficacy, phase Il also tests the
efficiency of the intervention by comparing it with other
available interventions. When introducing control groups of
participants, clinical trials need to ensurethat they areassimilar
as possible to be able to attribute any findings to the
interventions studied and not some other factors. Therefore,

Figure 1. The three premarketing phases of aclinical trial.
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each clinical trial defines the eligibility criteria that describe
characteristics that must be shared by all participants.

Patient recruitment is universaly recognized as a key
determinant of success for clinical trials, yet they commonly
fail to reach their recruitment goals [1]. Almost afifth of trials
were terminated because they failed to recruit enough
participants[2], with less than one-fifth managing to reach their
recruitment targets within the proposed time frames [3].
Eligibility represents a major clinical domain barrier to
participation [4]. The eligibility criteria are often criticized for
being too narrow, thus having a negative impact on recruitment
rates and also the generaizability of findings. A stakeholder
survey of the barriers to patient recruitment and possible
solutions revealed identification of eligible patients using
medical records and hospital-based registries and other databases
as the key method to improve recruitment [5]. Unfortunately,
the complexities of the dligibility criteriado not alow them to
be trandated directly into readily executable database queries.
Instead, they require careful analysis of information contained
in the narrative sections of medical records. Manual screening
of medical recordsistime consuming, thus negatively affecting
the timeliness of the recruitment process. Text mining has a
potential to provide a technical means for unclogging this
bottleneck.
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Related Work

The problem of matching the eligibility criteria against their
electronic medica records (EMRs) can beframed using avariety
of natural language processing (NLP) tasks depending on the
type and level of automation expected. |n the context of decision
making, automation can be applied to 4 classes of functions:
information acquisition, information analysis, decision selection,
and decision implementation [6]. In our scenario, we focused
on aclinician as a human operator who, given a collection of
EMRs and a set of eligibility criteria, needs to decide which
patients should be recruited to a given clinical trial. In this
context, we can think of information acquisition asidentification
of information relevant to the eligibility criteria. This task can

http://medinform.jmir.org/2019/4/€15980/

perene

be automated by means of information retrieval (IR) or
information extraction (I1E).

IR can be applied to both structured and unstructured
components of the EMRs to retrieve relevant records or their
parts. The usability of any IR system depends on two key
factors. system effectiveness and user utility [7]. A test
collection of 56 topics based on patient statements (eg, signs,
symptoms, and treatment) and inclusion/exclusion criteria (eg,
patient’s demographics, laboratory test, and diagnosis) can be
used to evaluate the effectiveness of IR for cohort selection [8].
The utility of IR systems can be improved by designing an
intuitive visual query interface easily used by clinical researchers
[9]. Both utility and effectiveness depend on how well the
system incorporates domain-specific knowledge. An ontology
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can be used to support term disambiguation, term normalization,
and subsumption reasoning. Most studies mapped textual
elementsto conceptsin the Unified Medical Language System
(UMLS) for normalization with few studies discussing the use
of semantic Web technologies for phenotyping [10]. For
instance, the UMLS hierarchy can be used to expand a query
searching for cancer to other related terms (eg, neuroblastoma
and glioma). However, using such a broad hierarchy for
unsupervised expansion can introduce many irrelevant terms,
which can be detrimental to eligibility-screening performance
[11]. This problem can be reduced by using the UMLS to
bootstrap creation of custom ontol ogies rel evant to the problem
a hand. For example, to identify patients with cerebral
aneurysms, adomain-specific ontology was created by querying
the UMLS for concepts related to the locations of aneurysms
(eg, middle cerebral artery or anterior communicating artery),
other clinical phenotypes related to cerebral aneurysms (eg,
saccular aneurysm or subarachnoid hemorrhage), associated
conditions (eg, polycystic kidney disease), and competing
diagnoses (eg, arteriovenous malformation) [12]. Where
available, other relevant systems can be used to inform the
development of domain-specific ontologies. For instance, the
Epilepsy Data Extraction and Annotation usesanovel Epilepsy
and Seizure Ontology, which is based on the International
League Against Epilepsy classification system as the core
knowledge resource [9].

The complexity of clinical sublanguage may require new
language modeling approaches to be able to formulate
multilayered queries and customize the level of linguistic
granularity [13]. This approach to IR incorporates the output
of other NLP systemsto represent adocument or aquery using
multiple aligned layers consisting of tokens, their part of speech,
named entities with mappings to external knowledge sources,
and syntactic dependencies among these elements. Other IR
efforts focused on directing a clinician’s attention toward
specific sentencesthat are relevant for eligibility determination
[14]. This is achieved by segmenting the natural language
description of eligibility criteria into individual sentences,
analyzing them further to identify domain-specific concepts,
and using them to identify sentences in the EMRS that make
referencesto these concepts. Thisapproach isdesigned to work
with categorical data but falls short when numerical data need
to be interpreted. For instance, 5 numerical values are needed
to diagnose a metabolic syndrome [15]. Of these values, 3
(triglycerides, high-density lipoprotein cholesterol, and elevated
fasting glucose) are stored in the laboratory information system,
and as structured data are readily available for querying and
comparison with referent values. However, in some systems, 2
values may be hidden in the narrative notes (elevated waist
circumference and elevated blood pressure). Traditionally, IR
approaches are based on the bag-of-words (BoW) model, which
represents each document as an unordered collection of features
that correspond to the words in a vocabulary for a given
document collection. Therefore, by design, IR approaches will
be ineffective when it comes to dealing with continuous
variables. Conversely, |E based on simple regular expressions
can be used to extract numerical values from text and make
them amenable for further analysis and interpretation [15-18].
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However, the technical feasibility of the IE process does not
mean that all relevant attributes are necessarily documented in
asingle source asthe previous exampleillustrates. For example,
a study on case-finding algorithms for hepatocellular cancer
discovered significant differences in performance between 2
types of documents (pathology and radiology reports) [19]. It
also revealed a significant difference between the narrative
reports and coded fields. This raises an important aspect of the
completeness of information recorded in an EMR [15]. It has
been established that case finding by the International
Classification of Diseases, Ninth Revision (ICD-9) coding alone
is not sufficient to reliably identify patients with a particular
disease or risk factors [20-22]. A few studies contrasted the
utility of structured and unstructured information, with the NLP
approaches usually demonstrating better results [19,23-28]. In
particular, the use of 1CD-9 codes for patient phenotyping
demonstrated markedly lower precision (or positive predictive
value) [19,24,26]. Thisfinding is compatible with a hypothesis
that 1CD-9 codes are designed for billing purposes and as such
may not capture the nuances of phenotypic characteristics in
terms of information completeness, expressiveness, and
granularity [23].

The analysis of the strengths and weaknesses of both data
sources together with practical experiments has led to a
consensusthat clinical narratives should be used in combination
with structured data for eligibility screening [19,23,25,26,28].
Therefore, data fusion is a key component of the information
acquisition step in eligibility screening. It should by no means
be limited to these 2 modalities of data. For example, clinical
electroencephalography (EEG) is the most important
investigation in the diagnosis and management of epilepsies. A
multimodal patient cohort retrieval system has been designed
to leverage the heterogeneous nature of EEG data by integrating
EEG reports with EEG signal data [29]. Though evidently
important, data fusion techniques are beyond the scope of this
study. Here, we focused exclusively on reviewing the methods
used to mine clinical narratives for the purpose of eligibility
screening. However, the awareness of the need for data fusion
can help the reader realize the existence of an externally imposed
upper bound on expected performance of text mining
approaches.

We have thus far discussed the role of IR and |E in the context
of information acquisition. The clinician is till expected to
review the retrieved information to decide who satisfies the
eligibility criteria. Text mining can be used to support this
process by automating information analysis and decision
selection by means of feature extraction and text classification,
respectively. Two NLP systems tailored to the clinical domain
are most often used to extract rich linguistic and semantic
features from the narrative found in EMRs: Medical Language
Extraction and Encoding (MedL EE [30]) [16,23,25] and clinical
Text Analysis and Knowledge Extraction System (cTAKES
[31]) [9,11,12,16,18,19,32,33]. They model the semantics by
mapping text to the UMLS or a custom dictionary if required.
Clinical text analysis needs to make fine-grained semantic
distinctions as medical concepts may be negated, may describe
someone other than the patient, and may be referring to time
other than the present [13]. MedL EE and cTAKES can not only

JMIR Med Inform 2019 | val. 7 | iss. 4 |€15980 | p.51
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

identify concepts of interest but can also interpret their meaning
in the context of negation, hedging, and specific sections. Both
systems can al so perform syntactic analysisto extract linguistic
features such as part of speech and syntactic dependencies.
Abbreviations are some of the most prominent features of
clinical narratives. Unfortunately, both MedLEE and cTAKES
demonstrated suboptimal  performance in abbreviation
recognition [34], which may require development of bespoke
solutions [16,35].

Once the pertinent features have been extracted, they can be
exploited by rule-based or machine learning approaches. A
review of approachesto identifying patient cohortsusing EMRs
revealed that out of 97 studies, 24 described rule-based systems;
41 used statistical analyses, data mining, or machine learning;
and 22 described hybrid systems [10]. A minimal set of rules
issufficient to accurately extract highly standardized information
from the narratives [15]. Their development requires iterative
consultation with a clinical expert [26]. Nonetheless, a
well-designed rule-based system can achieve good performance
on cohort selection even with a small training dataset [36],
which remains a problem associated with supervised machine
learning approaches. When relevant concepts can be accurately
identified from clinical text, both rule-based and machine
learning approaches demonstrate good performance, abeititis
dlightly in favor of machine learning [25,33].

A variety of supervised machine |earning approaches have been
used to support cohort selection, including support vector
machines (SVMs) [22,25], decision trees [22], Repeated
Incremental Pruning to Produce Error Reduction, random forests
[25], C4.5[33], logistic regression (LR) [25,28], naive Bayesian
(NB) learning [22,37], perceptron [37], conditional random
fields[19], and deep learning [29,38]. Unfortunately, few studies
report systematic evaluation of awide range of machinelearning
algorithms, thus offering little insight into the optimal
performance of machine learning for cohort selection [39].
Another issue associated with supervised learning is that of
imbalanced data. The number of positive exampleswill typically
vary significantly across the eligibility criteria. The data used
for the 2018 National Natural Language Processing Clinical
Challenge (n2c2) shared task on cohort selection for clinical
trials provide a perfect illustration of this problem [18,36,38].
Yet, few approaches tackled this issue with different sampling
approaches. Instead, they may resort to using machinelearning
approaches generally perceived to be the most robust for
imbalanced data, for example, SVMs [40,41].

Our review of related work illustrates the ways in which the
eligibility screening process can be automated. One study
reported that the time for cohort identification was reduced
significantly from a few weeks to a few seconds [16]. Others
reported the workload reduction with automated eligibility
screening around 90% [42] achieved a 450% increase in trial
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screening efficiency [11]. Most recently, the patient screening
time was reduced by 34%, allowing for the saved time to be
redirected to activitiesthat further streamlined teamwork among
theclinical research coordinators[43]. The same study showed
that the numbers of subjects screened, approached, and enrolled
were increased by 14.7%, 11.1%, and 11.1%, respectively. In
thisstudy, we aimed to illustrate the complexity of the eigibility
screening problem and propose away in which thistask can be
automated.

Methods

System Overview

In this paper, we describe Cardiff Cohort Selection System
(c2s2) [44], an open-source NLP system that, given a
longitudinal patient record, performsbinary classification against
13 digibility criteria for a clinical trial. For each criterion in
turn, the system determines whether a patient meets or does not
meet a given criterion. The eligibility criteria were predefined
by the organizers of the 2018 n2c2 shared task (see Table 1)
that aimed to answer the question whether NLP systems can
use narrative medical records to identify patients eligible for
clinicdl trias.

For the mgjority of criteria, a record needs to contain the
supporting evidence for the corresponding patient to meet a
given criterion, otherwise the criterion is considered not met
(eg, if glycated hemoglobin [HbA, ] value is 4.7 or missing,
then the criterion HBA ;. isnot met). The only 2 exceptions are
the criteria concerning a patient’s ability to speak English and
make their own medical decisions, which are assumed to be
met, that is, the evidence of the contrary needs to be identified
to overturn this assumption. Our system isdesigned to find and
tag such evidence in text using a rule-based approach. A text
classifier was trained on the tagged text for each criterion that
had a sufficient number of both positive and negative
representatives to learn from. Overall, the system consists of 5
modules whose functionality is outlined in Figure 2.

The input to the system is a longitudinal patient record
distributed as a single UTF-encoded text file, which contains
multiple records generated across various health care encounters.
Each individual record represents either a discharge summary
or a correspondence between health care professionals[45,46].
Their content may cover patient demographics, progress notes,
problems, prescribed medications, vital signs, past medical
history, immunizations, |aboratory data, and radiology reports.
Individual records start with a line formatted as Record date:
YYYY-MM-DD and are arranged in the ascending order by the
record date. Other than that, there are no other restrictions on
the format of individual records. Indeed, they may reflect a
variety of different styles.
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Table 1. Description of the digibility criteria, as provided in the annotation guidelines used for the National Natural Language Processing Clinical

Challenge shared task.

ID Criterion Time period Default
ABDOMINAL Intra-abdominal surgery, small or large intestine resection, or small bowel obstruction ~ Any Not met
ADVANCED-CAD Advanced artery disease Present Not met
ALCOHOL-ABUSE Alcohol use exceeds weekly recommended limits Present Not met
ASP-FOR-MI Use of aspirin to prevent myocardial infarction Any Not met
CREATININE Serum creatinine is above the upper limit of normal Any Not met
DIETSUPP-2MOS Use of dietary supplements (excluding vitamin D) Past 2 months Not met
DRUG-ABUSE Drug abuse Any Not met
ENGLISH Speaks English Any Met

HBA ¢ Glycated hemoglobin valueis between 6.5 and 9.5 Any Not met
KETO-1YR Diagnosed with ketoacidosis Past year Not met
MAJOR-DIABETES Major diabetes-related complication Any Not met
MAKES-DECISIONS  Able to make decisions for themselves Present Met

MI-6MOS Myocardia infarction Past 6 months Not met

Figure 2. System architecture.

PRE-PROCESSING

FILTERING

CLASSIFICATION

Preprocessing

In addition to standard preprocessing operations (see Figure 2),
specia consideration is given to punctuation. Itsusein clinical
narratives proved to affect the results of text segmentation
algorithms developed for general language [47]. On one hand,
clinica narratives commonly use punctuation as means of
abbreviation (see Table 2 for examples). Such use of punctuation
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may easily be misinterpreted as a sentence terminator. For
instance, phrases such as“q. Sunday,” “vit. D,” and “ Dr. Harold
Nutter” feature a period followed by an uppercase letter, a
pattern that is commonly exploited in both rule-based and
machine learning approaches to split sentences. Segmentation
errors can propagate onto the subsequent stages of text
processing, resulting in the loss of syntactic dependencies
between related words and consequently their contribution to

JMIR Med Inform 2019 | vol. 7 | iss. 4 |e15980 | p.53
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

the overall semantics. For example, incorrectly splitting a
sentence within the phrase “vit. D” would effectively erasethis
mention of “vitamin D,” a named entity of direct relevance to
the eigibility criterion DIETSUPP-2MOS (see Table 1). To

Table 2. A selection of rule-based punctuation removal examples.

Spasic et d

prevent parsing errors of thistype, pattern-matching ruleswere
developed to identify and remove punctuation used in such
contexts before performing sentence segmentation (see Table
2 for examples).

Rule target Input Output
Prescription e g.am. e« gam
e Q. Sunday « QSunday
. tab L4 tab
Vitamin « vit.D « VvitD
. MVit. . MVit
Personal title «  Dr. Harold Nutter «  Dr Harold Nutter
«  Harold Nutter, Ph.D. «  Harold Nutter, PhD
Shorthand x «  hx.of migraines o hxof migraines
e  sx.of depression o  sxof depression
« Rx. for cpap «  Rxfor cpap
Species name « E.cal « Ecdli
. C.diff o Cdiff
« H.pylori « Hpylori

Clinical narratives also feature prevalent use of short formulaic
statements such as field:value combinations (eg, Substance
abuse: none) and itemized lists (see Textbox 1 for an example).

Such statements are not commonly terminated by means of
punctuation. When used consecutively, this can often result in
independent statements being incorrectly grouped together in
asingle sentence. Their intersentential co-occurrence may later
be easily confused with relatedness. Consider, for instance,
amal gamating the above itemized list into a continuous sequence
“g/p cerebral infarction myocardial scan normal blood pressure
today 190/108” It could lead to incorrectly recognizing
infarction asamyocardial one and the blood pressure asnormal,
when in fact, the infarction is cerebral, and the blood pressure

Textbox 1. An example of assessment recorded as an itemized list.

isabnormally high. Acting preemptively, we perform document
layout analysisto identify itemized lists and insert punctuation
where appropriate before performing sentence segmentation.
Consequently, this will enforce independent fragments to be
interpreted as separate sentences.

Finaly, to streamline subsequent text anaysis, we use
pattern-matching rules to fully expand enclitics and special
characters. For example, couldn't is expanded to could not,
whereas con't is expanded to continue. Thiswill later simplify
identification of negated expressions. Similarly, to prune the
number of IE rules, we lexicalized a relevant set of special
characters. For example, BUN/Cr ratio is >20 would become
BUNV/Cr ratio is greater than 20.

« g/pcerebral infarction
« myocardial scan normal

«  blood pressure today 190/108

Normalization

Text normalization is performed with asimilar intent: to Ssmplify
subsequent text analysis. It involves mapping of a selected
subset of words and phrases onto their representatives, which
can be either a preferred synonym or a hypernym (see Table 3
for examples). Specia consideration is given to acronyms and
abbreviations as they are known to have a magjor impact on
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retrieval of relevant information. First, disambiguation is
performed for asmall subset of abbreviations of direct relevance
for the given classification tasks. Examplesinclude ca (calcium
vs cancer), mg (magnesium vs milligram), and CR (creatinine
vs controlled release). A context-sensitive approach is used to
select an appropriate interpretation. For example, if CR isused
in combination with words such as tablet or capsule, then it is
assumed to refer to controlled release.
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Table 3. Examples of text normalization.

Spasic et d

Example Surface forms Normalized form Relevance

1 mom, father, sister family member filtering

2 FH, FHx, FamHx family history filtering

3 whiskey, vodka, beer alcohol ALCOHOL-ABUSE

4 Lantus, Humalog, NPH insulin MAJOR-DIABETES

5 DM2, DMII, NIDDM diabetes mellitus 2 MAJOR-DIABETES

6 CRRT, CRRTX continuous renal replacement therapy MAJOR-DIABETES

7 ARF acute renal failure MAJOR-DIABETES

8 CKD chronic kidney disease MAJOR-DIABETES

9 BB, bblocker, betablocker beta blocker ADVANCED-CAD

10 ECG, EKG electrocardiogram ADVANCED-CAD

11 ICD implantable cardioverter defibrillator ADVANCED-CAD

12 CvD cardiovascular disease ADVANCED-CAD

13 M1, heart attack myocardial infarction MI-6MOS, ASP-FOR-MI,
ADVANCED-CAD

14 STEMI ST elevation myocardial infarction MI-6MOS, ASP-FOR-MI,
ADVANCED-CAD

15 ASA, ECASA aspirin ASP-FOR-MI

Other acronyms and abbreviations of interest are then expanded
using a bespoke lexicon (>500 entries) developed specifically
for this task. To bootstrap the lexicon construction, the raw
training data were used to analyze frequently occurring words.
Orthographic features (uppercase typeset, eg, STEMI, or the use
of punctuation, eg, g.a.m. or r/0) and spelling checker (eg, inpt)
were used to identify potential acronyms and abbreviations as
unknown words that are also relatively short. Medical expertise
was used to identify the corresponding full forms. Simple
Concordance Program [48] was used to verify manually whether
the proposed full forms apply across the majority of contexts
within thetraining datato enable the use a context-free approach
for acronym and abbreviation expansion.

The only acronym exempt from expansion was CCB. In fact,
all occurrences of calcium channel blocker were replaced by

Textbox 2. An original example of family history.

the corresponding acronym. The reason behind this decisionis
the fact that both cal cium as a supplement and cal cium channel
blocker often occur in similar context (eg, medication list). As
one of the dligibility criteria was concerned with dietary
supplementation (see DIETSUPP-2MOS in Table 1), this
reduced therisk of interpreting the latter mention of calciumas
a supplement.

Toillustrate the extent to which text normalization can simplify
its subsequent analysis, we can use examples provided in Table
3. For example, by replacing the surface forms in Example 1
by their hypernym and expanding abbreviationsin Example 2,
we can simply use the occurrence of the word family to filter
out sentences or the whole sectionsthat refer to family members.
Consider, for example, the original text given in Textbox 2 and
its normalized counterpart in Textbox 3.

FH: Momw/ PM at age 50, died of MI at 71. Father w/ EtOH, HTN. Sster w/ 4 miscarriages.

Textbox 3. A normalized example of family history.

Family history: Family member with pacemaker at age 50, died of myocardial infarction at 71. Family member with alcohol abuse, hypertension.

Family member with 4 miscarriages.

By filtering out referencesto family members, we are effectively
removing the mentions of myocardial infarction and alcohol
abuse that do not apply to the given patient. Consequently, we
can use the remaining references to myocardial infarction and
alcohol abuse, if any, as evidence for digibility criteria
MI-6MOS and ALCOHOL-ABUSE (see Table 1). Similarly,
by mapping alcoholic beverages in Example 3 to their
hypernym, the subsequent analysis related to the eligibility
criterion ALCOHOL-ABUSE (see Table 1) can simply focus

http://medinform.jmir.org/2019/4/€15980/

on any mention of the word alcohol. Examples 4 and 5 show
that 2 keywords, insulin and diabetes, can be used to look for
evidence of diabetes. Once unpacked from the corresponding
acronyms (Example 5), the word diabetes becomes accessible
to text analysis. Similarly, words renal and kidney become
visible after expanding acronyms in Examples 5-7. Knowing
that diabetes is a major risk factor for kidney disease, we can
subsequently use close occurrences of the word diabetes to
either of thewordsrenal or kidney as evidence for the digibility
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criterion MAJOR-DIABETES (see Table 1). Similar to lexical
analysis, morphological analysis can be used to identify features
relevant to the given eligibility criteria. Normalized forms in
Examples 10-14 related to ADVANCED-CAD (see Table 1)
incorporate a morpheme cardi(o), which signifies that these
medical concepts arerelated to the heart, which can be affected
by coronary artery disease.

Filtering

Once the text has been regularized by means of preprocessing
and normalization, information not directly relevant to the given
classification tasks is filtered out. We focus on 4 types of such
information:

1. negation, for example, ruled out for Ml by enzymes

2. family history, for example, mother died at age 62 of a
heart attack

3. dlergies, for example, Allergies. aspirin—GI upset

4. time window, for example, records older than the last 6
months

Removal of such information simplifies subsequent
classification by allowing the use of a BoW approach. For
example, by not considering the first 2 examples, the risk of
misclassifying a patient as having a myocardial infarction is
reduced. Similarly, by removing the third example from
consideration, the risk of misclassifying a patient as one taking
aspirinto prevent myocardial infarctionisalso reduced. Finally,
as some of the eligibility criteriawere time dependent (namely,
ALCOHOL-ABUSE, DIETSUPP-2MOS, KETO-1YR,
MAKES-DECISIONS, and MI-6MOS—see Table 1 for
definitions), we identified dates of individual medical records
to extract the ones relevant to the given time windows and stored
them separately for use by the corresponding classifiers.

Table 4. Examples of word abstraction.

Spasic et d

We used a set of regular expressions, which are available from
the c2s2 GitHub repository [42], to identify the 4 types of
information considered. Regular expressions used to identify
negation are based on the NegEx algorithm for identifying
negated conceptsin clinical notes[49].

Feature Extraction

Thusfar, we reduced the noise and lexical variability inthe data
by means of filtering and normalization. This is expected to
improve the performance of a supervised classifier. Another
action that stands to improve the classification performance
when trained on arelatively small dataset is that of reducing
dimensionality of aBoW representation by aggregating related
featuresinto asinglerepresentative. Initssimplest form, feature
aggregation can be achieved by abstracting wordsinto semantic
classes. Where domain ontology is available, such abstraction
can be automated by exploiting its taxonomic structure. The
Semantic Network of the UMLS can be used to automatically
abstract wordsinto semantic types. However, as examplesgiven
in Table 4 illustrate, the UML S semantic types are too broad in
the context of eligibility criteria described in Table 1. For
example, abstracting Examples 1-4 into pharmacologic
substance would dilute rather than distil relevant information.
A finer-grained abstraction tuned for the given digibility criteria
would be more appropriate (see the last 2 columnsin Table 4),
but it would also incur some knowledge engineering overhead.
However, the widespread availability of Web resources that
summarize information pertaining to health and well-being can
greatly reduce such overhead. We defined atotal of 8 abstraction
categories and assembled the corresponding lexicausing online
resources (see Table 5).

Example Surface forms Semantic type Abstraction Relevance

1 marijuana, heroin, ecstasy Pharmacologic substance Ilicit drug DRUG-ABUSE

2 beta blocker, nitroglycerin, CCB Pharmacol ogic substance Heart medication ADVANCED-CAD
3 crestor, advicor, compactin Pharmacologic substance Statin ADVANCED-CAD
4 vitamin C, calcium, primrose oil Pharmacol ogic substance Supplement DIETSUPP-2MOS
5 turmeric, green tea, cinnamon Food Supplement DIETSUPP-2MOS
6 vodka, beer, wine Food Alcohoal ALCOHOL-ABUSE
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Table 5. Rule-based feature extraction.

Spasic et d

Tag Feature Extraction®

Examplesb

MEDRX Prescription instructions

Regular expressions

Lexicon (221 entries)®

Regular expressions
Regular expressions
Regular expressions

Regular expressions
Regular expressions

Lexicon (67 entries) + regular expres-

po g4h prn

Thymoglobulin

Avapro

Plavix

Recatheterization

Electrocardiogram demonstrated i schemic changes
Chest wall heaviness

Given his extensive cardiac history

Start on heparin HRTMED and aspirin and take
to HRTTRT catheterization laboratory

Ibuprofen 800 mg MEDRX potassium chloride
10 meq MEDRX lasix 20 mg MEDRX

Lexicon (27 entries) + regular expres-

Regular expressions

Lexicon (17 entries) + regular expres-

Lexicon (66 entries) + regular expres-

Iron deficiency anemia

Increasing disorientation and visua hallucinations

History of cocaine abuse

An Indonesian speaking 85-year-old mae

KIDMED Kidney medication
BRPMED Blood pressure medication _d
HRTMED Heart medication —
HRTTRT Heart treatment
HRTISC Heart ischemia
HRTANG Angina
HRTCAD Any of theHRT tagsabove + explic-
it referencesto CAD

ASPFMI Aspirin for heart problems
SPLMNT Supplement (strong evidence)

sions
DFCNCY Supplement (weak evidence)

sions
MNTCAP Mental capacity
DRGADD Substance abuse

sions
NOENGL Does not speak English

sions
ALCABS Alcohol abuse

sions
ALCSTP Stopped drinking al cohol
KETACD Ketoacidosis
KIDDAM Kidney problems
DMCMPL Diabetic complications
ABDMNL Abdominal surgery or small bowel

obstruction

HIGHCRT High creatinine

extraction
GLYHMG Glycated hemoglobinin agivenin-

terval

Lexicon (7 entries) + regular expres-

Regular expressions
Regular expressions
Regular expressions
Regular expressions

Regular expressions

Regular expressions + information

Information extraction

Alcoholism 10 years ago

Alcoholism 10 years ago

Ketones positive

Worsening renal dysfunction

Diabetes mellitus rel ated retinopathy/neuropathy
Gastric laparoscopic bypass surgery

Blood urea nitrogen/creatinine of 21/1.7

HbA; . one month ago was 6.7

3A|| lexicons and regular expressions are available from the c2s2 GitHub repository [44].
Btalic typeset is used to indicate the types of text features targeted by lexicons and regular expressions.
°KIDMED, BRPMED, HRTMED are organized into asingle lexicon of 221 entries.

INot applicable.

Once the BoW representation is passed onto a supervised
classifier, the context of individual words will be lost. For
instance, blood tests frequently feature essential minerals such
as calcium, potassium, and iron, which can aso be prescribed
under the same names as supplements. The BoW approach will
take these names out of context, keeping their frequency asthe
only information about them. Conversely, simple pattern
analysis can be used to differentiate between the 2 types of
context. For example, we can model prescription instructions
using regular expressions (see Table 5) and tag thisinformation
in text in the form of a token (eg, MEDRX) that is lexically
distinguishable from other tokens. We can subsequently apply

http://medinform.jmir.org/2019/4/€15980/

another regular expression to find mentions of essential minerals
in the close proximity to the MEDRX token and tag such
mentions using another special-purpose tag (eg, SPLMNT).
When we now apply the BoW approach, the token SPLMNT,
treated as any other text token, will represent a feature that
preserves relevant contextual information. Supervised machine
learning algorithms can then take advantage of such a feature
in combination with the standard BoW features. Regular
expressions are used to embed a total of 18 context-sensitive
features into text (see Table 5).

Regular expressions can be used to model categorical references
to information relevant to the given digibility criteria. For
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example, regular expressions can be used to link the word
creatinine with a stem elev-in the phrase a mildly elevated
creatinine and use it as an indication for meeting the eligibility
criterion CREATININE (see Table 1). However, knowing
whether serum creatinine is above the upper limit of normal in
aphrase such as* blood ureanitrogen and creatinineratio of 40
and 1.0 respectively” requires not only extracting the correct
numerical value (1.0) but also comparing it with the reference
value (1.5). Two eligibility criteria, CREATININE and HBA
require extraction of numerical information and its subsegquent
analysis, asindicated in Table 5. Asbefore, the outcome of such
context-sensitive analysis is embedded back into the text for
further exploitation by supervised machine learning.

Overall, atotal of 22 tags described in Table 5 were chosen so
that they can be lexically and orthographically distinguishable
from other words upon their imputation into the processed text.
The corresponding features are extracted incrementally in the
order given in Table 5 and, when appropriate, used to support
extraction of other features. For example, knowing that heparin
isaheart medication (indicated by thetag HRTMED—see Table

Figure 3. Distribution of class labels.
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5) can be used to infer that, when aspirin is taken together with
heparin, it islikely to be used as prophylaxis for the prevention
of cardiovascular events such asmyocardial infarction (indicated
by the tag ASPFMI|—see Table 5).

Classification

This module consists of 13 binary classifiers, 1 for each
digibility criterion (see Table 1). Thedistribution of classlabels
in the training data informed the choice of a classification
method. Supervised machine learning was chosen wherever a
sufficient number of both positive and negative instances were
available to learn from (see Figure 3). A rule-based approach
focusing on a small set of relevant features was chosen for the
remaining criteria (see Table 6). The corresponding
classification rules were based on a relevant set of manually
engineered features described earlier in Table 5. Each rule was
defined as a function of these features and a threshold value
that maximizesthe class separation, both chosen manually. The
only exception was associated with the criterion MI1-6MOS,
where the final rule was induced from the training data in the
form of adecision tree using amanually selected set of features.

B met Wl not met

ABDOMINAL
ADVANCED-CAD
ALCOHOL-ABUSE
ASP-FOR-MI
CREATININE
DIETSUPP-ZMOS
DRUG-ABUSE
ENGLISH
HBAIC
KETO-1YR
MAJOR-DIABETES
MAKES-DECISIONS
MI-6MOS
0 23 50 73 100 125 150 175 200 0 23 50 73
training data test data
Table 6. Features used in rule-based classification.
ID Features
ALCOHOL-ABUSE ALCABS, ALCSTP
DRUG-ABUSE DRGADD
ENGLISH NOENGL
KETO-1YR KETACD
MAKES-DECISIONS MNTCAP
MI-eMOS BRPMED, HRTMED, HRTTRT, HRTISC, HRTANG, HRTCAD,

ASPFMI
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Note that the numerical values used in criteria CREATININE
and HBA ;. were also extracted using a rule-based approach.
However, in a longitudinal report, different values may be
reported at different time points. In the absence of clear
guidelines, we used machinelearning on top of |1E to determine
automatically from thetraining data how to deal with such cases.

A machine learning approach was used for al other criteria.
According to the no free lunch theorem [39], there is no
universally best learning algorithm. In other words, the
performance of machine algorithms depends not only on a
specific computational task at hand but also on the properties
of the data that characterize the problem. To compare the
performance of different agorithms, we used 10-fold
cross-validation experiments. We chose a representative
algorithm from 4 major categories. function-based learning,
regression analysis, probabilistic learning, and ensemble
learning. Specific algorithms chosen were SVM with radial
basis function kernel, LR, NB classifier, and gradient tree
boosting (GTB), respectively. In our experiments, we used
implementations of the first 3 algorithms in scikit-learn, an
open-source Python library for dataanalysisand modeling [50].
Experiments with GTB were performed using XGBoost, an
open-source software library that implements agradient boosting

http://medinform.jmir.org/2019/4/€15980/
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framework for Python [51]. All experiments were performed
with the default parameter values.

We trained all classifiers using single words and/or bigrams as
features with and without feature selection based on L1
regularized linear SVM. The overall performance was
statistically indistinguishable across different types of features
used. Therefore, we opted for a simple Bow approach with
feature selection for efficiency reasons. To evaluate the impact
of the class imbalance on the classification performance, we
balanced the training data using random undersampling and
oversampling with default parameters from scikit-learn [50].

Figure 4 summarizesthe performance in terms of microaveraged
F measure. Overal, GTB demonstrated the most consistent
performance. Its performance peaked when oversampling was
used to balance the training data. GTB isan ensemble classifier
over a set of simple decision trees, which are varied according
to specific parameter settings (learning rate and maximum tree
depth). Having chosen GTB as the learning method, we
optimized its parameters by performing grid search on learning
rate (0.001-0.5) and maximum tree depth (2-10) using the
oversampled training data. The learning rate of 0.02 and
maximum depth of 10 were chosen for the holdout evaluation
described in the next section.
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Figure4. Summary of cross-validation results. SVM:support vector machines; LR: logistic regression; NB: naive Bayesian; GTB: gradient tree boosting;
HBA 1:glycated hemoglobin.
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calculated using a script released by the organizers of the 2018
n2c2 shared task. We used the best resultsfrom 3 related studies

The results of classification experiments on previously unseen & the baseline. They used rule-based [36], hybrid [18], and
test dataare summarized in Table 7. The evaluation resultswere  ierarchical neural network (HNN) [38] approaches. We

interpret the results for each classifier separately.
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Table 7. Detailed holdout test results.
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ID Met? Not met? Overall Baseline” c2s2°
Moy Ry Fey P® RO FOH  F) F(%) Sysem  Rank
ABDOMINAL 64.86 80.00 71.64 87.76 76.79 81.90 76.77 90.64 Rules 4
ADVANCED-CAD 83.02 97.78 89.80 96.97 78.05 86.49 88.14 88.14 c2s2 1
ALCOHOL-ABUSE 22.22 66.67 33.33 98.70 91.57 95.00 64.17 89.70 Hybrid 2
ASP-FOR-MI 87.67 94.12 90.78 69.23 50.00 58.06 74.42 77.34 HNNY 2
CREATININE 80.00 83.33 81.63 93.44 91.94 92.68 87.16 89.75 Rules 2
DIETSUPP-2MOS 78.85 93.18 85.42 91.18 73.81 81.58 83.50 89.53 Hybrid 4
DRUG-ABUSE 40.00 66.67 50.00 98.77 96.39 97.56 73.78 92.55 Hybrid 2
ENGLISH 91.25 100.00 95.42 100.00 46.15 63.16 79.29 97.66 Hybrid 4
HBA1¢ 100.00 82.86 90.62 89.47 100.00 94.44 92.53 93.82 Rules 2
KETO-1YR 0.00 0.00 0.00 100.00 100.00  100.00 50.00 50.00 All 1
MAJOR-DIABETES 85.00 79.07 81.93 80.43 86.05 83.15 82.54 86.02 Hybrid 2
MAKES-DECISIONS 97.62 98.80 98.20 50.00 33.33 40.00 69.10 74.40 HNN 2
MI-6MOS 33.33 50.00 40.00 94.59 89.74 92.11 66.05 87.59 Rules 4
Overall” (microaveraged) 8397 9129 8747 9354 87.86 9061  89.04 9111  Hybid 4

#Thebinary classification task involves 2 classes (met and not met). The results are provided for each class separately and then combined into the overall

F value.

PThe best results from 3 related studies are used as the bassline. They are named &fter the approach they used: rules [34], hybrid [17], and HNN [36].
The baseline resultsin italics were calculated on the basis of at most eight positive examples, which account for less than 10% of the test data.

c2s2: Cardiff Cohort Selection System.
dp: precision.

°R: recall.

'F: F measure.

9HNN: hierarchical neural network.

MThe overall values provided in the bottom row have been microaveraged across the 13 classifiers.

The best results marked with an asterisk in Table 7 were
calculated on the basis of at most 8 positive examples, which
account for less than 10% of the test data. This makes it
impossible to differentiate between random and statistically
significant outcomes, thus making it difficult to generalize the
findings. The most extreme example is that of KETO-1YR,
which had no positive examplesin the test data. The results of
all 4 systemswereidentical with no classification errors. Again,
given that the training data contained only 1 positive example,
the best classification strategy would be the mgjority rule, which
would achieve the sameresult. Similarly, ALCOHOL-ABUSE,
DRUG-ABUSE, and MAKES-DECISIONShad only 3 positive
examples in the test data. On these classes, the 4 systems
achieved average precision, recall, and F measure of 58.43%,
65.46%, and 59.38% with standard deviations of 40.11%,
36.51%, and 37.48%, respectively, again illustrating the
difficulty of generalizing thesefindings. Finaly, MI-6MOS had
8 positive examples. The rule-based system achieved the best
performance followed by HNN. At 40.00%, the remaining 2
systemsachieved amodest F measure on the met class, but they
did differ intheway they balanced precision and recall. Overall,
no obvious pattern could be noticed in the classification
performance on this class.

http://medinform.jmir.org/2019/4/€15980/

All 4 systems achieved similar performance for HBA . and
ASP-FOR-MI. Onthe met class, al 4 systems achieved maximal
precision on HBA . with recall in the 80s, resulting in an F
measure just below or just above 90%. Conversealy, on the met
class, al 4 systems achieved amost perfect recall on
ASP-FOR-MI with precision in the high 80s, resulting in an F
measure over 90%. Given the consistently high performance,
weinfer that the 2 eligibility criteria are semantically tractable
in the sense that they lend themselves to being modeled
computationally.

The rule-based approach performed best against the following
eligibility criteriaz ABDOMINAL and CREATININE. For
ABDOMINAL, recall was in the 80s on the met class with no
significant variation across the systems. However, the 2 machine
learning approaches demonstrated markedly lower precision
than the rule-based approach: 60s versus 90s. Further
experiments are needed to determine whether more training
datawould help reduce the number of false positives. Inreality,
the cost and time associated with data annotation imposes an
upper bound on the amount of training data available. Given
the F measure isin high 80s, rule-based approaches could be a
preferred option for narrowly defined eligibility criteria, which
can be mapped to explicit references in text. We can observe
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similar results for CREATININE. The rule-based approach
performed best with an F measure in the 80s on the met class,
followed by our own approach with comparable performance.
Although we used machine learning, the key feature used by
the classifier wasin fact extracted using a rule-based approach.
Thisis consistent with our previous recommendation.

Conversely, broader eligibility criteria, which require some
reasoning over multiple references made across the discourse,
may reguire a machine learning approach to model the
complexities  of target classification problems.
MAJOR-DIABETES is one such example where major
complications may not be restricted to a finite class of signs
and symptoms. In addition, such complications may be
mentioned without an explicit reference to diabetes. This
requires complex analysis of the wider context. Neural networks
can be used to model nonlinearity in text. Not surprisingly, the
HNN approach achieved the best results in this case. In
particular, the robustness of this approach is reflected in
achieving arecall of over 90% on the met class. The rule-based
approaches demonstrated lower recall. Our own approach
demonstrated the lowest recall as we aso used a rule-based
approach to extract pertinent features. However, our use of

Table 8. Detailed holdout test results for ADVANCED-CAD.

Spasic et d

machine learning on top of such featuresresulted in the second
highest precision on the met class.

Another example of thistype of problemis ADVANCED-CAD.
Asexpected, both machine learning approaches performed better
than the other 2, with overall F measure in the 80s and 70s,
respectively. In particular, our approach significantly
outperformed all othersin both precision and recall (see Table
8). We attribute such a performance to a suitable combination
of rule-based feature extraction and supervised classification.
By examining Table 5, we can see that the majority of features
are related to advanced cardiovascular disease either directly
(eg, HRTMED, HRTTRT, HRTISC, HRTANG, HRTCAD,
and ASPFMI) or indirectly (eg, BRPMED and DMCMPL). Our
approach demonstrates the degree to which domain knowledge
infusion canimprovethe performance of machinelearning when
trained on arelatively small dataset. However, it doesnot require
comprehensive knowledge elicitation. We simply used online
resources and simpl e corpus analysisto inform the devel opment
of the corresponding lexica and regular expressions following
the same approach used successfully in previous shared tasks
[52,53].

System Met Not met Overal
P2 (%) RP (%) FC (%) P (%) R (%) F (%) F (%)
cosd 83.02 97.78 89.80 96.97 78.05 86.49 88.14
Hybrid 74.55 91.11 82.00 87.10 65.85 75.00 78.50
Rules 67.80 88.89 76.92 81.48 53.66 64.71 70.81
HNNE 77.36 91.11 83.67 87.88 70.73 78.38 81.03
3P precision.
PR recall.

°F: F measure.
dc2s2: Cardiff Cohort Selection System.
€HNN: hierarchical neural network.

Discussion

Ideally, supervised learning performs best when large training
datasets with a reasonable class balance are available to
extrapolate a classification model while minimizing overfitting.
As we can see from the data (see Figure 3), this was not the
case in this particular study. This is likely to be the norm in
practice rather than the exception. When structured data are
available to support certain digibility criteria, thereis no need
for analyzing the unstructured text data. When such aneed does
exist, the use of supervised learning requires manual annotation
of text data, which requires clinical expertise. The cost and time
associated with this activity naturally imposes an upper bound
on the amount of training data available. This limited amount
of training data will immediately exclude approaches such as
deep learning, which, in theory, could be used to extract complex
relationshi ps between words using long- and short-term memory.
Therefore, the remaining choices include rule-based
classification and supervised learning. Clinical triadlsare plagued

http://medinform.jmir.org/2019/4/€15980/

by insufficient recruitment rates. On average, 86% of trials fail
to recruit a sufficient number of patients, 85% of trials overrun
because of insufficient recruitment, 37% of sites do not meet
their recruitment targets, and 20% fail to recruit any patients
[54]. Even when sufficient numbers are initially recruited, the
problem of 30% dropout rate remains. Not surprisingly, 30%
of phase 1l trial terminations are because of recruitment failures.
Owing to these recruitment concerns, one would naturally opt
for supervised learning approaches asthey are more robust than
rule-based approachesin termsof recall. In other words, it would
help identify amuch larger pool of patientsto potentialy recruit.
However, the limited amount of training data will prevent the
use of longer n-grams as it would lead to document
representation vectors that are long and sparse, a combination
proneto overfitting. This|leavesthe BoW approach as the most
plausible option. To compensate for the loss of context, manual
feature engineering can be used to model complex relationships
between words. Thisrepresentsapractical compromise between
rule-based and machine learning approaches. This study
provides a practical example of such a hybrid approach. The
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development of our system incurred lessthan 2 person-months,  The system is expected to reduce clinicians' workload in line
while achieving performance that could boost the recruitment.  with the estimates reported by other studies[11,16,42,43].
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Abstract

Background: Theincreasing adoption of electronic health records (EHRS) in clinical practice holds the promise of improving
care and advancing research by serving as a rich source of data, but most EHRs alow clinicians to enter data in a text format
without much structure. Natural language processing (NLP) may reduce reliance on manual abstraction of these text data by
extracting clinical features directly from unstructured clinical digital text data and converting them into structured data.

Objective: This study aimed to assess the performance of a commercially available NLP tool for extracting clinical features
from free-text consult notes.

Methods: We conducted a pilot, retrospective, cross-sectional study of the accuracy of NLP from dictated consult notes from
our tuberculosis clinic with manual chart abstraction as the reference standard. Consult notes for 130 patients were extracted and
processed using NLP. We extracted 15 clinical features from these consult notes and grouped them a priori into categories of
simple, moderate, and complex for analysis.

Results: For the primary outcome of overall accuracy, NLP performed best for features classified as simple, achieving an overall
accuracy of 96% (95% Cl 94.3-97.6). Performance was dightly lower for features of moderate clinical and linguistic complexity
at 93% (95% Cl 91.1-94.4), and lowest for complex features at 91% (95% Cl 87.3-93.1).

Conclusions: The findings of this study support the use of NLP for extracting clinical features from dictated consult notesin
the setting of atuberculosis clinic. Further research is needed to fully establish the validity of NLP for this and other purposes.

(JMIR Med Inform 2019;7(4):e€12575) doi:10.2196/12575
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Introduction

Background

In recent years, the use of electronic health records (EHRS) in
office-based clinical practices in the United States has more
than doubled, from approximately 40% in 2008 to nearly 90%
in 2015 [1]. Thisrise has been even sharper in hospitals, where
EHR adoption hasincreased from about 10% in 2008 to nearly
85% in 2015 [2]. The increasing adoption of EHRsin clinical
practice holds the promise of improving care and advancing
research by serving asarich source of data. However, gleaning
useful information from EHR data can be challenging, and the
use of such datafor research purposes varies considerably across
jurisdictions [3].

One challenge relatesto EHRs allowing cliniciansto enter data
in text format without much structure. Although this enhances
clinical usability, it often requires costly and time-consuming
manual chart abstraction processesto extract useful information
in a structured manner. These challenges have sparked an
increasing interest in the potential for natural language
processing (NLP) approaches to process unstructured clinical
digital text data, extract clinical features, and convert theminto
structured data.

Although NLP approaches for processing radiological reports
are now well established [4], the practice of using NLP for
processing more general clinical documentation, especially
consult notes, is still developing. Research to date has explored
several applications of NLP to general clinical documentation,
including identification of breast cancer recurrence [5], social
isolation [6], falls risk [7], depression [8], homelessness [9],
intraductal papillary mucinous neoplasms [10], and new
clinicaly relevant information for organ transplant patients[11].
One common feature of much of the research to date is that
studies have tended to leverage open-source and academic tools
for NLP. Although these tools can be highly effective, most are
available aslibraries for programing languages such as Python
and R, which can pose a barrier for health care organizations
that lack robust digital capacity or academic partnerships.
However, there are an increasing number of commercialy
available NLP tools, such as Linguimatics 12E and Google
Cloud'sAutoML, that promiseto make NL P significantly more
accessible for general users, but to date, there have been

http://medinform.jmir.org/2019/4/€12575/

relatively fewer studiesthat have evaluated the validity of these
toolsfor clinical feature extraction [6,7,12].

Objective

We conducted a pilot study to examine the accuracy of a
commercialy available NLP tool relative to manua chart
abstraction in capturing useful information from free-text consult
notes in an outpatient tuberculosis (TB) clinic.

Methods

Study Setting

We conducted a pilot, retrospective, cross-sectiona study of
feature extraction accuracy using NLP, with manua chart
abstraction as the reference standard. The study setting was St.
Michael’s Hospital , which isa450-bed urban academic hospital
affiliated with the University of Toronto. The St. Michael’s TB
program serves as a tertiary referral center for patients with
active TB and latent TB infection, managing patients in both
inpatient and outpatient settings. The program is staffed by a
rotating roster of 8 physicians (6 respirologists and 2 infectious
disease physicians) and 1 TB nurse practitioner and has a
volume of approximately 2000 outpatient encounters annually.
Thisstudy was approved by the St. Michael’sHospital Research
Ethics Board and conducted in accordance with its policies.

Natural Language Processing Approach

We conducted our NL P analysisusing acommercial NLP engine
(Pentavere sDARWEN), which integrates 3 primary approaches
to extract clinical features. (1) manually prepared natural
language extraction rules that describe the general syntax and
lexicon of each feature (both custom and internationally
recoghized ontologies such as Medical Subject Headings and
Systematized Nomenclature of Medicine-Clinical Terms are
utilized as an initial source of synonyms for common clinical
terms), (2) machine-learned inferred rules that are designed to
complement and reduce the extraction error rate of the manually
prepared rules (the usage of machine learning in DARWEN is
directed to improve the quality of the clinical natural language
extraction rather than to predict or infer clinical features based
on other features, asisthe case with many competing systems),
and (3) heuristic rules that encapsulate overarching clinical
knowledge that must be respected when considering the clinical
features holistically. Thisworkflow isillustrated in Figure 1.
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Figure 1. Natural language processing (NLP) workflow using the DARWEN tool. PRP: pronoun; VB: verb; RB: adverb; JJ: adjective; CC: coordinating
conjunction; DT: determiner; NN: noun; IN: preposition; TB: tuberculosis; TST: Tuberculin Skin Test.
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We followed the standard process for employing DARWEN,
which involvestuning, testing, and retuning against areference
standard, together with clinician consultation to resolve any
semantic issuesaswell asto develop the heuristic rules. Tuning
refersto the process of refining NLP extraction rules based on
manual analysis of text and is an essential step to successfully
account for the variability in terminology and documentation
structure between clinicians. Generating rules during the tuning
process is an iterative, feature-by-feature, semisupervised
process. First, we focused on recognizing the key entities
associated with any feature, such as comorbidities. Given the
low volume of datain thetraining set, we started with recurrent
neural network-based named entity recognition (NER) models,
which were pretrained for recognizing drugs, diagnosis, medical
risk factors, and adverse drug reactions on Pentavere's
proprietary clinical dataset (Pentavere’s proprietary corpus
includes over 100,000 patients, with an average of 50 clinical
notes per patient); discussed the match resultswith the clinician;
and supplemented the NER model with heuristics to
accommodate any discrepancies. For clinical features not
appropriate for NER models, we employed a purely heuristic
approach. For example, for a feature such as smoking status,
we developed an initial set of rulesto cover 3 straightforward
cases: explicit mention of nonsmoker (eg, “ She never smokes’),
explicit mention of former smoker (eg, “she is a former light
smoker”), and qualified mention of former smoker (eg, “ Sheis
a smoker who gave up 2 years ago”). Although these captured
many cases of smoking found in the text, the tuning process
revedled many more subtle cases that require further
devel opment of rules, such asasmoker who quit and then started
again, handling of indeterminant language (eg, “She has a 20
pack year smoking history” in which it is not clear whether the
patient still smokes or has quit), oblique mentions (eg, “She
uses marijuand’), and second-hand smoker (eg, “Her former
roommate was a smoker, but she was not.”) In this case, we
developed rules to label token sequences (spans) into each of
the different cases of smoker, former smoker, and nonsmoker.

http://medinform.jmir.org/2019/4/€12575/
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These rules are acombination of syntactic and lexical patterns,
sometimes manually specified and sometimesinduced from the
dataitself.

We then turned our attention to modeling the relationships
between entities using a constituent parse tree kernel-based
induction semisupervised machine learning technique,
Pentavere'sproprietary algorithm inspired by the Dual Iterative
Pattern Relation Expansion algorithm [13]. For training data,
the algorithm uses a few starting phrases or sentences that
provide a valid relationship and a few that provide an invalid
relationship. Given some initial examples of related entities,
the algorithm finds generalizations of parse trees that define
those known relationships. These syntactic rules/patterns were
then applied to find other entities that appear to be in similar
relationships. We also leveraged features of thetool that support
several contextual states, including polarity (negation),
certainty/uncertainty, hypothesis(if... then...), historical context
(history of...), and experiencer (patient and family member).
This contextualization uses constituent and dependency parse
treesto describe different types of relationships between tokens
intext and thus determine the scope of the context, for example,
torestrict acontext to only apply to entities contained in specific
sub (constituent) trees of the context and/or require a specific
dependency relationship between the entities in context. For a
case such as, “ She has no apparent rash causing her pruritus,”
this approach recognizes that rash is negated but pruritusis not
negated.

Sampling Approach

To create our corpus, we randomly sampled 130 patient records
from atotal pool of 351 records from our hospital’s outpatient
TB clinic without exclusion and extracted their consult notes
from their EHR. Consult notes for al outpatient encountersin
the TB clinic are dictated by the attending physician or resident,
followed by review and electronic sign-off by the attending
physician. Dictations are free format, with no standardized
template. They contain detailed clinical information about
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patients' demographics, diagnosis, treatment course (including
medications), and progress. Given that these notes contain
personal health information, we are not able to share the corpus,
but we have included synthetic samples of both assessment and
follow-up notes in Multimedia Appendix 1, which are
representative of the corpus.

We randomly divided our sample into 3 parts to support the
tuning process described above, a tuning sample (n=30), a
first-round testing/retuning sample (n=50), and a final testing
sample (n=50). A single patient record allotted to the final
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testing sample contained corrupted data, reducing the final
testing sample size to 49.

Feature |l dentification

The following features were selected for extraction: country of
birth, date of immigration to Canada, HIV status, known TB
exposure, previous TB, smoking status, diagnosis, method of
diagnosis, TB sensitivities, sputum culture conversion date,
drug treatments, adverse drug reactions, medical risk factors
for TB acquisition, social risk factors for TB acquisition, and
disease extent (Table 1).

Table 1. Feature categorization based on a priori assessment of clinical and linguistic complexity.

Feature complexity and feature Type Examples
Simple
Country of birth Country India; Indonesia
Date of immigration Date 30/06/2013
Smoking status Categorical Current smoker; former smoker
Drug treatment Text mapped to drug list Isoniazid; rifampin
Moderate
HIV status Binary Positive/negative
Known TB? exposure Binary Yes/ino
Previous TB Binary Yes/no
Method of diagnosis Categorical Culture positive; polymerase chain reaction positive
TB sensitivities Categorical Fully sensitive; isoniazid resistant
Complex
Diagnosis Categorical Active TB; latent TB infection
Sputum conversion date Date 22/07/2016
Adverse drug reactions Categorical Peripheral neuropathy; rash
Medical risk factors Categorical Chemotherapy; renal failure
Social risk factors Categorical Refugee camp resident; jail inmate
Disease extent Categorical Pulmonary acid fast bacilli smear positive; disseminated

4TB: tuberculosis.

For each feature where a patient could have multiple
observations, a series of dichotomous indicator features were
created. For example, for drug treatment, patients could be on
multiple medications, so dichotomous featureswere created for
each relevant medication.

For analysis, we pooled these featuresinto 3 categories—simple,
moderate, and complex—based on an a priori assessment by a
clinical expert of therelative clinical and linguistic complexity
of each feature, based upon their clinical judgment (Table 1).
Complex features were typically those where NLP would have
to go well beyond simply categorizing terms based on a
reference dictionary but would instead have to successfully
process rich language with significant clinical context. For
example, adverse drug reactions are particularly challenging as
we may see the mention of arash in the text, but this does not
determine whether there was in fact a rash or whether a rash
wastheresult of an adverse drug reaction. To determine whether
there was a rash, we have to be able to rule out cases with the

http://medinform.jmir.org/2019/4/€12575/

physician dictating “no evidence of rash,” patient complaining
of rash but not diagnosed as such by the physician, and the
physician dictating that she discussed rashes as possible side
effects of the medication. Once it has been determined that a
rash is present, we must first determine whether arashisin fact
apossible side effect of a drug the patient had been prescribed
and then identify if the rash started when the drug was
administered, which unless explicitly dictated, requires the
solution to process the patient encounters longitudinally.

The reference standard was created by manually extracting
featuresfrom patient records using astandardized dataextraction
form by a trained chart reviewer to serve as the reference
standard analysis. One of the coauthors (JB) trained both the
chart reviewer and the NLP engineer on how to perform chart
abstraction to ensure the same clinical criteria would be used
by both. This coauthor (JB) performed arbitration in cases of
disagreement between the chart abstractor and the NLP tool's
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output. Arbitrated results were used to retune the model on the
training dataset before the final testing phase.

Statistical Analysis

The primary outcome of our study was overall accuracy, defined
as the number of correctly classified observations divided by
thetotal number of observations[14]. Secondary outcomeswere
sensitivity (recall), specificity, positive predictive value (PPV;
precision), and negative predictive value (NPV) [15,16].
NLP-abstracted data were treated as the index analysis, with
manual chart review acting as the reference standard analysis.

Analysis was divided into 2 stages. The first stage was
conducted after asingle round of tuning of the NLP algorithms
(n=50). Theresults of this stage were used to retune the semantic
and heuristic rules used by the NLP tool to improve accuracy.
Thefinal analysis stage was conducted on the remaining records
(n=49).

For the primary outcome, within each feature category, we
calculated the accuracy and a 95% Cl using standard methods
for continuous features and proportions [17]. For secondary
outcomes, we calculated the average and standard deviation
within each category. For example, for the simple category, we
calculated secondary outcomes for each feature within the
category, averaged them, and cal cul ated the standard deviation.
Thisisaway of illustrating the average sensitivity, specificity,
PPV and NPV, and spread across all classes of amulticategorical
feature. All analyses were conducted using R (v 3.3.0).

Results

Overview

The study sample of 129 subjectsincluded 71 females (55.0%,
71/129) with a mean age of 36.51 years and 58 males (45%)
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with amean age of 46.74 years. Consult notesfrom 9 clinicians
(8 physicians and 1 nurse practitioner) were included in the
sample. A total of 138 points of discrepancy between the NLP
process and the reference standard chart abstraction were
identified.

Natural Language Processing Performance

For the primary outcome (Table 2), NLP performed best for
features classified as simple, achieving an overall accuracy of
96% (95% Cl 94.3-97.6). Performance was dlightly lower for
features of moderate clinical and linguistic complexity at 93%
(95% CI 91.1-94.4) and lowest for complex features at 91%
(95% Cl 87.3-93.1).

For secondary outcomes (Table 2), NLP achieved a sensitivity
of 94% (SD 7.7) for simple, 60% (SD 38.6) for moderate, and
74% (SD 45.7) for complex features and PPV of 96% (SD 6.4)
for simple, 70% (SD 33.7) for moderate, and 54% (SD 37.4)
for complex features. The relatively low sensitivity and PPV
for moderate and complex featuresisin contrast to its specificity
of 99% (SD 0.5) for simple, 94% (SD 5.0) for moderate, and
89% (SD 8.3) for complex features and NPV of 99% (SD 1.7)
for simple, 96% (SD 6.6) for moderate, and 98% (SD 2.9) for
complex features.

Unsurprisingly, we saw considerable variation in NLP's
performance at the clinical feature level (Table 3). NLP
performed extremely well for detecting drug prescriptions,
achieving 100% for all primary and secondary outcomes for
moxifloxacin, rifampin, ethambutol, and isoniazid. In contrast,
NLP did not perform well at the feature level when measuring
disease extent, with a sensitivity of only 25% for pulmonary
acid fast bacilli (AFB) positive and 0% for extra pulmonary
cases because of avery low number of these casesin our sample
(4 pulmonary AFB-positive cases and 2 extrapulmonary cases).

Table 2. Primary and secondary outcomes for natural language processing (index analysis) compared with manual chart review (reference standard

analysis).
Feature complexity ~ Primary outcome, overall ~ Secondary outcomes
accuracy (95% Cl)
Sensitivity/recall (SD)  Specificity (SD) Positive predictive  Negative predictive
value/precision (SD) value (SD)
Simple 96.3 (94.3-97.6) 93.8 (7.7) 99.7 (0.5) 96.4 (6.4) 99.0 (1.7)
Moderate 92.9 (91.1-94.4) 60.2 (38.6) 94.2 (5.0) 70.2 (33.7) 95.6 (6.6)
Complex 90.6 (87.3-93.1) 73.8 (45.7) 89.2(8.3) 53.6 (37.4) 98.4 (2.9)
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Table 3. Primary and secondary outcomes for natural language processing (index analysis) compared with manual chart review (reference standard
analysis) at theclinical feature level.

Feature Primary outcome, overall - secondary outcomes?
accuracy (95% ClI)
Sensitivity/recall (SD) Specificity (SD)  Positive predictive  Negative predictive
value/precision (SD) value (SD)
Simplefeatures
Country of birth 0.92 (0.80-0.98) 0.88(0.32) 0.99 (0.01) 0.97 (0.11) 0.99 (0.01)
Year of immigration 0.90 (0.78-0.97) 0.89 (0.29) 0.99 (0.02) 0.98 (0.08) 0.99 (0.01)
Smoking status 0.94 (0.83-0.99) 0.92 (0.08) 0.98 (0.03) 0.85 (0.30) 0.97 (0.02)
Sputum conversion date  0.98 (0.89-0.99) 0.80 (0.45) 0.99 (0.01) 0.99 (0.01) 0.99 (0.01)
Pyrazinamide 0.96 (0.86-0.99) 1.00 0.85 0.95 1.00
Moxifloxacin 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Vitamin B6 0.92 (0.80-0.98) 1.00 0.86 0.84 1.00
Rifampin 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Ethambutol 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Isoniazid 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Levofloxacin 0.98 (0.89-0.99) N/AP 0.98 N/A N/A
Moder ate features
HIV status 0.94 (0.83-0.99) 0.94 0.94 0.89 0.97
TBC contact 0.82 (0.68-0.91) 0.80 0.82 0.67 0.90
oldTB 0.94 (0.83-0.99) 0.71 0.98 0.83 0.95
Culture positive 0.88 (0.75-0.95) 0.33 1.00 1.00 0.87
Polymerase chainreaction  1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
positive
Clinical diagnosis 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Drug sensitivity 0.92 (0.80-0.98) 0.81(0.27) 0.97 (0.04) 0.73 (0.25) 0.91 (0.14)
Corticosteroids 0.98 (0.89-0.99) N/A 0.98 N/A N/A
Chemotherapy 0.94 (0.83-0.99) 0.50 0.96 0.33 0.98
Other immunosuppressive  0.76 (0.61-0.87) 0.08 0.97 0.50 0.77
drugs
Cancer 0.92 (0.80-0.98) 1.00 0.91 0.33 1.00
Diabetes 0.98 (0.89-0.99) 0.86 1.00 1.00 0.98
Malnutrition 0.94 (0.83-0.99) 0.00 0.98 0.00 0.96
Other immunosuppressive  0.82 (0.68-0.91) 0.10 1.00 1.00 0.81
conditions
Marginalized 0.96 (0.86-0.99) 0.66 (0.57) 0.93 (0.12) 0.99 (0.02) 0.91 (0.14)
Health care facility 0.90 (0.78-0.97) 0.38(0.48) 0.95 (0.08) 0.95 (0.08) 0.97 (0.03)
Pulmonary acid fast bacilli
Positive 0.92 (0.80-0.98) 0.25 0.98 0.50 0.93
Negative 0.96 (0.86-0.99) 1.00 0.96 0.67 1.00
Extrapulmonary (other than  0.88 (0.75-0.96) 0.00 0.96 0.00 0.91
lymphadenitis)
Lymphadenitis 0.94 (0.83-0.99) N/A 0.94 N/A N/A
Disseminated 0.96 (0.86-0.99) 0.00 1.00 N/A 0.96

Complex features
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Feature Primary outcome, overall - gecondary outcomes?
accuracy (95% ClI)
Sensitivity/recall (SD) Specificity (SD) Positive predictive  Negative predictive
vaue/precision (SD) value (SD)
Active TB disease 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Latent TB infection 0.84 (0.70-0.93) 0.90 0.79 0.76 0.92
Pulmonary nontuberculous  0.88 (0.75-0.95) 1.00 0.87 0.25 1.00
mycobacteria
Adverse drug reaction
Gastrointestinal 0.84 (0.70-0.93) 1.00 0.76 0.65 1.00
Peripheral neuropathy  0.96 (0.86-0.99) 1.00 0.95 0.78 1.00
Rash 0.90 (0.78-0.97) 1.00 0.89 0.50 1.00
Other 0.94 (0.83-0.99) 0.00 0.98 0.00 0.96
Ocular toxicity 0.90 (0.75-0.97) 0.00 0.92 0.00 0.98

3/alues within parenthesis are standard deviation values.
BN/A: not applicable.
°TB: tuberculosis.

Natural Language Processing Perfor mance Adjusted
for Adjudication

To understand whether NLP's relatively low sensitivity and
PPV for moderate and complex features might be driven by
errorsin the manual chart review, rather than errorsin NLP, we
conducted a post hoc analysis in which al 138 points of
discrepancy between the reference standard and index analysis
were arbitrated by aclinical expert. The expert found the results
to be in favor of NLP in 51.4% (71/138) of cases and chart
review in 45.6% (63/138) of cases and found that both were
incorrect in 2.8% (4/138) of cases.

After adjusting for the results of adjudication, results for our
primary outcome of overall accuracy increased modestly to 98%

(95% CI 96.1-98.7) for simple, 96% (95% Cl 94.8-97.3) for
moderate, and 94% (95% CI 91.3-96.1) for complex features.
The sensitivity increased to 78% (SD 25.0) for moderate and
86% (SD 35.0) for complex features, and PPV increased to 93%
(SD 14.7) for moderate and 70% (SD 34.2) for complex features
(Table 4).

At the feature level (Table 5), adjustment for adjudication
resulted in several dramatic improvements, particularly in the
areaof immunosuppressive drugs and conditions. For example,
PPV for both cancer and chemotherapy was only 33% before
adjudication but increased to 100% following adjudication.
Similarly, for other immunosuppressive drugs, sensitivity was
only 8% and PPV was only 50% initially, but it increased to
67% and 100%, respectively, after adjudication.

Table 4. Primary and secondary outcomes for natural language processing compared with manual chart review, adjusted for results of adjudication.

Feature complexity ~ Primary outcome, overall ~ Secondary outcomes
accuracy (95% Cl)
Sensitivity/recall (SD)  Specificity (SD) Positive predictive  Negative predictive
vaue/precision (SD) value (SD)
Simple 97.8(96.1-98.7) 96.4 (5.4) 99.8 (0.5) 98.3(4.5) 99.2(1.7)
Moderate 96.2 (94.8-97.3) 78.2 (25.0) 93.3(4.7) 92.7 (14.7) 97.2(3.2)
Complex 94.1(91.3-96.1) 86.3(35.0) 92.8(8.2) 70.5(34.2) 98.7 (2.9)
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Table 5. Primary and secondary outcomes for natural language processing compared with manual chart review, adjusted for results of adjudication at

the clinical feature level.

Feature Primary outcome, overall - secondary outcomes?
accuracy (95% ClI)
Sensitivity/recall (SD) Specificity (SD)  Positive predictive  Negative predictive
value/precision (SD) value (SD)
Simplefeatures
Country of birth 0.94 (0.83-0.99) 0.91 (0.28) 0.99 (0.01) 0.98 (0.10) 0.99 (0.01)
Year of immigration 0.92 (0.80-0.98) 0.92 (0.23) 0.99 (0.02) 0.99 (0.06) 0.99 (0.01)
Smoking status 0.94 (0.83-0.99) 0.92 (0.08) 0.98 (0.03) 0.85 (0.30) 0.97 (0.02)
Sputum year 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Pyrazinamide 0.96 (0.86-0.99) 1.00 0.85 0.95 1.00
Moxifloxacin 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Vitamin B6 0.92 (0.80-0.98) 1.00 0.86 0.84 1.00
Rifampin 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Ethambutol 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Isoniazid 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Levofloxacin 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Moder ate features
HIV status 0.98 (0.89-0.99) 0.95 1.00 1.00 0.97
TBP contact 0.86 (0.73-0.94) 0.92 0.83 0.67 0.97
oldTB 0.96 (0.86-0.99) 0.75 1.00 1.00 0.95
Culture positive 0.88 (0.75-0.95) 0.33 1.00 1.00 0.87
Polymerase chain reaction  1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
positive
Clinical diagnosis 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Drug sensitivity 0.96 (0.86-0.99) 0.98 (0.03) 0.99 (0.01) 0.80 (0.26) 0.94 (0.10)
Corticosteroids 1.00 (0.93, 1.00) 1.00 1.00 1.00 1.00
Chemotherapy 0.98 (0.89-0.99) 0.75 1.00 1.00 0.98
Other immunosuppressive  0.98 (0.89-0.99) 0.67 1.00 1.00 0.98
drugs
Cancer 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Diabetes 0.98 (0.89-0.99) 0.86 1.00 1.00 0.98
Malnutrition 0.94 (0.83-0.99) 0.00 0.98 0.00 0.96
Other immunosuppressive  0.98 (0.89-0.99) 05 1.00 1.00 0.98
conditions
Marginalized 0.98 (0.89-0.99) 0.75 (0.50) 0.95 (0.10) 0.99 (0.01) 0.99 (0.01)
Health care facility 0.92 (0.80-0.97) 0.50 (0.50) 0.86 (0.29) 0.95 (0.06) 0.97 (0.03)
Pulmonary acid fast bacillus
Positive 0.92 (0.80-0.98) 0.25 0.98 0.50 0.93
Negative 0.96 (0.86-0.99) 1.00 0.95 0.67 1.00
Extrapulmonary (other than  0.96 (0.86-0.99) 0.50 1.00 1.00 0.95
lymphadenitis)
Lymphadenitis 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Disseminated 1.00 (0.93-1.00) N/AC 1.00 N/A N/A

Complex features
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Feature Primary outcome, overall - gecondary outcomes?
accuracy (95% ClI)
Sensitivity/recall (SD) Specificity (SD) Positive predictive  Negative predictive
vaue/precision (SD) value (SD)

Active TB disease 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
Latent TB infection 0.84 (0.70-0.93) 0.90 0.79 0.76 0.92
Pulmonary nontuberculous  1.00 (0.93-1.00) 1.00 1.00 1.00 1.00
mycobacteria
Adverse drug reaction

Gastrointestinal 0.90 (0.78-0.97) 1.00 0.84 0.78 1.00

Peripheral neuropathy ~ 1.00 (0.93-1.00) 1.00 1.00 1.00 1.00

Rash 0.90 (0.78-0.97) 1.00 0.89 0.50 1.00

Other 0.97 (0.89-0.99) 1.00 0.98 0.50 1.00

Ocular toxicity 0.90 (0.75-0.97) 0.00 0.92 0.00 0.98

3/alues within parenthesis are standard deviation values.
bTB: tuberculosis.
°N/A: not applicable.

Discussion

Principal Findings

Thefindings of this study suggest that acommercially available
NLP tool can perform very well when compared with the
reference standard of manual chart review in extracting useful
clinical information from digital text notesin our TB clinic with
limited training. This was especiadly true in the case of
straightforward findings, such as prescribed medications,
smoking status, country of birth, year of immigration, and
sputum conversion date. Unsurprisingly, accuracy decreased
dightly as clinical features became more complex, but it
remained over 90% for complex features.

One notable finding is that although NL P performed extremely
well with respect to specificity and NPV for moderate and
complex findings, sensitivity and PPV were considerably lower.
Theseresultsarein keeping with other studies using free-format
clinical notesfor complex feature extraction, such as the study
by Perlis et a, who reported a sensitivity of 42% and PPV of
78% for the detection of depression [8]. However, thesefindings
arein contrast to the high sengitivity and PPV reported in studies
looking at radiology reports, such as the study by Al-Haddad
et a, who demonstrated a sensitivity of 97% and PPV of 95%
in the detection of intraductal papillary mucinous neoplasms
[10]. This discrepancy may be either because of differencesin
complexity of features or because of differences inherent
between radiology reports, which arerelatively structured, often
with minimal variability from practitioner to practitioner, versus
free-format clinical notes, which haveless structure and greater
variability across practitioners.

In terms of ease of use of a commercially available tool,
deploying Pentavere’s DARWEN in our environment was a
straightforward installation of their application on a desktop
computer. The iterative tuning and relationship modeling for
all clinical features took our NLP engineer roughly 4 weeksto
complete. Thetuning required roughly 6 hoursof cliniciantime

http://medinform.jmir.org/2019/4/€12575/

to provideclinical context for the NLP engineer, confirmclinical
validity of heuristic rules, and perform arbitration of
discrepancies between chart review and NLP.

Strengths and Limitations

Our study isnovel in several ways. First, to our knowledge, this
is only the third study to explore the validity of NLP for the
identification of TB patients and the first to examine dictated
consult notes versus radiological reports and structured
laboratory resultsfor this purpose[18,19]. Second, research on
NLP applications in medicine tend to focus on only a single
clinical condition such as the presence of a tumor [10], a
diagnosis such as depression [8], or asocia condition such as
homelessness[9]. In contrast, our study issubstantially broader
compared with other more commonly published studies, looking
at 15 distinct medical and socia features. Finaly, our study is
one of the few to evaluate the performance of a commercially
available NLP tool [6,7,12].

Our study has severa limitations. First, review of the
feature-level analysis reveals that some dichotomous features
had very low incidence, making sensitivity and PPV very
sensitive to error. Second, our choice to randomly sample for
our initial training dataset (n=30) resulted in an undersampling
of cases of ocular toxicity because of adverse drug reaction. As
a result, the NLP tool was never trained on this feature and
subsequently performed poorly for this feature during the final
testing set, potentially underestimating the effectiveness of a
properly trained tool. Thissuggeststhat area -world application
of this technology may require a more purposive sampling
strategy than our random sampling approach. Third, our study
employed only asingle chart abstractor and asingle adjudicator.
Finally, this study was conducted at asingle center, in afocused
clinical area, and with arelatively small final test sample (n=49),
which may limit the generalizability of our findings. However,
the goa of this pilot study was to establish the feasibility of
using NLP to extract clinical features from dictated consult
notes and to inform the approach to larger future studies.
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Conclusions

NLP technology has been advancing quickly in recent years,
and the potential clinical applications are numerous. The
findings of this study support the application of extracting
clinical features from dictated consult notes in the setting of a
TB clinic. Further research is needed to fully establish the

Petch et al

validity of NLP for this and other purposes. However, its
application to free-format consult notes may be of particular
benefit, as it offers a course whereby clinicians can document
in their preferred method of narrative free text, with data still
availablefor applications such as research and program quality
control initiatives, for example, without the cost and effort of

manual chart review.
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Abstract

Background: Named entity recognition (NER) is a key step in clinical natural language processing (NLP). Traditionally,
rule-based systems leverage prior knowledge to define rules to identify named entities. Recently, deep learning—based NER
systems have become more and more popular. Contextualized word embedding, as a new type of representation of the word, has
been proposed to dynamically capture word sense using context information and has proven successful in many deep learning—based
systemsin either general domain or medical domain. However, there are very few studiesthat investigate the effects of combining
multiple contextualized embeddings and prior knowledge on the clinical NER task.

Objective: This study aims to improve the performance of NER in clinical text by combining multiple contextual embeddings
and prior knowledge.

Methods: In this study, we investigate the effects of combining multiple contextualized word embeddings with classic word
embedding in deep neural networksto predict named entitiesin clinical text. We also investigate whether using asemantic lexicon
could further improve the performance of the clinical NER system.

Results: By combining contextualized embeddings such as ELMo and Flair, our system achieves the F-1 score of 87.30% when
only training based on a portion of the 2010 Informatics for Integrating Biology and the Bedside NER task dataset. After
incorporating the medical lexicon into the word embedding, the F-1 score was further increased to 87.44%. Another finding was
that our system still could achieve an F-1 score of 85.36% when the size of the training data was reduced to 40%.

Conclusions: Combined contextualized embedding could be beneficial for theclinical NER task. M oreover, the semantic lexicon
could be used to further improve the performance of the clinical NER system.

(IMIR Med Inform 2019;7(4):e€14850) doi:10.2196/14850

KEYWORDS

natural language processing; named entity recognition; deep learning; contextualized word embedding; semantic embedding;
prior knowledge

machinelearning—based system, many publicly available corpora
have been developed by organizers of some clinical NLP
challenges such as the Informatics for Integrating Biology and
. ) . i n the Bedside (i2b2) 2009 [8], 2010 [9-13], 2012 [14-18], 2014
Clinical named entity recognition (NER), an important clinical [19-23], ShARE/CLEF eHealth Evaluation Lab 2013 dataset
natural |anguage processing (NLP) task, has been explored for  154]  ang Semantic Evaluation 2014 task 7 [25], 2015 task 6

several decades. Inthe eavly stage, most NER systems|leverage 156, 2015 task 14 [27], and 2016 task 12 [28] datasets. Many
rulesand dictionariesto represent linguistic featuresand domain - \achine learni ng-based clinicdl NER systems have been
knowledge to identify clinical entities, such as MedLEE [1], proposed, and they greatly improved performance compared
SymText/MPlus [2,3], MetaMap [4], KnowledgeMap [5], \yith the early rule-based systems[13,29,30]. Most systems are
CTAKES [6], and HITEX [7]. To promote the development of implemented based on two types of supervised machinelearning

Introduction

History of Clinical Named Entity Recognition
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algorithms: (1) classification algorithms such as support vector
machines (SVMs) and (2) sequence labeling algorithms such
as conditional random fields (CRFs), hidden Markov models
(HMMs), and structural support vector machines (SSVMs).
Among all of the algorithms, CRFs play the leading roles due
to the advantage of the sequence labeling algorithms over
classification algorithms in considering context information
when making the prediction; CRFs, asonetype of discriminative
model, tend to achieve better performance for the same source
of testing data compared with generative model-based
algorithms such as HMMs. Even though CRFs have achieved
ahuge successintheclinical NER area, they have some obvious
limitations: CRF-based systemsliein manually crafted features,
which are time consuming, and their ability to capture context
in alarge window is limited.

Deep Neural Networ k—Based Named Entity
Recognition Algorithms

In recent years, deep neural network—based NER algorithms
have been extensively studied, and many deep learning—based
clinical NER systems have been proposed. They have an obvious
advantage over traditional machine learning algorithms since
they do not require feature engineering, which is the most
difficult part of designing machine learning—based systems.
They aso improve the ability to leverage the context

Figure 1. Sequence probability in bidirectional language models.

(1)

Jang et d

information. Initially, word embedding [31] is proposed as a
method to represent the word in a continuous way to better
support neural network structure. Then several new neural
network structuresincluding recurrent neural networks (RNNSs)
and long short-term memory (L STM) [32] have been introduced
to better represent sequence-based input and overcomelong-term
dependency issues. Recently, contextual word representations
generated from pretrained bidirectional language models
(biLMs) have been shown to significantly improve the
performance of state-of-the-art NER systems [33].

In biLMs, the language model (LM) can be described as: given
a sequence of N tokens, (i, t,, ..., ty), the probability of token
t, can be calculated given the history (ty, ..., t,4), and the
sequence probability can be computed as seen in Figure 1.

Recent neural LMs usually include one layer of token input,
which is represented by word embedding or a CNN over
characters, followed by L layers of forward LSTMs. Onthetop
layer, the SoftMax layer is added to generate a prediction score
for the next token [33]. The biLM combines two such neural
LMs: the forward LM and backward LM; the backward LM is
similar to the forward LM, except it runs over the reverse
sequence. As a whole, the biLM tries to maximize the
log-likelihood of the forward and backward directions as seen
in Figure 2.

Pty ta s ty) = Th=a (il t1tas s tiemq)

Figure 2. Log-likelihood of the forward and backward directions language models.

(2)

Where 6, representsthe token representation layer, 6, represents

the Softmax layer, and ELSTM and ELSTM represent theforward
and backward directions of the LSTM layer.

In 2017, Peters et a [34] introduced a sequence tagger called
TagL M that combines pretrained word embeddings and biLM
embeddings as the representation of the word to improve the
performance of the NER system. Since the output of each layer
of the biLM representsadifferent type of contextual information
[35], Peters et a [33] proposed another embedding, a deep
contexualized word representation, ELMo, by concatenating
al the biLM layer outputs into the biLM embedding with a
weighted average pooling operation. The ELMo embedding
adds CNN and highway networks over the character for each
token as the input. ELMo has been proven to enhance the

http://medinform.jmir.org/2019/4/e14850/
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performance of different NLP tasks such as semantic role
labeling and question answering [33].

Similar to Peters’' ELMo, Akbik et a [36] introduced contextual
string embeddings for sequence labeling, which leverages neural
character-level language modeling to generate a contextualized
embedding for each word input within asentence. The principle
of the character-level LM isthat it isthe same as biL Ms except
that it runs on the sequences of characters instead of tokens.
Figure 3 showsthe architecture of extracting acontextual string
embedding for the word “hypotensive” in a sentence. We can
see that instead of generating a fixed representation of the
embedding for each word, the embedding of each token is
composed of pretrained character embeddings from surrounding
text, meaning the same token has dynamic representation
depending on its context.
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Figure 3. Architecture of extracting a contextual string embedding.
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Deep Neural Network—Based Clinical Named Entity
Recognition Systems

Intheclinical domain, researchersinvestigated the performance
of clinical NER tasks on various types of deep neural network
structures. In 2015, researchers showed it is beneficial to use
the large clinical corpus to generate word embeddings for
clinical NER systems, and they comparatively investigated the
different ways of generating word embeddings in the clinical
domain [37]. In 2017, Wu et a [38] produced state-of-the-art
results on the i2b2 2010 NER task dataset by employing the
LSTM-CREF structure. Liu et al [39] investigated the effects of
two types of character word embeddings on LSTM-based
systems on multiple i2b2/Veterans Administration (VA) NER
task datasets. In 2018, Zhu et al [40] employed acontextualized
LM embedding on clinical data and boosted the state-of -the-art
performance by 3.4% on the i2b2/VA 2010 NER dataset. The
above studies show that, with the development of methods in
text representation learning, especialy contextual word
embedding, more and more hidden knowledge can be learned
from a large unannotated clinical corpus, which is beneficial
for clinical NER tasks. According to the study by Peters et a
[35], contextual word representations derived from pretrained
biLMs can learn different levels of information that vary with
the depth of the network, from local syntactic information to
long-range dependent semantic information. Even without
leveraging traditional domain knowledge such as lexicon and
ontology, deep learning—based NER systems can achieve better
performance than traditional machine |earning—based systems.

Besides using pretrained representation from large unlabeled
corpora, researchers started to integrate prior knowledge into
deep learning frameworks to improve the performance of the
NER system. For example, in the genera domain, Yu and
Dredze [41] created a semantic word embedding based on
WordNet and eval uated the performance on language modeling,
semantic similarity, and human judgment prediction. In another
example, Weston et a [42] leveraged a CNN to generate a
semantic embedding based on hashtags to improve the
performance of the document recommendation task. In the

http://medinform.jmir.org/2019/4/e14850/

clinical domain, Wu et al [43] compared two types of methods
to inject medical knowledge into deep learning—based clinical
NER solutions and found that the RNN-based system combining
medical knowledge as embeddings achieved the best
performance on thei2b2 2010 dataset. In 2019, Wang et al [44]
explored two different architecturesthat extend the bidirectional
LSTM (biLSTM) neural network and five different feature
representation schemesto incorporate the medical dictionaries.
In addition, other studies also use prior knowledge to generate
embeddings [45-49].

To date, no detailed analysis has been published to investigate
thevalue of combining different types of word embeddingsand
prior knowledge for clinical NER. In this study, we made the
following contributions: (1) we proposed an innovative method
to combine two types of contextualized embeddings to study
their effects on the clinical NLP challenge dataset, (2) we
incorporated prior knowledge from semantic resources such as
medical lexicon to evaluate if it could further improve the
performance of the clinical NER system, and (3) we conducted
athorough eval uation on our model swith different sizes of data
to gain knowledge on how much data are needed to train a
high-performance clinical NER system.

Methods

Datasets

For this study, we used two datasets, the 2010 i2b2/VA concept
extraction track dataset and the Medica Information Mart for
Intensive Care |1l (MIMIC-III) corpus. The 2010 i2b2/VA
challenge dataset is annotated with named entities, while the
MIMIC-I1I corpus is unannotated data.

2010 i2b2/VVA Concept Extraction Track Dataset

The goal of the 2010 i2b2/VA concept extraction task is to
identify threetypes of clinical named entitiesincluding problem,
treatment, and test from clinical notes. The origina dataset
includes 349 notesin thetraining set and 477 notesin thetesting
set, which include discharge summaries and progress notes from
three ingtitutions: Partners HealthCare, Beth Israel Deaconess
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Medical Center, and University of Pittsburgh Medical Center.
Since the University of Pittsburgh Medical Center's data have
been removed from the original data set, the portion of discharge
summariesthat is available contains 170 notes for training and
256 for testing. Intotal, thetraining set contains 16,523 concepts
including 7073 problems, 4844 treatments, and 4606 tests. The
test set contains 31,161 concepts including 12,592 problems,
9344 treatments, and 9225 tests.

Medical I nformation Mart for Intensive Carel |l Corpus

The MIMIC-I11 corpus[50] isfrom MIMIC-111 database, which
is alarge, freely available de-identified health-related dataset
that integrates de-identified, comprehensive clinical data of
patients admitted to the Beth Israel Deaconess Medical Center
in Boston, Massachusetts.

The dataset comprises 2,083,180 notes from 15 different note
typesincluding “rehab services,” “ case management,” “general,”
“discharge summary,” “consult,” “radiology,”
“electrocardiography,” “nutrition,” “social work,” “ pharmacy,”
“echocardiography,” “physician,” “nursing,” “nursing/other,”
and “respiratory.”

Embedding Generation

In order to fit our text input into the deep neural network
structure, we generated three types of embeddings: classic word
embeddings, (2) contextualized L M—based word embeddings,
and semantic word embeddings.

Training Classic Word Embeddings

We generated two types of word embeddings based on the
MIMIC-III corpus and a medica lexicon: MIMIC-III
corpus-based embeddings and tagged MIMIC-I11 corpus-based
embeddings. We adopted the Word2Vec implementation
database from Github [51] to train word embeddings based on
the MIMIC-III corpus. We used a continuous bag-of-words
architecture with negative sampling. In accordance with the
results from the study by Xu et al [52], we set the dimension of
embedding as 50.

Training Contextual Language Model—-Based
Embeddings

Besides the word embeddings, we employed two recently
proposed methodsto generate contextual L M-based embeddings:
ELMo embeddings and (2) contextual string embeddings for
sequence labeling (Flair).

Training EL Mo Embeddings

We followed the method introduced by Zhu et al [40] that uses
apartial MIMIC-111 corpus combined with a certain portion of
Wikipedia pages as a training corpus to train the ELMo
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contextual LM intheclinical domain. In moredetail, it combines
discharge summaries and radiology reportsfrom the MIMIC-I11
corpus and all the Wikipedia pages with titles that are items
from the Systematized Nomenclature of Medicine—Clinical
Terms. Such a corpusis trained on a deep neural network that
contains a character-based CNN embedding layer followed by
a two-layer biLSTM. Details have been published elsewhere
[40].

Training Contextual String Embeddingsfor Sequence
Labeling

Akbik et a [36] proposed a new method to generate a neural
character-level LM. The paper shows the state-of-the-art
performance on the Conference on Computational Natural
Language Learning 2003 NER task dataset. The LM for the
genera domainispublicly accessible. The author also integrates
all the codes into an NLP framework called Flair. It achieved
great success on the data in the genera domain. However,
according to the research by Friedman et a [53], clinical
language has unique linguistic characteristics compared with
general English, which make models generated from the public
domain poorly adaptable to clinical narratives. It is demanding
to train the LM on the clinical corpus to better support the
clinical NER task. For training corpus preparation, wefirst did
sentence segmentation on the entire corpus, then we randomly
selected 1500 sentences as the testing set and another 1500
sentences for the validation set. The remaining part serves as
the training set. For the hyperparameters, we kept the default
setting: learning rate as 20.0, batch size as 32, anneal factor as
0.25, patience as 10, clip as 0.25, and hidden size as 1024.

Training Semantic Word Embeddings

Injecting domain knowledge into the deep learning model is a
potential way to further improve the performance of the NER
system. According to the results by Wu et al [43], combining
medical knowledge into the embedding outperformsthe method
of representing it as a one-hot vector. Therefore, we similarly
created the embedding to represent medical lexicon and fed it
into the deep learning framework in our study. More specifically,
weinitially generated alexicon dictionary based on a subset of
semantic categories in the Unified Medical Language System.
We then identified all the lexicon occurrences in the corpus
using the dictionary and replaced them with semantic categories.
Figure 4 shows an example of the conversion. In the example
sentence of “No spontaneous thrombus is seen in the left
atrium,” “thrombus” isreplaced with thetag “ DISORDER” and
“left atrium” is replaced with two “BODYLOC” tags. In this
way, we can integrate semantic information into the word
embeddings. For the embedding generation, we use the same
setting as in the previous section.
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Figure 4. One example of converting the sentence into the tagged sentence.

Jang et d

No spontaneous thrombus is seen in the left atrium

No spontaneous DISORDER is seen in the BODYLOC BODYLOC

Deep Neural Network Architecture

After we generated all the embeddings, we started to fit them
as the input into our deep neural network for the supervised
training stage. Since each type of embedding isgenerated using
one method, meaning each represents different aspects of
knowledge from the large corpus, combining themisan obvious
solution to potentially further improve the performance, which
has also been proven by clinical NER studies[40,43]. Although
there are many options to combine multiple embeddingsin the
deep neura network system such as weighting [54] and
ensemble [55], in this study, we adopted the most

straightforward way, which is simply concatenating them as
the input.

We used the biL STM-CRF sequence |abeling modul e proposed
by Huang et a [56]. Figure 5 showsthe architecture of thewhole
deep neural network structure; theinput isthe embedding layer,
which is concatenated by different types of embeddings as
described in the previous section. Before we extracted
embeddings for tagged word embedding, we used the same
medical lexicon—-based tagger to replace the tokens with the
semantic tags. All the embedding inputs went through the
biLSTM layer to generate forward and backward output, which
was used to calculate the probability score by CRF layers. On
the top, the prediction was given by a SoftMax layer.

Figure5. Deep neural network structure with combined embeddings. Bi-L STM: bidirectional long short-term memory; CRF: conditional random field.

SoftMax 0 - 0 —{ B-Problem — [|-Problem —* I-Problem
CRF Layer 0 I 0 —+ B-Problem |—— I-Problem [—* I-Problem
i T i I I

Bi-LSTM e i — ha—

Ly & ~ A
Embedding Word embedding || Contextualized embedding (flair + ELMO) || Semantic embedding

& A ' 4

| | | |
Sentence He —s has — type s 2 — diabetes

Training the Deep Neural Networ k—Based Sequence
Tagger

For the implementation, we employed Flair [57], which is a
simple framework for NLP tasks including NER and text
classification. We used the default hyperparameter setting in
Flair, and we used the following configuration: learning rate as
0.1, batch size as 32, dropout probability as 0.5, and maximum
epoch as 500. The learning rate annealing method is basically
the same as the default: we half the learning rateif the training
loss does not fall for the consecutive “patience” number of

http://medinform.jmir.org/2019/4/e14850/

RenderX

epochs. We set the patience number to 12 in this study. A
TITANV (NVIDIA Corporation) graphics processing unit was
used to train the model. We took about 4 hours to train our
model each time.

Evaluation

In order to get more reliable results, we ran each model three
times. For the measurement of each running, we used precision,
recall, and F-1 score.
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Results

Table 1 shows the performance of the challenge winner system
and different deep neural network systems. We used four
benchmarks as our baseline systems, and then we reported the
performance of the systems when adding ELMo embeddings,
Flair embeddings, and tagged embeddings one at a time. All
eval uation scores were based on exact matching. For thebaseline
systems, the first one isthe semi-Markov model, devel oped by
Debruijn et al [13], which reported an F-1 score of 85.23%. The
second and third baselines are both based on the LSTM mode!,
and they reported F-1 scores of 85.78% and 85.94%,
respectively. The last baseline is the best result for the
nonensemble models from Zhu et a [40], which used ELMo
embedding. Thethree baseline systems used the original corpus
(training: 349 notes; test: 477 notes), all other systems are based
on the existing modified corpus (training: 170 notes; test: 256
notes). To start, we combined word embeddings with ELMo
and Flair embeddings, respectively. Both models achieved an
F-1 score of 87.01%, which is alittle bit higher than what was

Table 1. Performance of all the models on the 2010 i2b2/VA dataset.

Jang et d

reported by Zhu et a [40]. After combining word embeddings
with ELMo and Flair embeddings, the F-1 score increased to
87.30%. When the word embedding on the tagged corpus was
incorporated, the performance was further improved to 87.44%
for the F-1 score.

In order to test if the improvement between different resultsis
statistically significant, we conducted a statistical test based on
results from bootstrapping. From the prediction result of the
test set, we randomly selected 1000 sentences with replacement
for 100 times and generated 100 bootstrap data sets. For each
bootstrap data set, we evaluated F-measures for three pairs of
results: (1) “biLSTM + ELM0” and“biLSTM + ELMo + Flair,”
(2) “biLSTM + ELMo + Flair” and “biLSTM + ELMo + Flair
+ semantic embedding,” and (3) “biLSTM + ELMo by Zhu et
al [40]” and “biLSTM + ELMo + Flair + semantic embedding.”
After that, we adopted a Wilcoxon signed rank test [58] to
determineif the differences between F-measuresfrom thethree
pairs were dtatistically significant. The results show that the
improvement of F-measuresfor all three pairswere statistically
significant (P values were .01, .02, and .03, respectively).

Model F-1 (%) Precision (%) Recall (%)
Hidden semi-Markov? 85.23 86.88 83.64
LSTMP by Liu et a [39]2 85.78 —° —°

LSTM by Wu et al [43]2 85.94 85.33 86.56
BILSTMY + EL Mo by Zhu et al [40)2 86.84 (0.16) 87.44 (0.27) 86.25 (0.26)
BiLSTM + Flair 87.01 (0.18) 87.54 (0.15) 86.49 (0.21)
BiLSTM + ELMo 87.01 (0.24) 87.64 (0.19) 86.40 (0.30)
BiLSTM + ELMo + Flair 87.30 (0.06) 87.78 (0.09) 86.85 (0.07)
BiLSTM + ELMo + Flair + semantic embedding 87.44.(0.07) 88.03 (0.14) 86.91 (0.10)

3\odel is trained using the complete dataset of i2b2 2010, which contains 349 notes in the training set and 477 notes in the test set.

bLSTM™: long short-term memory.
®Not reported.
9BiLSTM: bidirectional LSTM.

Discussion

Principal Findings

NER is afundamental task in the clinical NLP domain. In this
study, we investigated the effects of combinations of different
types of embeddings on the NER task. We also explored how
to use medical lexicon to further improve performance. Based
on the result, we found that either ELMo or Flair embeddings
could boost the system’s performance, and combining both
embeddings could further improve the performance. Although
both ELMo and Flair embeddings use biLM to train the LM on
MIMIC-III corpus, they actually generate the contextualized
word embeddingsin different ways. ELMo concatenates all the
biLM layersto represent all different levels of the knowledge,
while Flair embedding is generated by a character-level LM.
Character-level LM is different from character-aware LM [59]
since it actually uses word-level LM while leveraging
character-level features through a CNN encoding step. It was

http://medinform.jmir.org/2019/4/e14850/

composed by the surrounding text's embedding in the
character-level. The difference between ELMo and Flair
embeddings could explain the reason why they can play
complementary rolesin the model.

The results show that adding semantic embeddings could further
improve performance. According to the study by Peters et al
[35], the lower biLM layer specializes in local syntactic
relationships, while the higher layersfocus on modeling longer
range relationships. Those relationships are learned from the
pure clinical corpus without any resources from outside such
as medical lexicons and ontologies. This study shows an
effective way to incorporate domain knowledge into the deep
neural network—based NER system.

A large amount of training data is required to achieve success
when applying deep learning a gorithms[60]. Within the general
domain, it is more difficult to accumulate a large size of the
annotated corpus for most of the clinical NLP tasks since it
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usualy requires the annotator to have in-depth domain
knowledge. Contextualized word embeddings, as an effective
way of transferring the knowledge from the large unlabeled
corpus, could address the issue of lack of training data.
According to the results, by only using the small size of the
training corpus (170 notes), contextualized word
embedding—based models could achieve better performance
than the models that use the large size training corpus (349
notes). To further investigate the effectiveness of transfer
learning in our proposed models, we compared the performance
of our best model generated from different sizes of thetraining
data. Table 2 shows the F-1 score for the model “biLSTM +
ELMo + Hair + semantic embedding” on randomly selected
80%, 60%, 40%, 20%, and 10% of the training data.
Surprisingly, we found that using only 40% of the training
corpus could achieve comparable performance as the original
state-of -the-art traditional machinelearning—based system. Even
using 20% of the training corpus, the model’s F-1 score is still
more than 80%. This result indicates that contextualized word

Jang et d

representation could potentially be an effective way to reduce
thesize of thetraining corpus, which could significantly improve
the feasibility of applying deep learning to real practice.

Besides the performance reported in the Results section, we
also recorded the change of performance for our proposed
models during the fine-tuning stage. Table 3 shows the F-1
scoreon 1, 20, 40, and 60 epochsfor our three models. On epoch
1, comparing to only word embeddings, any contextualized
word embedding boosts the F-1 score. This is mostly because
pretraining on contextualized word embeddings is very
beneficial for the task of named entity recognition. This proves
that the LM is a good way for pretraining that can be adapted
to different downstream NL P tasks. Another interesting finding
is that even though the model ELMo achieved the best
performance among our three models, it was surpassed by the
other two models on later epochs, which indicates that during
the optimization process, the best starting point does not
necessarily lead to the best local optimal solution.

Table 2. Performance of the best model training, BiLSTM?+ ELMo + Flair + semantic embedding, on different sizes of the training corpus.

Amount of training data (%) F-1 (%) Prec (%) Rec (%)
10 71.13 69.59 72.74
20 82.05 81.92 82.18
40 85.36 85.83 84.90
60 86.33 86.81 85.86
80 86.92 87.42 86.43

@i STM: bidirectional long short-term memory.

Table 3. F-1 score for our proposed models on different epochs.
Model 1 epoch (%) 20 epochs (%) 40 epochs (%) 60 epochs (%)
Classic word embedding 61.23 75.67 78.11 79.52
Classic word embedding + ELMo 76.18 85.64 85.68 86.63
Classic word embedding + ELMo + Flair 73.28 85.33 85.97 86.96
Classic word embedding + ELMo + Flair + semantic embedding 74.38 85.85 86.46 87.13

Limitations

This study has some limitations. For contextualized embedding
generation, we followed others' research methods and didn’t
test different configurations for LM training. For example, for
EL Mo embeddings, we followed the work of Zhu et al [40] for
Flair embedding generation and kept the same configuration as
seen in the work by Akbik et al [36]. For the fine-tuning stage,
we only fine-tuned alimited set of hyperparameters including
learning rate and patience. For domain knowledge integration,
there are a lot of options that could be explored to merge the
lexicon information into the input of the deep neural network
structure. In this study, we only tried one way to represent it in
the form of word embeddings. In this paper, we studied two
contextualized embeddings: ELMo and Flair. In the future, we
plan to test our framework by adding bidirectional encoder

representations from transformers, which is another popular
contextualized embedding [61].

Conclusions

In this study, we investigated the effects of the combination of
two contextualized word embeddingsincluding ELMo and Flair
and clinical knowledgefor theclinical NER task. Our evaluation
on the 2010 i2b2/VA challenge dataset shows that using both
ELMo and Hair embeddings outperforms using only ELMo
embeddings, which indicates its great potential for the clinical
NL P research. Furthermore, we demonstrate that incorporating
the medical lexicon into the word representation could further
improve the performance. Finally, we found that adopting our
best model would be an effective way to reduce the size of the
required training corpus for the clinical NER task.
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Abstract

Background: Research on disease-disease association (DDA), like comorbidity and complication, provides important insights
into disease treatment and drug discovery, and a large body of the literature has been published in the field. However, using
current search tools, it is not easy for researchers to retrieve information on the latest DDA findings. First, comorbidity and
complication keywords pull up large numbers of PubMed studies. Second, disease is not highlighted in search results. Finally,
DDA isnot identified, as currently no disease-disease association extraction (DDAE) dataset or tools are available.

Objective: Asthere are no available DDAE datasets or tools, this study aimed to develop (1) a DDAE dataset and (2) a neural
network model for extracting DDA from the literature.

Methods: In this study, we formulated DDAE as a supervised machine learning classification problem. To develop the system,
wefirst built aDDAE dataset. We then empl oyed two machine learning models, support vector machine and convol utional neural
network, to extract DDA. Furthermore, we evaluated the effect of using the output layer as features of the support vector
machine-based model. Finally, weimplemented large margin context-aware convolutional neural network architectureto integrate
context features and convolutional neural networks through the large margin function.

Results: Our DDAE dataset consisted of 521 PubMed abstracts. Experiment results showed that the support vector machine-based
approach achieved an F1 measure of 80.32%, which is higher than the convolutional neural network-based approach (73.32%).
Using the output layer of convolutional neural network as a feature for the support vector machine does not further improve the
performance of support vector machine. However, our large margin context-aware-convolutional neural network achieved the
highest F1 measure of 84.18% and demonstrated that combining the hinge loss function of support vector machine with a
convolutional neural network into asingle neural network architecture outperforms other approaches.

Conclusions: To facilitate the development of text-mining research for DDAE, we developed the first publicly available DDAE
dataset consisting of disease mentions, Medical Subject Heading | Ds, and rel ation annotations. We devel oped different conventional
machine learning models and neural network architectures and evaluated their effects on our DDAE dataset. To further improve
DDAE performance, we propose an large margin context-aware-convolutional neural network model for DDAE that outperforms
other approaches.

(IMIR Med Inform 2019;7(4):€14502) doi:10.2196/14502
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Introduction

Background

The origin and treatment of disease is an important research
field in the life sciences, covering a wide range of research
topics such as comorbidity, complication, genetic disorder, drug
treatment, and adverse drug reaction. As disease isinvolved in
many areas, new scientific findings are frequently made or
updated.

Disease-disease association (DDA) is an important research
topic in the biomedica domain [1-5]. The influence of one
disease on others is wide ranging and can manifest in any
patient. Diabetes, for example, may cause macrovascular
diseases [6], such as cardiovascular disease [7] and
cerebrovascular disease [8]. Treating a disease without
consideration of potential DDAs may result in poor treatment
outcomes. Therefore, DDAs are often a prime concern for
researchers and doctorsinvolved in drug discovery and disease
treatment. Figure 1 illustrates examplesof DDAsin theliterature
(refer to Multimedia Appendix 1 for more examples, including
comorbidity, complications, general associations, and risk
factors). There have been several studies attempting to generate
disease connectivity networks [3-5]. However, the enormous
and rapidly growing disease-related literature has not been
utilized.

Finding DDA in the literature is a time-consuming and
challenging task for researchers. First, there are huge numbers
of DDA papers to sort through, and existing search engines,
such as PubMed, do not mark up all relevant disease mentions
in search results. Although there are text-mining tool s available

Figure 1. Disease-disease association extraction examples.

that could automaticaly identify diseases [9-11], genes
[10,12,13], chemicals [14,15], and associations among them
[16-22], they have not been integrated into a singleinterface to
assist researchersin searching through thelatest DDA findings.
Themain obstaclein creating aDDA extraction (DDAE) system
is the lack of a relevant dataset. Moreover, only a few
text-mining approaches [23] are suitable for extracting DDA.

In this study, we compiled a DDAE dataset consisting of 521
annotated PubMed abstracts. Asit ishard for ahuman annotator
to distinguish one DDA type from another without reading a
broader context, such as a whole paragraph, we therefore
annotated only 3 DDA types. positive, negative, and null
associations:

1. Positive associations include comorbidity, complications,
physical associations, and risk factors.

2. Negative associations are counted when the text clearly
states that there is no association between 2 diseases.

3. Null associations are annotated when 2 diseases co-occur
in a sentence, but no association is stated, suggested, or
apparent.

In this study, we formulated DDAE as a supervised machine
learning (ML) classification task in which, given a sentence
containing a disease pair, the goal was to classify the pair into
one of the DDA types. For classification, we employed 2
machine learning models, support vector machine (SVM) [24]
and convolutional neural network (CNN) [25]. We compared
different combinations of SVM and CNN to maximize
performance, arriving at a novel neural network architecture,
which we termed as large margin context-aware CNN
(LC-CNN). LC-CNN achieved the highest F1 measure of
84.18% on our DDAE test set.

Theme;

“Association {_

[Disease] a

Theme

|Di_sea_se| Disease

HZ and its most common complication, termed p:}stherpetic neuralgia (PHi\i), often cause long-term
psychological distress and physical disabilities leading to profoundly negative impacts on the quality of

patients' lives.

postherpetic neuralgia was a complication of HZ [PMID:23088666]
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In multivariate logistic regression, psoriasis and diabetes were found to be independent risk factors for
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erectile dysfunctian with estimated odds ratios of 2.28 (CI 95%, 1.40-3.27) and 3.49 (CI 95%, 1.40-8.66),

respectively.

psoriasis and diabetes were risk factors of erectile dysfunction [PMID:25118566]
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Related Work

In this section, we first review published disease annotation
datasets. Then, we briefly review different methods of relation
extraction in biomedical domains.

Disease Annotation Datasets

Before identifying DDAS, we have to identify diseases in the
text first. Fortunately, there are many datasets for developing
such disease name recognition and nhormalization systems. The
National Center for Biotechnology Information (NCBI) disease
dataset [26] isthe most widely used. For instance, Leaman and
Lu [9] proposed a semi-Markov model trained on an NCBI
disease dataset that achieved an F1 measure of 80.7%. However,
DDAs are not annotated in the NCBI dataset abstracts, limiting
its usefulness for the DDAE task.

AsDDAscan giveinsightsinto disease etiology and treatment,
many studies focus on generating DDA networks [1-5]. For
example, Sun et a [4] used disease-gene associations in the
Online Mendelian Inheritance in Man [27] to predict DDAS
with similar phenotypes. Bang et al [3] used disease-gene
relations to define disease-disease network, and the causalities
of disease pairs are confirmed through using clinical resultsand
metabolic pathways. However, the constructed networks lack
text evidence and therefore cannot be used to develop aDDAE
dataset.

Xu et a [23] proposed a semisupervised iterative
pattern-learning approach to learn DDA patterns from PubMed
abstracts. They constructed a disease-disease risk relationship
knowledge base (dRiskK B) consisting of 34,000 unique disease
pairs. However, there are some limitations of dRiskKB that
make it hard to use in developing DDAE systems. First,
dRiskKB only provides positive DDA sentences. Owing to the
lack of negative instances, it cannot be used to train ML-based
classifiers. In addition, asthe development of dRiskKB isbased
on apattern-learning approach, it only includes DDA sentences
with very simple structures and thusis not ideal for training a
DDA system capable of analyzing complicated sentences.

To solve the above problems, we developed a DDAE dataset.
Our dataset was different from dRiskK B in 3 aspects. First, our
DDAE dataset contained positive, negative, and null DDAS.
Second, it did not use patterns to annotate DDAs and therefore
included DDA sentences with more complex expressions.
Finally, it annotated DDAS in the entire abstract, allowing an
ML-based classifier to use document-level features.

Relation Extraction

Rule-based approaches are commonly used in new domains or
tasksthat do not have large-scale annotated datasets. Leeet d’s
[28] approach is an example. They extracted protein-protein
interactions (PPls) from plain text using handcrafted dependency
rules. Their approach did not require a training set, but it
achieved ahigh precision of 97.4% ontheArtificial Intelligence
in Medicine (AlMed) dataset [29]. However, it was difficult for
them to create rules that can extract al PPIs, and their system,
therefore, achieved a low recall of 23.6%. Moreover, Nguyen
et a [30] used predicate-argument structure (PAS) [31] rules
to extract more general relations including PPI and drug-drug
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interaction. Their rules detected PPIs by examining where
relation verbs and proteins arelocated in the spans of predicates
and arguments. Their approach required less effort to design
rules and was able to adapt to different relation types. Compared
with Lee et a’s system, it achieved a higher recall of 52.6% on
the AlMed dataset but alower precision of 30.4%.

ML-based approaches can usually achieve relatively higher
performance than rule-based ones. For instance, Zhang et al
[32] used hybrid feature-based and tree-based kernels
implemented with SVM-LIGHT-TK [33] for PPl extraction.
The feature-based kernel uses SENNA (Semantic/syntactic
Extraction using a Neural Network Architecture)’s pretrained
word-embedding model [34]. In the tree-based kernel
configuration, the sentence dependency structure is used as
input. The structure is decomposed into substructures and then
transformed into one-hot encoding features for SVMs. Zhang
et al’s approach achieved an F score of 69.7% on the AIMed
dataset, which is higher than Lee et a’s 26.3% and Nguyen et
al’s 38.5%.

In addition to sentence-level features, document-level features
are also useful in relation extraction. Peng et a [17] proposed
an SVM-based approach for document-level chemical-disease
relation (CDR) extraction. They used statistical features, such
as whether a chemical or disease name appears in the title, to
classify document-level chemical-disease pairs. By adding the
features, they improved their F score from abaseline of 46.82%
to 57.51% on the BioCreative V CDR dataset [35]. Our
LC-CNN is partly inspired by Peng et a’'s [17] dtatistical
features; our context vector adopts document-level featuresfor
sentence-level DDA classification.

Although the abovementioned feature-based approaches have
made gains in many relation extraction tasks [36-39], it is
difficult to find novel featuresto further improve performance.
Several researchers are exploring deep learning approaches as
a way forward. For instance, Peng and Lu [39] proposed a
multichannel dependency-based CNN model (McDepCNN).
McDepCNN uses 2 channels to represent an input sentence.
One is the word-embedding layer, whereas the other is the
head-word-embedding layer. Each embedding layer concatenates
pretrained word-embedding vectors, one-hot encodings of part
of speech, chunks, named entity |abels, and dependency words.
In PPl prediction, Peng and Lu’'s CNN model achieved F scores
of 63.5% on AIMed and 65.3% on Biolnfer.

For drug-drug interaction extraction, Lin et al [20] proposed a
syntax CNN (SCNN) that integrates syntactic features, including
words, predicates, and shortest dependency paths into a CNN.
They trained their model with word2vec [40] and the Enju parser
[31]. The Enju parser breaks the sentence into PASs, and
non-PAS words or phrases are removed. The pruned sentences
are then used to train the word-embedding model. Their
approach achieved an F score of 68.6% on the 2013
DDIExtraction dataset.

Our LC-CNN was aso inspired by Zhao et a’s [20] SCNN
architecture with 3 main differences. First, we replaced the log
loss function with the hinge loss function. Second, SCNN uses
afully connected layer for traditional features before merging
them with the CNN’s output. However, LC-CNN directly

JMIR Med Inform 2019 | vol. 7 | iss. 4 |€14502 | p.91
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

merges the CNN’s output with traditional features. Finaly,
SCNN'straditional features only use sentence-level information,
whereas LC-CNN also uses both sentence-level and
document-level features.

Methods

Study Process

In this section, we have first described the process of DDAE
dataset construction. We then introduced our LC-CNN
architecture in subsection The Neural Network Architecture.
Further, we described each layer of LC-CNN in subsection
Composite Embedding Vector to Output Layer of Combined

Lai et al

Sentence and Context Vector. Finally, we introduced backward
propagation for learning parameters of each layer.

Dataset Construction

The process of DDAE dataset construction is illustrated in
Figure 2. Our DDAE dataset consisted of abstracts found in
PubMed. To generate PubMed search queries related to DDA,
we selected all disease nodes of the MeSH [41] tree whose tree
number prefix startswith C and F, indicating diseases. We then
selected any nodes related to human diseases. This produced a
list of approximately 4700 disease names, which we then used
to retrieve 236,000 abstracts whosetitles or content contain one
or more query terms.

Figure 2. Disease-disease association extraction dataset construction process. MeSH= Mesdical Subject Headings.
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As some of these abstracts do not contain any DDAS, we used
simple heuristic rules and a di sease name recognizer/normalizer
to select abstractswith ahigher likelihood of containing DDAS.
The process was as follows:

1. We selected only abstracts published from 2013 to 2017.

2. We used DNorm [42] to annotate disease mentions and
their Medical Subject Heading (MeSH) IDs in these
abstracts.

3. Toensurethat the selected abstracts contain rich DDAsfor
training classifier, we removed abstracts that have fewer
than 3 sentences that contain at least two different disease
MeSH IDs.
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4. To ensure the selected abstracts contain at least one DDA,
we applied a DDA-adapted version of Lee et d’s [28]
dependency tree-based relation rules and removed any
abstract not matched by any rule.

5. Werandomly selected 521 abstracts from the remaining
abstracts for annotation.

For the manua annotation step, we employed 2 biomedical
specidists. Annotator 1 isaPhD candidate in a bioinformatics
program, whereas Annotator 2 is a full-time research assistant
in a hospital. Both have at least 6 years of biomedica
experience. After agreeing oninitial annotation guidelines (refer
to Multimedia Appendix 1—Annotation Guideline), they used
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the brat rapid annotation tool [43] to annotate 10 abstracts and
then compare results. In the first independent annotation
processing, Cohen kappaval ue was 34%. Once both annotators
agreed that all annotations that indicate consistency is
satisfactory, they each annotated all remaining abstracts. Thus,
each abstract was annotated independently twice. Inconsistent
annotations were resolved afterward through discussion. The
final Cohen kappa value was 76%.

The Neural Network Architecture

We formulated relation extraction as a classification problem
in which, given a sentence containing a mention pair, the goal
was to classify the pair into one of relation types. For
classification, we propose an LC-CNN architecture asillustrated
in Figure 3. The network is fed input in 2 forms. sentence
representation and context representation (CR). Sentence
representation is a Ny, X T matrix representing the sentence.

Lai et al

Nep @nd T are the length of composite embedding vector and
the length of the sentence, respectively. The sentence
representation uses only word embedding, part of speech (POS)
encoding and Named Entity (NE) distance information, and
parameters are learned through the next CNN and max-pool
layers, which outputs an m-dimension sentence-level feature
vector. The CR is afeature-rich n-dimension vector containing
both syntactic and document-level features, such aswhether the
disease pair also appears in the title. Next, the m-dimension
vector and the n-dimension vector are concatenated to form the
final feature vector with (nm+n) dimension. To compute the
confidence of each relation type, the feature vector is fed into
afully connected layer, where we use alinear activation function
with categorical hinge loss [44]. The output layer is a
three-dimensional vector, with each dimension vaue
representing the confidence of a predefined relation type.

Figure 3. Large margin context-aware convolutional neural network (LC-CNN) architecture. BOW: Bag of words; POS: Part of speech; NE: Named

Entity.
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Composite Embedding Vector

In a sentence, each word is represented as a composite
embedding vector, as shown in Figure 3 (or in Multimedia
Appendix 2). A composite embedding vector consists of 3 parts:
word embedding, POS one-hot coding, and the distance between
the word and disease pair. A matrix represents a sentence. The
matrix contains the composite embedding vectors in the
sentence, each placed inthe order initsrow. The sentence matrix
isamatrix of size Ny, X T, whereng,, is the dimension of the
composite embedding vector and T represents the maximum
length of the sentence in the dataset.

Word Embedding

The embedding of aword is a mapping of the word to a vector
of real values. Generally, the word embeddings of semantically
similar words are closer together in the vector space. Word
embedding learned by neural networks has been demonstrated
to be able to capture linguistic regularities and patterns in
language models[40]. Therefore, itiscommonly used in features

http://medinform.jmir.org/2019/4/€14502/
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in popular NN approaches, such as CNN [20,39] and long-short
term memory (LSTM) [19]. In general, word embeddings are
learned from large corpora such as Wikipedia or PubMed. For
example, Pyysalo et a [45] applied word2vec to learn word
embeddingsfrom different texts, including Wikipedia, PubMed
abstracts, and PubMed Central full-text papers, and devel oped
aword-embedding lookup dictionary. Here, we employed their
dictionary to generate word embeddings.

Part of Speech

The embedding of a word is a single vector and, therefore,
cannot fully represent the multiple syntactic/semantic roles of
aword like good, which can be either an adjective or a noun.
The POS feature is designed to provide syntactic information
(part of speech) to help the model separate the different semantic
senses of aword. We used Zhao et a’s[20] approach, in which
similar POSs are assigned to the same group. We divided POSs
into 11 groups, including adjectives, adverbs, articles,
conjunctions, foreign words, interjections, nouns, prepositions,
pronouns, punctuation, and verbs. If aword belongs to a POS
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group, the corresponding bit value will be 1; otherwise, it will
be 0.

Named Entity Distance

Zeng et a [46] proposed the use of NE distance (position
features) toimprovea CNN by keeping track of how closewords
are to the target nouns. We adopted their NE distance in this
study. The NE distance feature is atwo-dimensional vector (d;,
d,). d; and d, represent the distance (number of words) between
the current word and the first and second diseases of the pair.

Context Representation Layer

Contextual information, such as pair and document information,
is very useful for classification and has been widely used in
previous research. The purpose of wusing contextual
representation isto introduce traditional contextual featuresinto
a neural network architecture through simple representation.
We can then apply the fully connected layer to the context vector
to obtain a condensed vector that combines 2 different
representations.

Herearethefeaturesused in our contextual representation (refer
to Multimedia Appendix 3 for more details).

Bag of Words

Word embedding has been shown to represent abstract
information about words. However, word embedding can
sometimes change the original meaning of aword. For example,
not usually appears in negative relation statements. However,
in the word2vec model trained on news, the 3 words most
similar to not are do, did, and anymore. This violates our
intuition that don’t, doesn’t, and isn't are more similar to not
in the relation statement. As the embedded vector words of
certain words may differ in the news and biomedicine domains,
we use BOW features for context vector. Our BOW features
include unigram, bigram, and surrounding diseases.

Part of Speech

The POS tags are commonly used for relation extraction. We
used one-hot encoding to represent each word’'s POS tag type.

Named Entity I nformation

The number of diseases is useful when classifying relations.
We used 3 different features to capture information, including
the following:

1. The number of tokens between disease pairs.
2. The number of diseases between disease pairs.
3. The number of diseases in the sentence.

Document-Level I nformation

Biological papersusually follow acertain flow to describe their
experimental and scientific findings. Therefore, article structure
often provides valuable information about relations. We used
2 types of document-level feature, core pair and pair location.
The core pair features indicate whether the current diseaseisa
top-3 frequent disease pair in the article. The 3 most frequent
pairs are treated as 3 features. The pair location feature is used
to indicate the position of the sentence containing the relation
inthearticle. If the sentenceisthearticletitle, it usualy contains
the subject of the article, which might be arelation investigated

http://medinform.jmir.org/2019/4/€14502/
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inthe paper. Similarly, if the sentenceisthe last sentence of the
abstract, it may summarize the main scientific discovery of the
article. We used 3 binary featuresto represent rel ation pairsthat
appear in the title, the first sentence of the abstract, the last
sentence of the abstract.

Output Layer of Combined Sentence and Context
Vector

We used My = [SF Cr] to represent the concatenation of
sentence representation sr and context representation cr. The
size of the vector Mypcat IS Negneat = Ny + Ng- We then applied
afully connected layer to My, t0 Obtain a3D vector out, each
value of which refersto the confidence of apredefined category.

out = Wy X Meonear + Biasyy
W, isamatrix with asize of ng; X Ngnear @Nd Bias,,; isabias
matrix with asize of ny, X 1. Ny is the number of predefined
categories. out isthe output of thisfully connected layer and is
defined as matrix W,,; multiplied by matrix mg,..., plus bias
Bias,,; Therefore, thesize of outisny, x 1. out isthefinal output
of the prediction, and each dimension value of out refersto the

score of its predefined category. out is calculated by a linear
activation function, the values of out couldbe R x R x R.

Backward Propagation With LargeMargin L oss
We used the following parameters:

1 kweight matrices, convWf each with asize of nex f. Here,
neisthe size of the input embedding vector of aword, and
f isthe window size of the filter.

2.k biases, convBf, each with size of nex 1.

3. Weight matrix Wsr with a size of nsr x npool. Here, nsr is
the output dimension of sentence vector and a
hyperparameter.

4. BiasBiassr with asize of nsr x 1.

5. Weight matrix wout with a size of nout X nconcat. Here,
nout is the number of relation types.

6. BiasBiasmaxF with asize of nout x 1.

In forward propagation, given those parameters, we calculated
out with the methods mentioned in section The Neural Network
Architecture to Context Representation Layer. In backward
propagation, gradient descent is used to learn these parameters
through minimizing the hinge loss of out. Given a sentence and
its disease-disease pair, we defined a vector y as the pair's
relation label vector. yisa3D vector, and each dimension value
of y represents the score of one relation type. According to the
definition of hingeloss[44], thevalueiseither -1 or 1. 1 means
that the pair belongs to the relation type, whereas —1 means it
does not. Therefore, one value of the 3D vector must be 1, and
the others must be —1. For instance, the 3 vectors <1, -1, —1>,
<-1,1,-1>,and <1, -1, 1> indicatethat 3 vectorsare Positive,
Negative, and Null, respectively. We used the hinge lossfunction
to evaluate the loss between prediction out and itstruth label y;
alarger lossindicatesalarger gap between out and y. The hinge
loss function is defined as follows:

|OSS(OUt, y):wmi=1tonout(max(l -Yi * OUth O))/nout
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Here, y; is the i-th dimension value of y. out is calculated by

using forward propagation (sections The Neural Network
Architecture to Context Representation Layer), and each
dimension value of o refers to the prediction score of one
predefined relation type. out; isthei-th dimension value of out.

out; belongsto R. If out; is a positive value, then the pair may
be the i-th relation type. Otherwise, if out; is a negative value,
then the pair isless likely to be thei-th relation type.

In the equation, 1 isthe value of the decision boundary. Ideally,
y;, * out; will be larger than the decision boundary value. If y;

and out; have the same sign, then y; * out; will be a positive
value belong to R. If y; * out; is larger than the decision
boundary value 1, then the loss(out, y) must be 0. If y; * out; is

smaller than the decision boundary value 1, then the loss(out,
y) must be 1 - y; * out; which is equal to the cost. If y; and out;

are different signs, then y; * out; will be a negative value € R.
Therefore, the loss(out, y) is avalue greater than 1.

Given the training set
7=y i=1,...,N},

X isthei-th instance in the training set, y" is its |abel vector,
and N is the number of training instances. Weight learning
consists of the following optimization:

Table 1. Summary of disease-disease association extraction dataset.

Lai et al

argmi nconv\/\lf, convBf, Wst, Biassr, Wout, Biasout lOSS(OULY)

Finally, mini-batch stochastic gradient descent [47] is applied
to update the learned parametersin each iteration.

Results

Dataset

Currently, there are no available annotated datasets for training
DDA extraction systems. To create one, we used our DDAE
dataset development process, described in section Dataset
Construction. The DDAE dataset consists of 521 annotated
abstracts. After annotation, we used Cohen kappa coefficient
to evaluate annotation consistency. The final kappa value is
76%, suggesting a high level of agreement.

For the experimentsin this study, we divided our DDAE dataset
into atraining set of 400 abstractsand atest set of 121 abstracts.
Before testing, we tuned the hyperparameters on one-third of
abstracts randomly chosen from the training set called tuning
set. Finally, our classifiers were trained on the whole training
set and evaluated on the test set. A summary of thefinal DDAE
dataset is shown in Table 1.

Type Training set, n Test set, n Total, n
Abstracts 400 121 521
Sentences 4820 1549 6369
Diseases 9522 2824 12,346
Total pairs 9086 2419 11,505
Positive pairs 2538 623 3161
Negative pairs 126 35 161
Null pairs 6422 1761 8183

Experiment Setup

We conducted 3 experimentsto evaluate our LC-CNN. Thefirst
experiment was designed to measure the effects of different NN
architectures and ML models. In the second experiment, we
evaluated the effects of different approaches combining context
featureswith NN methods. Inthe third experiment, we evaluated
the effects of different word embeddings. The hyperparameters
are listed in Multimedia Appendix 4. The performances of

http://medinform.jmir.org/2019/4/€14502/

experiments on the tuning set can be found in Multimedia
Appendix 5.

Our system isimplemented on TensorFlow with Kerasand runs
on an Nvidia GTX 1080ti GPU. The process used in our
experiments to generate the word-embedding model can be
found in Multimedia Appendix 6.

Evaluation Metric

We used the F1 measure to evaluate system performance. The
precision and recall are defined as given in Figure 4.
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Figure 4. Precision and recall formula.

Lai et al

number of correctly predicted positive and negative pairs

Precision =

number of predicted positive and negative pairs

number of correctly predicted positive and negative pairs

Recall =

number of positive and negative pairs

2 X Precision X Recall

F1 — measure =

Experiment 1—Perfor mance Comparison With Other
Models

The performance comparison between LC-CNN and different
methods is listed in Table 2. It shows the performances on the
tuning and test sets. The NN models (models 1 to 3) use only
sentence representation. The CRgss entropy @d SVM methods
useonly CR. CRoss entropy ISiMplemented using asingle hidden
fully connected layer with the context vector asitsinput layer,
and its architecture can be found in Multimedia Appendix 7.
Furthermore, we also compared LC-CNN with LSTM and
bidirectional LSTM (BiLSTM) models. They have been used
in many relation extraction tasks, such as those seen in the
studiesby Hsieh et al and Zhao et al [19,48]. In our experiment,
we were surprised to find that LSTM achieved the lowest F1
measure (65.02%) on the test set among all tested models.
Furthermore, we also evaluated the performance of SCNN,
Bidirectional Transformersfor Language Understanding (BERT)
[49], and BioBERT [50]. As we would like to compare the
architecture of SCNN with LC-CNN, LC-CNN and SCNN use
the same sentence representation, CR, and hinge loss function.
Thearchitecture of SCNN isillustrated in Multimedia Appendix
8.

As shown in Table 2, NN models trained on the entire training
set (models 1 to 3) performed worse on the test set than on the
tuning set. One potential reason is that the selected
hyperparameters and parameters may be less likely to find
unseen data, which could cause the hyperparameters and
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parameters of the NN models to overfit the tuning set. This
problem is especialy obvious in the LSTM and BiLSTM
models. In contrast, CR;oss entropy: SV M, and LC-CNN models
trained on the entire training set with context information
performed better on the test set than on the tuning set.

Furthermore, as shown in Table 2, CNN and CRossentropy
performed similarly on thetuning set. The F1 measures of CNN
and CRoss entropy Were 75.35% and 75.76%, respectively. CNN’s
recall rate was better than CR s entropy' S Fecall rate by 2.84%,
whereas CR;oss.entropy’ S Precision was 3.95% higher than that
of CNN. This may be because the document feature provides
CRross-entropy With theinformation on the entire document, thus
causing the model to generate fewer false positive cases. As
CNN doesnot directly encode document information, it predicts
more FPs. However, as CNN does not use any particular feature
to separate positive, negative, and null relation pairs, it may be
able to extract potential positive and negative pairs missed by
CRross-entropys €SUIting in higher recall rates. In addition, the
SVM and CRgss-entropy USE the same input features, but SVM
mainly uses large margin for learning. The result shows that
the SVM implemented with LibSVM [24] outperforms the
CRross-entropy PY @n F1 measure of 2.83%. Moreover, LC-CNN
is able to combine the advantages of CNN and SVM to achieve
the highest precision/recall/F1 measure among the tested models
and outperforms SCNN, BERT, and BioBERT by F1 measures
of 3.25%, 2.06%, and 1.91, respectively.
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Table 2. Performances of different models. P: Precision; R: Recall; F: F1-Measure.
Input Model Tuning set Test set
P (%) R (%) F (%) P (%) R (%) F (%)
SR2 LSTMP 65.53 70.15 67.76 66.13 63.95 65.02
SR BiLSTM® 73.78 70.12 71.90 65.16 65.64 65.40
SR CNN¢ 75.31 75.39 75.35 74.86 71.84 73.32
CR® CRross-entropy 79.26 72.55 75.76 77.78 77.19 77.49
CR svmf 74.86 81.03 77.86 78.44 82.29 80.32
SR+CR SCNNY 79.23 88.30 83.52 75.31 87.44 80.93
SR+CR Lc-CcNND 82.58 87.72 85.07 82.36 85.00 84.18
Sentence+pair BERT 77.23 80.27 78.72 79.24 85.23 82.12
Sentence+pair BioBERT 80.22 83.75 81.95 80.24 85.35 82.27

835R: sentence representation.

bLSTM: long-short term memory.

BiLSTM: hidirectional long-short term memory.

dCNN: convolutional neural network.

€CR: context representation.

fsvm: support vector machine.

9SCNN: syntax convolutional neural network.

PLC-CNN: Large margin context-aware convolutional neura network.

Experiment 2—Effect of Different Uses of Context
I nformation

To demonstrate the advantage of integrating CNN and context
information in a single LC-CNN architecture, we evaluated
different ways of combining them. The performances of these
combinationsare shown in Table 3. There are 3 baseline models
that use only either CNN or context information. Baselines 1
to 3 are CRyqssentropy: SYM, and CNN and are used in
Experiment 1. Only CRssentropy @d SVM use contextual
information.

SVM + CNN is an intuitive method in which the output vector
of CNN isconsidered an additional feature vector of SVM, and
its architecture is illustrated in Multimedia Appendix 9. As
shown in Table 3, the Fl-measure of SVM + CNN is
significantly lower than that of SVM by 6.98%. One possible
reason isthat the CNN used in SVM + CNN is adjusted on the
tuning set, so it causes the model to overfit CNN predictions,
making it difficult to learn feature weights well.

We designed the LC-CNN to learn the model in asingle stage.
LC-CNN achieves an F1 measure of 84.18% on the test set,
which is the highest score among al methods and outperform
SCNN. The results showed that LC-CNN can learn CNN and
context information well in asingle stage.

Table 3. Performance of combined classifiers. P: Precision; R: Recall; F: F1-Measure.

Method P (%) R (%) F (%)
Bassline 1 (CR%qss entropy) 77.78 77.19 77.49
Baseline 2 (SVMP) 78.44 82.29 80.32
Baseline 3 (CNN°) 74.86 71.84 73.32
SCNNY 75.31 87.44 80.93
LC-CNN®& 82.36 85.00 84.18
SVM+CNN (2-stage) 74.45 72.26 73.34

8CR: context representation.

bsvM: support vector machine.

CCNN: convolutional neural network.

dSCNN: syntax convolutional neura network.

€_C-CNN: large margin context-aware convol utional neural network.
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Experiment 3—Effect of Composite Embedding
Vectorson Large Margin Context-Aware
Convolutional Neural Networks

In our third experiment, we evaluated the effect of different
composite embedding vectors on LC-CNN (the effect of
different features on LC-CNN can be found in Multimedia
Appendix 10). The performance on the test set isshown in Table
4. We compared 3 different word embeddings. The word
embeddings of LC-CNNp e @€ from Pyysalo et al [45], who
learned them from Wikipedia, PubMed abstracts, and PubMed
Central full texts. The word embeddings of LC-CNNyg,s ae

Lai et al

learned from Google News using word2vec. In contrast,
L C-CNNpg preirin does not use any pretrained word embeddings.
Its word embeddings are treated as parameters and are learned
through training L C-CNN , ez ON the training set. Moreover,
we also evaluated the effect of 3 different embedding features
(word embedding, POS, and NE distance) by removing them
individually from the LC-CNNpsveg-

Asshown in Table4, the model with PubMed word embeddings
(LC-CNNpypmeq) outperformed LC-CNNygys and LC-CNN,,,

pretrain- 1N addition, our removal tests indicated that both POS
and NE distance have strong impact on performance.

Table 4. The effect of different composite embedding vectors on large margin context-aware convolutional neural network performance. P: Precision;

R: Recall; F: F1-Measure.

Method P (%) R (%) F (%)
L C-CNNoy e 82.36 85.00 84.18
LC-CNNpaws 79.80 87.36 83.41
L.C-CNNino pretrain 77.83 86.58 81.97
L C-CNNpypg—POS? 80.23 84.26 82.19
L C-CNNpypmeq—distance 77.68 87.08 82.11

3_C-CNN: large margin context-aware convol utional neural network.
bpos: part of speech.

Discussion

Large Margin Context-Aware Convolutional Neural
Network Error Cases Distribution

We randomly sampled approximately 60 error cases of the
LC-CNN's predictions, and their distribution is illustrated in
Table 5. FP and FN denote the fal se positive and false negative
cases, respectively. As shown in Table 5, the symptonysubclass
is a common error category in the FPs, and it contains aratio
of 28% in the sampled error cases. The symptonvsubclass
indicates that a disease is either a subclass or a symptom of
another disease in the FP/FN disease pair. For example, an FP
case. “Other large-artery aneurysms, including carotid,
subclavian, and iliac artery aneurysmsp, seaser, have aso been
associated with Marfan syndromep, gea geo- --- PMID:23891252"

[51].
Here, the carotid, subclavian, and iliac artery aneurysmsare 3
Traumatic syndrome for Marfan syndrome. They are the

symptoms of Marfan syndrome. The symptom is not included
inour DDA definition. Therefore, iliac artery aneurysmsy seaser

does not have a relation with the Marfan syndromep,geases

http://medinform.jmir.org/2019/4/€14502/

However, in this case, the keyword phrase been associated with
makes LC-CNN predict it as positive relation, and thus results
inan FP case.

In contrast with the FP cases, the FN cases arerelatively sparse,
and most of them cannot be categorized. For example,
“CONCLUSION: Cataractp,gea g1, Uncorrected refractive error,
and fundus diseases are ranked in the top 3 causes of moderate
to severe visual impairment p,geage> @nd blindness in adults
aged 50 years or more in rural Shandong Province. --- PMID:
23714032 [52].

In the sentence, Cataract is one cause of visual impairment;
however, the description al so liststhe other 2 diseasesthat cause
visual impairment. For example, “it can be associated with any
type of vison l0ssygeage; including that related to
maculardegenerationp, sasep, COrneal diseasen geases, diabetic
retinopathyp seasess, @00 occipital
PMID:24339694" [53].

Here, the LC-CNN correctly identifies the relation between
DISEASEL and DISEASE2. However, it failed to identify the
relations between DISEASE1 and the other diseases
(DISEASE3, DISEASE4, and DISEASES).

infarcty seases: -
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Table 5. The distribution of sampled large margin context-aware convolutional neural network error cases.
Type, category Description Ratio (%)
Fp?
Symptom/subclass A disease is a symptom/subclass of another disease 28
Co-occur 2 diseases co-occur in the sentence 24
Negation 2 diseases are negative relation 8
Others The error cannot be categorized 40
FNP
Simple FN There is an obvious relation keyword for disease pair 23
Negation 2 diseases are negative relation 16
Others No obvious relation keyword, or the statements of DDA are too complicated 61

3P False positive.
PEN: False negative.
°DDA: disease-disease association.

The Result of Using Automatic Annotated Disease
Mentions

In our experiment, we used the manually annotated disease
mentions, which may not reflect the actual performance of the
fully automated DDAE task. Hence, we conducted an
experiment, in which we used the TaggerOne [9], a
state-of-the-art disease mention recognizer/normalizer, to
annotate the disease mentions of the test set. Then we used the
LC-CNN to extract DDAs from the TaggerOne-annotated test
set. As the boundaries of some predicted mentions may be
inconsistent with the gold mentions, we used an approximate
matching to allow this. In the fully automatic process, the
LC-CNN achieved a Precision/Recall/F1 measure of
75.28/55.03/63.57, respectively. Therecall issignificantly lower
because it failed to recognize some diseases. However, the
performance is reasonable but 7.08% lower than that of the
semiautomatic process (using gold disease mentions).

Principal Findings

Our objective was to develop a DDAE dataset and a neural
network—based approach to extract DDAS. In our experiments,
the LC-CNN trained on our dataset achieved an F1 measure of
84.18%. We al so compared LC-CNN with common NN models
including CNN, Bi-LSTM, and SVM. The results showed that

the LSTM and BiLSTM models achieved relatively lower F1
measures of 65.02% and 65.40%, respectively. This may be

Acknowledgments

because the hyperparameters and parameters tend to overfit the
training set. The CNN and SVM models achieved relatively
higher F1 measures of 73.32% and 77.49%, respectively, but
LC-CNN still outperformed all tested methods. In addition, the
results showed that the 2-stage SYM + CNN model scored
significantly lower in terms of F1 than SVM and LC-CNN by
6.98% and 10.84%, respectively. This suggests that ssimple
methods may achieve better results than complex ones.
Furthermore, in our experiments, the model with PubMed word
embeddings (LC-CNNpypmeq) OUtperformed the LC-CNNygys
and LC-CNNy, prersin Models, indicating that PubMed word
embeddings may be more compatible with our DDAE dataset.

Conclusions

In this paper, we proposed a text-mining approach for
automatically extracting DDAs from abstracts. We collected
disease-related abstracts from PubMed and annotated the first
publicly available DDAE dataset consisting of 521 abstracts
and 3322 disease-disease pairs. Moreover, to extract DDAS, we
used several different ML models, including BiLSTM, CNN,
and SVM. We al so evaluated the effect of combining CNN and
context features. Finally, we implemented a novel neura
network called LC-CNN to integrate context features and CNN
through the large margin function. Our experiment results
showed that LC-CNN achieved an F1 measure of 84.18%, the
highest among the tested models.
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Abstract

Background: Thequality of health careiscontinuously improving and is expected to improve further because of the advancement
of machine learning and knowledge-based techniques along with innovation and availability of wearable sensors. With these
advancements, health care professionals are now becoming more interested and involved in seeking scientific research evidence
from external sources for decision making relevant to medical diagnosis, treatments, and prognosis. Not much work has been
done to develop methods for unobtrusive and seamless curation of data from the biomedical literature.

Objective: Thisstudy aimed to design aframework that can enable bringing quality publications intelligently to the users' desk
to assist medical practitioners in answering clinical questions and fulfilling their informational needs.

Methods: The proposed framework consists of methods for efficient biomedical literature curation, including the automatic
construction of a well-built question, the recognition of evidence quality by proposing extended quality recognition model
(E-QRM), and the ranking and summarization of the extracted evidence.

Results: Unlike previousworks, the proposed framework systematically integrates the echel ons of biomedical literature curation
by including methods for searching queries, content quality assessments, and ranking and summarization. Using an ensemble
approach, our high-impact classifier E-QRM obtained significantly improved accuracy than the existing quality recognition model
(1723/1894, 90.97% vs 1462/1894, 77.21%).

Conclusions; Our proposed methods and evaluation demonstrate the validity and rigorousness of the results, which can be used
in different applications, including evidence-based medicine, precision medicine, and medical education.

(IMIR Med Inform 2019;7(4):e13430) doi:10.2196/13430

KEYWORDS

data curation; evidence-based medicine; clinical decision support systems; precision medicine; biomedical research; machine
learning; deep learning

: the development of innovative tools, and the advancement of
Introduction artificial intelligence techniques. Theseinnovations can engage
Obiective and Contributions patients and offer additional modalities in the treatment of

) chronic diseases [1]. In addition, with the advent of the
next-generation sequencing and the widespread use of electronic
health records (EHRS), clinicians and researchers have the

Personalized health care and wellIness management haverapidly
grown during recent years because of theincreasein datainflux,
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opportunity to have a wedth of data and the precise
characterization of individual patient genotypes and phenotypes
[2]. It is now evident that the research on internet health
information—seeking behavior ison therise [3].

Furthermore, peopl €' sinterest in seeking the support of scientific
research evidence is increasing daily for their level of
satisfaction over medical decisionsor advice, and it keepsthem
aware of the research about the matter. Clinicians seek for
external evidences to make informed clinical decisions,
particularly when internal evidences (information derived from
unicenter data) are insufficient because of lack of required data.
Likewise, medical researchersand studentsareinterested in the
external evidences to educate themselves on the substance of a
medical problem, whereasthe patients could use such evidences
for their own awareness and comparative analysis of available
treatments. Fortunately, an overwhel ming amount of biomedical
information is available in the form of scientific publications,
which can be retrieved to support the process of medical
decision making and for self-awareness. PubMed, which is a
search engine for biomedical literature, can provide access to
a set of more than 27 million articles from more than 7000
journals, including full text for about 4 million of these articles
[4]. However, the current process of retrieving research
publicationsfrom the external biomedical literatureisadaunting
task and is largely done manually, which requires not only a
high level of expertise but also time and money. As the demand
for evidence-based medicine (EBM) isincreasing, it isimportant
to lower the costs to identify and evaluate the best evidence.
Little hasbeen doneto improvethe overall efficiency of curating
the quality evidences automatically from the biomedical
literature until recently. One of the major challenges in this
regard isto design the search query from the input information
and to embed the user context in an automatic and intelligent
manner to save time and cost. In addition, the low quality of
thearticlesfrom wherethe evidenceisretrieved for the decisions
adds further to the challenge of an automated acquisition of
evidence. Moreover, the results are summarized and ranked
majorly with manual efforts.

In this paper, we contributed to the design of a comprehensive
framework architecture to achieve the goa of curating
biomedical literature and mining data from scientific
publications to construct precise evidence to assist medical
practitioners, researchers, medical students, and patientsin the
clinical decision-making process. The proposed framework
consists of several methods for automating the process of
biomedical curation. The main contributions of this paper are
asfollows:

« It presents the design of a comprehensive framework for
biomedical literature curation. It describes proposed
architecture in detail, which includes designs for methods
of well-built automatic query construction, evidence quality
recognition, and article summarization and ranking.

« It describes the proposed process of the construction of a
well-built query. We designed a set of methods and
guidelines to construct awell-structured question from the
input information in a standard format for a better user
understandability and content categorization.

http://medinform.jmir.org/2019/4/€13430/
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« It presents the design of proposed extended quality
recognition model (E-QRM) that identifies scientifically
sound publications on the basis of content rigorousness.
We developed and compared a set of machine and deep
learning (DL) models with a higher level of precision as
evaluation criteria.

- Itoffersmethodsfor contextual ranking and summarization.
We designed a cross-context interpretation model for
ranking the publications based on the context captured from
theinput information, the user of the system, and the articles
that are retrieved. In addition, we propose a conceptual
model for summarization of the results based on input
information.

Background and M otivation

For evidentiary support, medical professionals mostly rely on
the publicly available searching services, such as PubMed [5],
Google, UptoDate [6], and other search engines. These search
enginesarereliable, but they need to beintegrated with ahealth
care information system (HIS) in away to make the process of
evidenceretrieval seamlessand meaningful. In addition, an HIS
isrequired to evaluate the retrieved evidence for quality rather
than relying on a search engine's built-in evaluation
mechanisms.

Some of today’s HISs are equipped with the knowledge base
(KB) of a clinical decision support system (CDSS), which
provides additional support to automate the evidence retrieval
from external sourcesinfollowing ways: (1) it aidsto automate
guery construction process for evidence retrieval by offering
knowledge rules that consist of patient information with
established logical connectionsand (2) it assiststo enrich query
for evidence with metadata such as the purpose or the query
type information to improve the quality of evidence extraction.
The query type information shows the purpose for which a
CDSS is developed, such as a treatment plan or diagnosis
recommendations.

Figure 1 shows the interaction among a health system, KB of
CDSS, and the system for extraction of external evidence
resources. The health system manages the patient records to be
used by the clinician, and the KB of aCDSSis created with the
support of expert clinicians either through directly authored
rules or the machine learning (ML)-based data-driven
approaches [7]. The evidence-based subsystem shows the
appraised evidence synthesized from the literature through the
automatic methods of acquisition and appraisal. In this study,
we proposed a comprehensive framework to combine the
abovementioned processes, particularly, the evidence acquisition
and evidence appraisal to facilitate the clinical decision making.
The proposed methodol ogy uses theinformation contents from
ahealth system and the KB of CDSSfor the query construction
to search and retrieve relevant research papersfrom theliterature
to support the evidence-based practice (EBP). The EBP and the
CDSS have long been used in the clinical domain to enhance
clinical efficacy. The EBP and the CDSS shareclinical expertise
as a source of data. The EBP uses the clinical expertise along
with the research evidence and other factors for a clinical
decision. A CDSS KB isthe representation of clinical expertise
of 1 or more clinical experts. The EBP is defined as “the
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conscientious, explicit, and judicious use of current best
evidence in making decisions about the care of individual

Afzal et a

patients’ integrated with clinical expertise and patient values
to optimize outcomes and quality of life[8].

Figure 1. Clinical decision support system knowledge base linkage with evidence base synthesized from biomedical literature.
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Role of User Context in Query Construction

For any evidence-based system to work efficiently, the context
of the domain plays a crucia role. The context provides the
features for query generation to seek the relevant information
from external sources. The source and format of the data are
crucial to cons der automatic or semiautomatic query generation.
Cimino [9] presented the idea of Infobuttons and Infobutton
Manager, which attempt to determine the information needs
based on the user context. I nfobuttons are mainly topic-specific
questions with a facility for the users to tune the query more
toward the context. CDAPubMed [10] is a browser extension
that aimsto provide atool to semiautomatically build complex
queries. It provides additiona information to the contents of
the EHR to improve the biomedical literature searches. A
platform called ProvCaRe [11] hasthe provision for search and
guery operations on provenance metadata to enable
reproducibility of research articles. There are other approaches
described in the studies by Bakal et al [12] and Sahoo et al [13]
that use semantic patterns over biomedical knowledge graphs
for treatment and causality predictions and semantic provenance
to apprehend high-quality domain-specific information using
expressive domain ontol ogies.

Related Work on Finding High-Quality Articlesin the
Literature

A decent set of approachesis available that had improvised the
results of literature searching with respect to quality of studies.
The PubMed Clinical Queries (CQ) [14] is one of the most
prominent endeavors to retrieve scientifically sound studies
from the biomedical literature. Afterward, supervised ML
approaches were introduced mainly to improve the precision of
the results in terms of quality checking for methodological
rigorousness. Similarly, to find high-quality papers in
MEDLINE, Wilczynski et al [15] developed CQ filters, which
werelater adapted by PubMed for use as CQ. The datacollection

http://medinform.jmir.org/2019/4/€13430/

used in the CQ filters is annotated across the following 4
dimensions: theformat, the human health care, the purpose, and
the scientific rigor. The experimental studies[16,17] introduced
ML (supervised learning) classification modelsto differentiate
between the methodologically rigorous and the nonrigorous
articles. In an article about evidence quality prediction [18], the
authors addressed the problem of automatic grading of evidence
on a chosen discrete scale. The authors experimented many
features, such as publication year, avenue, and type to evaluate
the quality of the evidence. They found that the publication type
is the most eminent feature to consider for evaluation of the
evidence quality results. A DL neural network known as the
Convolutiona Neural Network approach [19] wasvery recently
tried to further improve accuracy over the existing approaches
of PubMed CQ and McMaster's text word search in terms of
precision.

Limitation of the Existing Approaches

The existing approaches discussed mainly focus on the
automation of evidence processing to overcome the central
problem of time spent on searching while practicing EBM. The
inclusion of the research evidence in clinical decisions varies
with respect to domain context and objective. Conceptually, the
evidence adaption follows the same 5As cycle as mentioned in
the study by Leung [8]; however, implementation makes the
scenario different. A user in a clinical setup with a CDSS
implementati on needs to approach the evidence differently than
auser who does not have a CDSS implementation. The dataset
selection, the feature engineering, and the context awareness
bring uniqueness to the approach and pose challenges at the
same time. The objective of this study was to circumvent the
issues of efficient searching in the biomedical literature to find
evidentiary articlesthat are qualitative and fit-to-context in the
user scenario.
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Methods

Overview

To achieve the research goal of curating and mining data from
scientific publications in biomedical literature, we designed a
coherent and comprehensive architecture of the framework,
which is depicted in Figure 2. The architecture is divided into
3 layersto accommodate the necessary functions of connecting
a health system with the scientific research. In the first layer,

Afzal et a

an optimized query is constructed in awell-built form from the
input data streams. In the second layer, the quality is evaluated
with data-driven approachesthat includeaML or DL agorithm,
which is meaningfully selected for the input set of parameters
and the data requirements. Finally, in the third layer, the
scientific research articles that have been evaluated for quality
are summarized and ranked according to the user context to
bring an article to the top, such that it is not only relevant and
qualitative but also contextually viable and applicable.

Figure 2. The conceptua diagram of the proposed biomedical literature curation framework. CDSS: clinical decision support system; EHR: electronic

health record.
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Query Construction

The query construction is a widely studied and multiaspect
topic. One aspect concerns the type of query, which could be
manual, semiautomatic, or automatic. Other important aspects
include the input data, the context, and the environment of the
user. Finally, the query format and the structure could be either

http://medinform.jmir.org/2019/4/€13430/

RenderX

just random or well built. Here, we provide a summary of
different query construction strategies and recommendations
for an efficient strategy from the input clinical information. As
shown in Figure 3, there are multiple paths to construct afinal
query. Asexamples, wediscuss afew popular strategiesin Table
1 that were and are in practice or envisioned in this study as a
potential futuristic strategy.
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Figure 3. Query construction strategies. EHR: electronic health record.
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Table 1. Descriptions of different query construction strategies.

Standard
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formatting

Well-built question ]

Random

formatting

Random-formatted question ]

([
1':

Strategy

Description

Positives

Negatives

The automatic
well-built question

Theautomatic ran-
dom-formatted
question

The semiautomatic
well-built question

The semiautomatic
random-formatted
question

The manual well-
built question

The manual ran-
dom-formatted
question

Inthisstrategy, afinal question is constructed without
human intervention. The raw data are acquired
meaningfully from the patient information stored in
the patient record, and they are associated with the
rules of the clinical decision support system or curat-
ed from the sensor devices. The acquired elements
of the data are transformed autonomously to awell-
built or standard format.

Theinput part isthe same asin thefirst strategy, and
the ingredients of the query are automatically ac-
quired from the input sources. However, they are
placed randomly without arranging in aspecific for-
mat.

The acquisition of the query terms from the input
source may be semiautomatic, and human involve-
ment will be necessary to complete the missing sec-
tion. In addition, placing the terms in the required
slots of a standard structure will need human assis-
tance.

Theinput acquisition is partially automated. The ar-
rangements of the query terms are random.

In this strategy, a human is involved thoroughly to
write al the contents of aquery in a specified struc-
ture.

All the contents of the query are written by humans
without arranging them in a specific format.

An efficient method that does not in-
volve a human to write the query
terms; it is easily understandable by
the user because of thewell-built for-
mat; it is comparatively straightfor-
ward to summarizetheretrieved con-
tents.

It is an efficient method because a
human is not required to write the
query terms; no effort is required to
place the query termsin the required
dots.

Trustworthiness is higher than auto-
matic because of the user’s involve-
ment; an edgein ranking and summa-
rization of the retrieved results.

The trustworthinessis high.

Thetrustworthiness and abetter inter-
pretation of the query terms, the ease
in ranking, and the summarization.

The trustworthinessis high because
al the terms are written by the hu-
mans.

Achieving accuracy needs extra
effort at the beginning; the design
of theintelligent methods is re-
quired to correctly placetheterms
in the appropriate place of astan-
dard or well-built structure.

Itislessunderstandable by the us-
er because of the randomly placed
terms; the interpretation and the
summarization of theretrieved re-
sults will be adaunting task.

It isexpensive in terms of time
because auser will still berequired
to completethe query contentsand
the structure.

The interpretation of the query
terms and the summarization of
resultswill be aproblem.

It istime consuming; it ishard for
naive users to write complex
queries.

It istime consuming;

itishard for naive users, theinter-
pretations, the ranking, and the
summarization i ssues.

In thisstudy, our main focusisthefirst strategy, which involves
constructing an automatic well-built question. We have chosen
to formulate the query in Patient/problem, Intervention,
Comparison, and Outcome (PICO) format [20] from the input
data, which included the patient structured information and the
knowledge rules. PICO has a well-structured format, which
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differentiates different parts of a clinical question in more
applicable partsthat are easily understandablefor the clinicians
and other users. It also helps to determine the context of the
guestion. In addition, the structure is helpful to summarize and

rank the retrieved articles.
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Input Acquisition and Preprocessing

The contents are preprocessed based on the nature of the input.
This section summarizes the guidelines for the developers and
the implementers of the representative scenarios. These
scenarios represent automatic queries constructed from the
following 3 types of inputs: patient record, CDSS rules, and
sensory data.

Scenario 1: An Automatic Query Construction From a
Patient Record of the Electronic Health Record Data

There are 2 possibilities, which involve the data being in a
structured or an unstructured format. If the data are structured
with assigned labels, they are placed in the target P, I, C, and
O sections accordingly. However, if the data are in an
unstructured format, then an additional step of the natural
language processing (NLP) isrequired to extract the meaningful
terms from the unlabeled contents, to recognize their type and
context, and then finally to place the processed terms in the

Afzal et a

target PICO format. The abstract flow of PICO construction
from EHR datais depicted in Figure 4.

Thefollowing natural language preprocessing stepsare applied
in a pipeline: (1) the text is broken into tokens with a space
delimiter; (2) stopwords of English language are removed; (3)
case of the letters is changed to lower; and (4) the words are
stemmed to their root words using porter stemming.

The stemmed words are mapped to the PICO format using
salient term identification (STI) algorithm explained in the
following section. After finding out a concept in the standard
vocabulary of Systematized Nomenclature of Medicine-Clinical
Terms (SNOMED-CT) implemented through the Unified
Medica Language System (UMLS) vocabulary service
application programming interface (API), the a gorithm further
finds out the semantic and entity types of theidentified concepts.
Finaly, the identified concepts ae mapped to
PICO-corresponding dots. For example, because female belongs
to population group, it is mapped to the P slot of PICO.

Figure 4. The flow of Patient/problem, Intervention, Comparison, and Outcome query construction from the patient record of the electronic health
record data. EHR: electronic health record; PICO: Patient/problem, Intervention, Comparison, and Outcome.
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Scenario 2: An Automatic Query Construction From
the Clinical Decision Support System Knowledge Base

In this scenario, the contents of the query are extracted from
the rules of a CDS KB. The rules are actuated against a
particular decision. The extraction process relies on the
representation scheme of knowledge. Of these schemes, we
elaborated on thefollowing 2 schemes for the mapping of rules
to PICO: plain production rules (if-then) and the HL7 medical
logic modules (MLM) [21]. We designed a general model that
could be used for any of the representation schemes. According
to the proposed mapping model, different parts of a rule are
mapped to PICO as described in equation 1:
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PICO=D n A n P (1)

In equation 1, D represents the set of elementsin the data part
of arule, A isthe set of elementsin the action part, and P shows
the purpose of arule. More specifically, D mapsto P of PICO,
A mapsto both | and C, and P mapsto O of PICO. For clarity,
Figure5isprovided to describe the mapping from rulesto PICO
using MLM and the plain production rules as an example. In
the scenarios where thereislack of information to get outcome
information from the input, some elements of PICO can be
unmapped. For example, in the scenario of production rules,
the O part of PICO remains unmapped.
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Figure5. An example of Patient/problem, Intervention, Comparison, and Outcome mapping from the HL7 medical logic module and the production
rule. MLM: medical logic module; PICO: Patient/problem, Intervention, Comparison, and Outcome.
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Scenario 3: Constructing a Query From the Multimodal
Sensory Data

This scenario is more applicable to participatory health
management, where user activity, diet, sleep, and other related
information are acquired through different sensorsand devices.
The information from these sensors and devices are collected
independently through their independent clocks with an
associated time stamp. A logical clock is required to identify
the dataorigination at the sametime[22]. After synchronization,
the raw data need to be labeled and persisted for other services
to consume. Using the labeled data may require further
processing to determine the high-level context for the
appropriate usage in the query. For instance, if a user is doing

http://medinform.jmir.org/2019/4/€13430/
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a set of activities, such as walking, running, or lying down, in
an adjacent frame of time, it may refer to a high-level context
of exercise. In one of our preliminary work on the project of
Mining Minds [23], we have developed different models for
context recognition both at the lower and the higher levels on
the basis of data curated from different sensors. The dataflow
of the raw sensory datais briefly illustrated in Figure 6. It must
be noted that the contextua information determined from the
sensory data could either be used in an independent query or
used as a subset information of a query constructed from the
EHR data as noted in previous subsections. There could be
scenarios to combine methods of the abovementioned 3
scenarios and construct a single query depending on the
availability of the data and the user needs.
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Figure 6. A dataflow diagram of the raw sensory data acquisition and the context identification. EHR: electronic health record.
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Concept Matching for Term Inclusion and Exclusion

At thetime of term extraction from the EHR data, it isimportant
to include only pertinent and important terms. We developed
the STI agorithm to filter out the less effective terms from the
user question. The STI is a weight-based agorithm that finds
an input term in aterminology source (SNOMED-CT/UMLYS)

Figure 7. The sdient term identification algorithm.
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and provides weight according to the matching level, such as
exact match, partial match, and synonym match. The steps of
the STI algorithm are described in Figure 7. According to this
algorithm, if aterm finds an exact match, it gets more weight
(w=1.0) compared with the partial match and synonym match
(w=0.5). The algorithm is formally represented in algorithm 1
in Multimedia Appendix 1.
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Standardization and Context Enrichment

It isnot mandatory to use standard form of the terms; however,
it is important to infer the overall intentions of the user from
the query. In other words, the standardi zati on hel psto determine
the users' interest in obtaining results that are related to the
diagnosis, the treatment, or the prognosis. In addition, it helps
in understanding the meaning of aparticular term precisely and
helps avoid confusion. To achieve standardization of the terms
and determine the purpose of the query, aterminology source,
preferably the UMLS, could be used. We must remember that
the function of standardization is achieved at the time of

http://medinform.jmir.org/2019/4/€13430/

RenderX

executing the STI algorithm. The purpose of the query, also
known as query type, is determined from identifying the
semantic types and entity types of the concepts used in the |
and/or C parts of the PICO. As described in Figure 8, the
concepts extracted from the PICO | and/or the C parts are used
to determine their parent concepts with the help of the
terminology services. After getting trandated from the
trangdation table for the parenta term, the inferred trandated
concept (diagnosi g'treatment/prognosis) is attached to the PICO
guery. During implementation of the query to run on the
PubMed, the purposeterm or the query typeisused asaclinical
filter for an increased recall [15].
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Figure 8. The steps of query type identification algorithm. PICO: Patient/problem, Intervention, Comparison, and Outcome.
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Query Optimization and Searching

A well-built structured query may be unnecessarily too lengthy
to return absolutely no results or too short to return too many
results. In this case, aquery optimization technique is necessary
to balance the resultant set. If thereis aquery that occasionally
fails to retrieve any results, the query is optimized to exclude
the least important term from a list of terms. As a general
guideline, the Pand | set of termsin PICO isthe core, and they
are considered comparatively moreimportant than C and O. On
the basis of this theory, we designed an optimization strategy,
whichisillustrated in Figure 9, to exclude aterm from the least
important parts one by one unless we retrieve an acceptable set

of publications. For instance, if there are 4 terms ANDed in a
guery belonging to one of each PICO element and by running
that query returns O records, we remove the C term first and
check if the resultant set satisfies athreshold; if that isthe case,
we execute the query and continue the process further;
otherwise, we remove the O term in the next cycle.

Even if the query terms consist of only Pand | of PICO but are
too many to retrieve any results, we can use the weights
determined by the ST algorithm and remove the least effective
term(s). Thefinal optimized query was executed on biomedical
literature and used the retrieved articles for further processing.
For this research, we used the PubMed service to access the
biomedical literature.

Figure 9. The query optimization process flow. PICO: Patient/problem, Intervention, Comparison, and Outcome.
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Quality Evaluation

Articles retrieved using the PubMed built-in search strategy
could possibly include quality, nonquality, or lessquality articles
that need to be segregated before presentation to the user. For
this very reason, we designed quality parameters that need to
be checked so that only quality contents come forward to be
read by the users.

Guiddinesfor Using the Gold Standard

We learned from previous studies that the Clinical Hedges
database [24], which was developed by the Hedges Group at
McMaster University, can be used as a gold standard dataset.
Clinical Hedgeswasinitially employed to devel op and evaluate
the CQ filters [15]. It is adso used for ML approaches that
identify the scientifically sound PubMed clinical studies[17].
The database consists of 50,594 MEDLINE articles published
in 170 clinical journals, of which 49,028 articles are unique.
All the articles are manually annotated by ateam of specialized
experts, and they classified the articles across the following 4
dimensions: format (O=original study, R=review, GM=general
and miscellaneous articles, and CR=case report), human health
care interest (yes/no), scientific rigor (yes/no), and purpose
(diagnosis, etiology, prognosis, treatment, economic studies,
reviews, and clinical predication guides). The primary purpose
of creating the database was to eval uate whether each study was
scientifically sound or not using the criteria for the treatment
interventions, which include clinically relevant outcomes,

Table 2. Average recall and precision of different search strategies.

Afzal et a

random allocation of study participants, and at least 80% of the
follow-up of study participants.

Selection of the Search Strategy

One of theissuesfor common users and researchersisto choose
an appropriate search strategy to satisfy their information needs.
None of the state-of -the art search strategies could be considered
ideal in al situations. We provide a common standpoint and
recommendationsto opt for astrategy based on the users' needs
and rationale. We divide the set of approachesin 3 groups: (1)
PubMed search strategies that include mainly CQ, (2) the ML
approach, and (3) the DL approach. We also categorize the user
information needs based on recall, precision, and recentness,
which istheinstant availability of astudy. Table 2 providesthe
performance evidence of the existing state-of -the-art approaches,
whereas Table 3 provides the recommendation of using an
approach on the basis of given rationale.

Regarding the third criteria, such as the recentness, we
elaborated the abovementioned approaches on a delay factor.
As both the PubMed CQ and the mentioned ML approaches
use a Medical Subject Headings (MeSH) filter in the search
strategies, they encounter problems classifying the most recent
articles. The mean delay inthe MeSH indexing per journal was
recorded as 162 days. The DL neural network considers only
thetitle and the abstract features and has no dependency on the
MeSH termsand does not encounter any delaysto evaluate even
the most recent studies.

Approach PubMed Clinical Queries(broad) Machinelearning Deep learning Reference

Average recall 98.4 914 96.9 Reported in the study by Perez-Rey et al [10] and Del
Fiol et al [19]

Average precision  22.4 86.5 34.6 Reported in the study by Perez-Rey et al [10] and Del
Fiol et al [19]

Table 3. Recommendation of the search strategy in agiven rationale.

Rationale

Recommendation

User top priority is high coverage (recal)
User top priority isto get precise results (precision)

User top priority is more recent studies

PubMed Clinical Queries
Machine learning classification approach

Deep learning neura network approach

Feature Engineering and Cor pus Prepar ation

Irrespective of the strategy, we need to engineer the features
and prepare acorpus to run ML or DL classifiers. We used the
Clinical Hedges dataset and acquired the PubMed identifiers,
which we posted to create a custom database on PubMed
through the Entrez Post service method of the Entrez
Programming Utilities API, and we searched the publications
using the eSearch service for the Entrez Fetch (eFetch) service
by enabling the history and the environment variables to yes.
The eFetch function was used to downl oad the searched articles.
The downloaded records were programmatically parsed to obtain

http://medinform.jmir.org/2019/4/€13430/

the datafor the data features, such asthetitle, the abstract, and
the metadata features, which include the MeSH terms and the
articletype. The process of downloading and parsing the articles
isdescribed in Figure 10.

We engineered 2 sets of features, which included the data
features and the metadata features. The data feature vector was
created by tokenizing thetitles and abstracts, changing the case
to lower, eliminating the stop words, stemming thewords using
the porter stemmer, and filtering the tokens by lengths. Unlike
the datafeatures, the metadata features were created by applying
only tokenization and case transformation because there was
no need to remove stop words and stemming.
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Figure 10. The article downloading and parsing algorithm. MeSH: Medical Subject Headings; PMIDs. PubMed | dentifiers.
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Extended Quality Recognition M odel

Previously, we worked to identify the relevant and quality
articles using the ML approach and developed a model called
quality recognition model (QRM) [25]. The QRM wasahbinary
classification model with the following 2 classes: rigor and
nonrigor, where rigor and nonrigor represent the quality and
nonquality articles, respectively. It was tested with 4 different
ML agorithms, including Naive Bayes (NB), k-nearest neighbor
(KNN), decisiontree (DT), and support vector machine (SVM).
For this study, we extended the QRM with inclusion of DL
model and ensembl e techniqueto get abetter performance. With
the advent of automodel feature in the data science tool
RapidMiner Studio 9.0.003 [26], it is rather more expedient to
opt for an efficient model in arange of applicable models. Using
the same dataset that we previously used for building QRM,
the RapidMiner automodel function proposed 7 agorithms,
including NB, DT, logistic regression, generalized linear model
(GLM), random forest, gradient boosted trees, and DL.. We keep
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consistency in the feature set selection, similar to the previous
model of QRM. The automodel function allows usto intervene
in the settings of parametersat different stepsincluding theload
of dataset, selection of the task, preparing atarget, selection of
the input features, and model types to execute for getting the
final results. We described these steps in Figure 11 by
highlighting our selection among alternatives.

We use the automodel function to select the individual learners
to build our ensemble model to acquire high accuracy as
compared with the performance of individual learners. Wefirst
experimented with the individual models proposed by automodel
function. Later, we develop an ensemble learner over the
individual learners. In the first layer of assembling, we use
AdaBoost |earner, whereas on the second layer, we use ensemble
voting (stacking model) with a sampling type of automatic,
which uses stratified sampling per default. However, if the
exampl e set does not contain anominal label, shuffled sampling
is used instead. The split was relative with a split ratio of 0.7.
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Figure1l. Automodel stepsand parameter settings. DL : deep learning; DT: decisiontree; GBT: gradient boosted trees; GLM: generalized linear model;
LR: logistic regression; MeSH: Medical Subject Headings, NB: Naive Bayes, PMIDs: PubMed Identifiers, RF: random forest.
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Ranking and Summarization

A potentia problem that clinical user face is the management
of the results set to identify, appraise, and synthesize the best
available evidence to answer the clinical question in the best
possible manner. In all this process, a lot of manual effort is
required to extract the data to make a summary, and it is aso
subjected to error [27]. Moreover, the context of the user may
change the default ranking of an article to bring it to the top or
take it to the bottom. Some of the existing approaches use a
grading mechanism of ranking the articles based on the strength
of the contents [18,28]. The need to develop a ranking
mechanism that is more patient-centered rather than only
evidence-centered is needed. In addition, the model needs to
consider the user’'s context in addition to the articles' strength
and quality.

To address these issues, we conferred our previous work [25]
and made possible extensions to provide guidelines for using
an appropriate model in a given clinical situation. We devised
a cross-context evaluation strategy that involves crossly
matching 2 contexts, such as user contexts and evidence
contexts. User contexts have multiple elements, such as basic
information, which shows the user educationa level. The
background is the experience of the user, and the goal shows

Table 4. The context aggregation for article ranking.

PMID NB ¥
Title v DT ¥
Abstract y IR Y
Authors GLM (
Keywords DL w/
MeSH y' RF ¥
Publicationtype y' GBT ¥
Purpose

the short-term learning or the long-term learning. The interest
represents the preferences, and the learning style is the pattern
of user learning, such astextual and visual. On the other hand,
an evidence context includes the article meta-features or
properties, such asthe publication type, the publication avenue
(eg, journal and book), and the year of publication.

We devise a cross-context evaluation method that accumulates
contextual parameters of both user and evidence contexts. User
context parameters are represented as C1, C2, ..., Cn, whereas
the evidence contextual parameters, which are properties of a
publication, are represented as P1, P2, ..., Pn. These 2 sets of
contexts are aggregated first vertically and then horizontally to
reach to the fina grading of a publication as H=high,
M=medium, L=low, and U=unknown. In other words, the
algorithm first finds the aggregate value of each column, such
as the highest value of all the cells using the magjority vote
procedure, and the process is repeated for all the cells. The
example described in Table 4 for a user with three contexts and
a publication with two properties, the final context value is
calculated for a given publication-x by learning the highest
value from the aggregate contexts AggCtx-1 and AggCtx-2.
ThevalueH, M, L, and U are learned from the ranking values
assigned to each of the article types described in Table 5.

User context Publication-x context
P1 P2

C1 H2 mP

c2 LS M

C3 H H

Aggregate context AggCix-1=H AggCtx-1=M
3H: high.
OM: medium.
L: low.
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Table5. Values of publication types ranking and grading.

Afzal et a

Publication types Ranking Grade value
Systematic reviews 1 Ha
Meta-anaysis of RCTS 1 H
RCTs 3 H
Meta-analysis of CTs® 4 md
Systematic review of CTs 5 M
CT 6 M
Cohort study/case-control study/report 7 M
Guidelines 8 Le
Opinion 9 L
Observationa study 10 L
Any other publication type 11 L

8: high.

bRCTs: randomized controlled trials.
CCT: control trials.

dM: medium.

©L: low.

Finally, the evidence is formed from the set of the ranked
articles, and it is presented in the form of a summary. As
mentioned earlier, the manual summarization isadaunting task,
and researchers have devised different methodol ogiesto perform
the automatic summarization of the articles. Bui et a [27]
developed a computer-based ML and an NLP approach to
automatically generate a summary of full-text publications by
extracting the PICO values alongside the sample size and group
size from the text. There are few other studies that proposed
algorithms to detect PICO elements in the primary studies
[29,30], which in term assisted the process of summarization.

We are convinced that the PICO-based approach assists the
extractive method of automatically generating the summaries
of articles. Asaresult, we followed the extraction of the PICO
values from the text of an article. Before the extraction, we
identify if the type of article is primary or secondary. The
secondary articles such as systematic reviews (SRs) are formed
from multiple primary studies, and they could be considered as
evidence. However, the primary studies required summarization

http://medinform.jmir.org/2019/4/€13430/

to form an evidence. We provide an abstract view of the
proposed summarization system, as shown in Figure 12, to
categorize articles as secondary and primary studies and
construct summaries for the latter. The system works as each
ranked articleistaken asinput and isdistinguished asaprimary
study or secondary study. A secondary study isonly processed
to extract the meta information and is stored to the evidence
base asan evidence. A primary study is preprocessed to convert
the format from pdf to text in the first place. Thetext is passed
to the information extraction module to identify sections and
PICO elements in different section to generate individual
summariesfor B, |, and O elements of PICO. The element Cis
also an intervention, so a separate summary is not necessary;
therefore, we consider it as a part of | during summarization.
On the basis of individua summaries of Patient/problem,
Intervention, and Outcome elements, a complete summary is
constructed for thewholearticle. Individua articles’ summaries
are grouped based on their similaritiesto form asingle evidence,
which isthen stored to the evidence base by including the meta
information associated with each article.
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Figure 12. Theframework for article summarization. PICO: Petient/problem, Intervention, Comparison, and Outcome; PIO: Patient/problem, Intervention,

and Outcome.
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Results Case Study—Query Construction From a Clinical
Scenario
Overview Here, we present aclinical scenario and step-by-step outcomes

As mentioned earlier, the focus of this study is to construct a
PICO-compliant query from EHR data where there were 2
evident options to acquire query terms. structured data and
unstructured data. One of the possible options that could be
used for structured datais the knowledge rules of aCDSS, and
any clinical scenario explained in simple English can be
considered for the unstructured data case study. In knowledge
rules, itisquite straightforward to identify the clinical concepts
and map them to the PICO elements. However, unstructured
data mapping to PICO requires quite afew stepsto get thefinal
PICO-based query, as discussed in the query construction
section.

http://medinform.jmir.org/2019/4/€13430/

RenderX

of our proposed agorithms, mapping to PICO and finally a
search query construction. The first step is to find important
clinical concepts in the given clinical scenario followed by
finding their semantic type and entity type. In the scenario
shown in Figure 13, our proposed STI algorithm found out 8
concepts in the standard vocabulary of SNOMED-CT
implemented through the UMLS vocabulary service API. For
the identified concepts, we identified the semantic and entity
types of theidentified concepts. In the second step, theidentified
concepts are mapped to PICO-corresponding slots, such as
female belongs to population group, so it is mapped to the P
slot of PICO. Similarly, beta-blocker has the entity type of
chemical and drugs, so it went to the | (intervention) slot of
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PICO. In the same way, we mapped the rest of the concepts.
Finaly, in the third step, we find the type of the query among
diagnosis, treatment, prognosis, or etiology. Looking at the
semanti c/entity types of majority of the conceptsin| and C, the
algorithm concluded with the query type as treatment. Using

Afzal et a

the logic of searching query construction as described earlier,
we will get the query as follows:

g=female blood pressure and (beta-blocker or ACE
inhibitor) (2)
This query qis passed to our searching algorithm to search for
the publications using the PubMed CQs utility.

Figure 13. Results of a clinical scenario conversion to Patient/problem, Intervention, Comparison, and Outcome with query type (purpose). ACE:
angiotensin-converting-enzyme; PICO: Petient/problem, Intervention, Comparison, and Outcome; STI: salient term identification.
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Quality Evaluation

The existing QRM was tested using multiple ML approaches,
which included the SVM, the DT, the kNN, and the NB. The
resultswere reported in our previous study [25], wherethe SVM
algorithm has performed better than other agorithms. The
automodel employed algorithms produced varied results for
different algorithms. As shown in Table 6, the gradient boosted
trees (GBT) algorithm outperformed other agorithms with
accuracy of about 84.98%, followed by GLM with accuracy of
about 83.80% at the individual learning stage. To minimize the
instances of wrong classification, we tested ensemble method
using AdaBoost on top 3 individual learners. We noticed that
GBT wasstill onthetop, with anincrease of about 4% accuracy
jumping from 84.98 to 88.50. The performance of GLM was
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dlightly increased by about 1%, whereas the DL performance
with AdaBoost wasincreased by about 9% accuracy from 75.48
to 84.57. Inthefinal model, we use asecond level of ensemble
over AdaBoost (GBT) and GLM and obtained about 3%
improved accuracy of 90.97%. Moreover, area under the curve
(AUC) value of the E-QRM was noted as 0.989, whereas for
AdaBoost (GBT), it was 0.950, followed by AdaBoost (DL)
with AUC value of 0.921.

It isimportant to note that the experiments are performed using
RapidMiner Studio version 9.3.001, which is an improved
version of the descendants. All the models, particularly the
automodel, may generate a different set of results even on the
same data because of the changes in operators for the possible
improvement from version to version.
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Table 6. Extended quality recognition model performance overview using different algorithms.

Algorithm/criteria F measure Precision Accuracy Areaunder the curve

Naive Bayes 0.53 0.42 0.64 0.53

GLM?2 0.72 0.82 0.84 0.89

Logistic regression 0.46 0.39 0.62 0.63

Decision tree 0.09 0.50 0.70 0.50

DLP 0.57 0.59 0.75 0.78

GBTC 0.75 0.77 0.85 0.87

AdaBoost (GLM) 0.73 0.78 0.85 0.82

AdaBoost (DL) 0.72 0.79 0.85 0.92

AdaBoost (GBT) 0.79 0.85 0.89 0.95

Extended quality recognition model 0.85 0.83 0091 0.98

8GLM: generalized linear model.
bpL; deep learning.
CGBT: gradient boosted trees.

Ranking and Summarization

Linking to our previous study results for contextual ranking,
we determine the ranks for the studies retrieved against the
query in equation 1. The query returned overall 5243 articles,
of which 5217 were primary studies and other 26 were SRs. In
the primary studies, the highest count of 5187 was assigned to

randomized controlled trials, and the rest were distributed among
meta-analysis (6), observational studies (5), case reports (2),
and others (17). On the basis of theranking assigned to different
publication types in Table 5, the rank and grade values are
produced for the selected set of top 50 out of 5243 publications,
as shown in Figure 14.

Figure 14. Top 50 publication types with rank and grade values. CT: control trials; RCTs: randomized controlled trials.
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Discussion

Principal Findings

The main findings of this study include the design of a
comprehensive framework encompasses methods of automatic
query construction using PICO, the quality assessment using
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data-driven approaches, and the ranking of studies using
contextual aggregation matrix. Compared with the existing
QRM, our high-impact ensemble classifier E-QRM obtained
significantly improved accuracy (1723/1894, 90.97% vs
1462/1894, 77.21%). Moreover, the proposed work has the
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significance and theimplication in multiple domains, and here,
we present afew of those applications.

Significance in Evidence-Based Medicine

Research evidence is one of the components of EBM. The
proposed literature curation framework is best fit to locate and
incorporate the best evidence from the biomedical literaturein
PubMed to support the evidence-based medical decisions. This
work provides a comprehensive set of methods to bring
automation to different levels of searching scientific
publications, ranging from query construction, quality
recognition, and summarization and ranking. Theimplementers
of the EBM can extend and integrate the proposed framework
with the health system to usein their daily clinical practice.

Significance in Precision Medicine

Precision medicine is a multidisciplinary approach, which
involves genetic characteristics along with clinica and
environmental behavior for making a precise decision. There
isan opportunity to study how observational studiesand clinical
trials can be used in conjunction to improve health outcomes
in real-world practice settings [31]. This work can greatly
contribute to find relevant phenotypes and genetic information
precisely from Web-based biomedical resources, including the
GenBank [32], MedGen [33], ClinVar [34], and other databases.
A set of studies have investigated and developed tools for the
evaluation of phenotype candidates using online medical
literature [35,36]. The work discussed in this study provides
flexibility to apply it to find phenotypes and genome-related
clinical trials and evaluate their strength.

Significance in Clinical Decision Support Systems

The CDSS decisions are more trustable if relevant evidence
from external sources is timely integrated. The proposed
framework could be integrated with the existing CDSS by
connecting the query part with the output of the CDSS. The
concept of health level seven clinical decision support hooks
(HL7 CDSHooks) [37,38] wasvery recently extended to include
evidence information retrieved from scientific literature.
Moreover, the existing CDSSs could be extended to adapt the
scientific research evidence in real time.

Significance in M edical Education

Students and researchers require to educate themselves on the
existing work from experts. An efficient way to access the

Afzal et a

existing research work is to implement a system that assists
them in a meaningful manner. The proposed framework is
capable of providing a unique opportunity to obtain the best
evidence in less time and with a higher level of accuracy.
Researchers need guidance on whether they have to apply a
new method of intervention and at what cost. Patients do need
literature to study and compare their conditions with other
similar patients and find out about the outcomes of the
interventions on other patients.

Limitations of the Work

The summarization research work is yet to mature; therefore,
its results are not reported in this study. We have a plan to
continue our investigation further to design automated methods
and guidelines for the construction of summarization such as
designing methods to generate a summary of different articles
for the formation of aconsolidated evidence. Moreover, we are
also interested in investigating the strategies for discovering
knowledge from the evaluated quality articles.

Conclusions

There is a great demand for consultation of external clinical
evidences to be considered in a complex clinical
decision-making process, particularly when internal evidences
areinsufficient. In addition, medical researchers, students, and
patients use them for education, training, and self-awareness
about their health problems, respectively. To satisfy these users
needs and desires, we proposed a comprehensive framework
for automated curating of biomedical literature, which facilitates
the task of bringing aquality research evidence intelligently to
the users desk to assist the usersin answering clinical questions
and fulfilling their informational needs. We presented a set of
methods and guidelines to automate the process of curating
biomedical literature at 3 levels: query construction, quality
recognition, and ranking and summarization supported with
sampleresults. Thisproposed automated framework is expected
toimprovethe overal efficiency of clinical staff and researchers
interms of time and effort. However, the proposed system needs
to be thoroughly tested on multiple domains before adoption.
Our future work will focus on the optimization of quality
evaluation and ranking and summarization. The final approval
of the evidence by a human is crucial to avoid interpretations
if wrong decisions are made by the system.
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Abstract

Background: Much effort has been put into the use of automated approaches, such as natural language processing (NLP), to
mine or extract data from free-text medical records in order to construct comprehensive patient profiles for delivering better
health care. Reusing NL P modelsin new settings, however, remains cumbersome, asit requires validation and retraining on new
dataiteratively to achieve convergent results.

Objective: Theam of thiswork isto minimize the effort involved in reusing NL P models on free-text medical records.

Methods: We formally define and analyze the model adaptation problem in phenotype-mention identification tasks. We identify
“duplicate waste” and “imbalance waste,” which collectively impede efficient model reuse. We propose a phenotype
embedding—based approach to minimize these sources of waste without the need for |abelled data from new settings.

Results: We conduct experiments on data from alarge mental health registry to reuse NLP models in four phenotype-mention
identification tasks. The proposed approach can choose the best model for a new task, identifying up to 76% waste (duplicate
waste), that is, phenotype mentions without the need for validation and model retraining and with very good performance (93%-97%
accuracy). It can aso provide guidance for validating and retraining the selected model for novel language patterns in new tasks,
saving around 80% waste (imbalance waste), that is, the effort required in “blind” model-adaptation approaches.

Conclusions: Adapting pretrained NL P modelsfor new tasks can be more efficient and effectiveif the language pattern landscapes
of old settingsand new settings can be made explicit and comparable. Our experiments show that the phenoty pe-mention embedding
approach is an effective way to model language patterns for phenotype-mention identification tasks and that its use can guide
efficient NLP model reuse.

(JMIR Med Inform 2019;7(4):€14782) doi:10.2196/14782
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Introduction

Compared to structured components of electronic health records
(EHRS), free-text comprises a much deeper and larger volume
of health data. For example, in arecent geriatric syndrome study
[1], unstructured EHR data contributed a significant proportion
of identified cases: 67.9% cases of falls, 86.6% cases of visual
impairment, and 99.8% cases of lack of social support. Similarly,
in a study of comorbidities using a database of anonymized
EHRSs of a psychiatric hospital in London (the South London
and Maudsley NHS Foundation Trust [SLaM]) [2], 1899 cases
of comorbid depression and type 2 diabeteswereidentified from
unstructured EHRs, while only 19 cases could be found using
structured diagnosis tables. The value of unstructured records
for selecting cohorts has also been widely reported [3,4].
Extracting clinical variables or identifying phenotypes from
unstructured EHR data is, therefore, essential for addressing
many clinical questions and research hypotheses [5-7].

Automated approaches are essential to surface such deep data
from free-text clinical notes at scale. To make natural language
processing (NLP) tools accessible for clinical applications,
various approaches have been proposed, including generic,
user-friendly tools [8-10] and Web services or cloud-based
solutions [11-13]. Among these approaches, perhaps, the most
efficient way to facilitate clinical NLP projects is to adapt
pretrained NLP modelsin new but similar settings[14], that is,
to reuse existing NLP solutions to answer new questions or to
work on new data sources. However, it isvery often burdensome
to reuse pretrained NLP models. This is mainly because NLP
models essentially abstract language patterns (ie, language
characteristics representable in computable form) and
subsequently use them for prediction or classification tasks.
These patterns are prone to change when the document set
(corpus) or the text mining task (what to look up) changes.
Unfortunately, when it comes to a new setting, it is uncertain
which patterns have and have not changed. Therefore, in
practice, random samplesare drawn to validate the performance
of an existing NLP model in anew setting and subsequently to
plan the adaptation of the model based on the validation results.

Such “blind” adaptation is costly in the clinical domain because
of barriersto dataaccess and expensive clinical expertise needed
for data labelling. The “blindness” to the similarities and
differences of language pattern landscapes between the source
(wherethe model wastrained) and target (the new task) settings
causes (at least) two types of potentially unnecessary, wasted
effort, which may be avoidable. First, for data in the target
setting with the same patterns as in the source setting, any
validation or retraining efforts are unnecessary because the
model has aready been trained and validated on these language
patterns. We call thistype of wasted effort the “ duplicate waste”
The second type of waste occurs if the distribution of new
language patterns in the target setting is unbalanced, that is,

http://medinform.jmir.org/2019/4/e14782/

some—nbhut not all—datainstances belong to different language
patterns. The model adaptation involves validating the model
on these new data and further adjusting it when performanceis
not good enough. Without the knowledge of which data
instances belong to which language patterns, data instances
have to be randomly sampled for validation and adaptation. In
most cases, a minimal number of instances of every pattern
need to be processed, so that convergent results can be obtained.
This will usually be achieved via iterative validation and
adaptation process, which will inevitably cause commonly used
language patternsto be over represented, resulting in the model
being over validated/retrained on such data. Such unnecessary
efforts on commonly used language patterns result from the
pattern imbalance in the target setting, which unfortunately is
the norm in almost al real-world EHR datasets. We call this
“imbalance waste.”

The ability to make language patterns visible and comparable
will address whether an NLP model can be adapted to a new
task and, importantly, provide guidance on how to solve new
problemseffectively and efficiently through the smart adaptation
of existing models. In this paper, we introduce a contextualized
embedding model to visualize such patterns and provide
guidance for reusing NLP models in phenotype-mention
identification tasks. Here, a phenotype mention denotes an
appearance of aword or phrase (representing amedical concept)
in adocument, which indicates a phenotype rel ated to a person.
We note two aspects of this definition:

1 Phenotype mention # Medical concept mention. When a
medical concept mentioned in adocument does not indicate
a phenotype relating to a person (eg, cases in the last two
rows of Table 1), it is not a phenotype mention.

2. Phenotype mention # Phenotype. Phenotype (eg, diseases
and associated traits) isaspecific patient characteristic [ 15]
and a patient-level feature, (eg, a binary value indicating
whether a patient is a smoker). However, for the same
phenotype, a patient might have multiple phenotype
mentions. For example, “xxx is a smoker” could be
mentioned in different documents or even multiple times
in one document, and each of these appearances is a
phenotype mention.

The focus of this work is to minimize the effort in reusing
existing NLP model(s) in solving new tasks rather than
proposing a novel NLP model for phenotype-mention
identification. We aim to address the problem of NLP model
transferability in the task of extracting mentions of phenotypes
from free-text medical records. Specifically, the task is to
identify the above-defined phenotype mentions and the contexts
in which they were mentioned [10]. Table 1 explains and
provides examples of contextualized phenotype mentions. The
research question to be investigated is formally defined as
mentioned in Textbox 1 and illustrated in Figure 1.
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Table 1. The task of recognizing contextualized phenotype mentions is to identify mentions of phenotypes from free-text records and classify the
context of each mention into five categories (listed in the second column of Table 1). The |ast two rows give examples of nonphenotype mentions—the

two sentences are not describing incidents of a condition.

Examples

Types of phenotype mentions

49 year old man with hepatitis ¢

With no evidence of cancer recurrence

...Isconcerning for local lung cancer recurrence

PAST MEDICAL HISTORY: (1) Atrial Fibrillation, (2)...
Mother was A positive, hepatitis C carrier, and...

She visited the HIV clinic last week.
The patient asked for information about stroke.

Positive mention?
Negated mention?
Hypothetical mention?

History mention®

Mention of phenotype in another person?

Not a phenotype mention

Not a phenotype mention

3Contextualized mentions.

Textbox 1. Research question.

Definition 1. Given an natural language processing model (denoted as ) previously trained for some phenotype-mention identification task(s), and a
new task (denoted as, where either phenotypesto beidentified are new or the dataset is new, or both are new), misused into identify aset of phenotype
mentions—denoted as S. The research question is how to partition Sto meet the following criteria:

1. A maximum p-known subset Sknown where m’s performance can be properly predicted using prior knowledge of m;

2. p-unknown subsets: { Sul, Su2...Suk}, which meet the following criteria:

]

Figure 1. Assess the transferability of a pretrained model in solving a new task: Discriminate between differently inaccurate mentions identified by

the model in the new setting.

N
- . - .
X - =
N d0Xx - - N -
N @m Performance-known mentions
| =m |- .
- - [0 Performance-unknown cluster 1
- - = -
| 1 Bm Performance-unknown cluster 2
. ™ . ™
Run pretrained - o Transferability - |
model m = assessment -
(] — - e

Documentsin a
new task T

Mentions identified using
the pre-trained model

The identification of “p-known” subset (criterion 1) will help
eliminate” duplicatewaste” by avoiding unnecessary validation
and adaptation on those phenotype mentions. On the other hand,
separating the rest of the annotationsinto “ p-unknown” subsets
allows processing mentions based on their performance-relevant
characteristics separately, which in turn helpsavoid “imbalance
waste.” The abovementioned criterion 2aensures completeness
of coverage of all performance-unknown mentions and criterion
2b ensures no overlaps between mention subsets, so that no
duplicated effort will be put on the same mentions. Criterion
2c requires that the partitioning of the mentions is

http://medinform.jmir.org/2019/4/e14782/

RenderX

Clustering mentions to help guide

efficient adaptation of min 7, ie,

minimize costs to achieve desired
overall performance.

performance-relevant, meaning that model performance on a
small number of samples can be generalized to the whol e subset
that they are drawn from. Lastly, asmall (criterion 2d) enables
efficient adaptation of amodel.

Methods

Dataset and Adaptable Phenotype-Mention
I dentification M odels

Recently, we developed SemEHR [10]—a semantic search
toolkit aiming to use interactive information retrieval
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functionalities to replace NLP building, so that clinica
researchers can use a browser-based interface to access text
mining resultsfrom ageneric NLP model and (optionally) keep
getting better results by iteratively feeding them back to the
system. A SLaM instance of this system has been trained for
supporting six comorbidity studies (62,719 patients and
17,479,669 clinical notesin total), where different combinations
of physical conditions and mental disorders are extracted and
analyzed. Multimedia Appendix 1 provides details about the
user interface and model performance. These studies effectively
generated 23 phenotype-mention identification models and
relevant |abelled data (>7000 annotated documents), which we
use to study model transferability.

Foundation of the Proposed Approach

Our approach is based on the following assumption about a
language pattern representation model :

«  Assumption 1. There exists a pattern representation model,
A, for identifying language patterns of phenotype mentions
with the following characteristics:

1. Each phenotype mention can be characterized by only
one language pattern.

2. Patterns are largely shared by different mentions.

3. There is a deterministic association between NLP
models’ performances with such language patterns.

« Theorem1. Given A, a pattern model meeting Assumption
1, m—an NLP model, T—anew task, let Pm bethe pattern
set Aidentifies from dataset(s) that m was trained or
validated on; let PT bethe pattern set A identifiesfrom Sthe
set of all mentionsidentified by min T. Then, the problem
defined in Definition 1 can be solved by a solution, where
Pm n PTis the “p-known” subset and PT — Pm n PT is
“p-unknown” subsets.

Proof of Theorem 1 can be found in the Multimedia A ppendix
2. The rest of this section provides details of a realization of
Ausing distributed representation models.

Distributed Representation for Contextualized
Phenotype Mentions

In computational linguistics, statistical language models are,
perhaps, the most common approach to quantify word
sequences, where a distribution is used to represent the
probability of a sequence of words: P(w;...w,). Among such
models, the bag-of-words (BOW) model [15] is perhaps the
earliest and simplest, yet widely used and efficient in certain
tasks [16]. To overcome BOW's limitations (eg, ignoring
semantic similarities between words), more complex models
wereintroduced to represent word semantics[17-19]. Probably,
the most popular aternative is the distributed representation

http://medinform.jmir.org/2019/4/e14782/
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model [20], which uses a vector space to model words, so that
word similarities can be represented as distances between their
vectors. This concept has since been extensively followed up,
extended, and shown to significantly improve NLP tasks
[21-26].

In original distributed representation models, the semantics of
one word is encoded in one single vector, which makes it
impossible to disambiguate different semantics or contexts that
one word might be used for in a corpus. Recently, various
(bidirectional) long short-term memory models were proposed
to learn contextualized word vectors [27-29]. However, such
linguistic contexts are not the phenotype contexts (Table 1) that
we seek in this paper.

Inspired by the good properties of distributed representations
for words, we propose a phenotype encoding approach that aims
to model the language patterns of contextualized phenotype
mentions. Compared to word semantics, phenotype semantics
are represented in a larger context, at the sentence or even
paragraph level (eg, he worries about contracting HIV; here,
HIV isahypothetical phenotype mention). The key idea of our
approach is to use explicit mark-ups to represent phenotype
semantics in the text, so that they can be learned through an
approach similar to the word embedding |earning framework.

Figure 2illustrates our framework for extending the continuous
BOW word embedding architecture to capture the semantics of
contextualized phenotype mentions. Explicit mark-ups of
phenotype mentions are added to the architecture as placehol ders
for phenotype semantics. A mark-up (eg, C0038454_POS) is
composed of two parts: phenotype identification (eg, C0038454)
and contextual description (eg, POS). The first part identifies
a phenotype using a standardized vocabulary. In our
implementation, the Unified Medical Language System (UMLYS)
[30] was chosen for its broad concept coverage and the provision
of comprehensive synonyms for concepts. The first benefit of
using a standardized phenotype definition is that it helps in
grouping together mentions of the same phenotype using
different names. For example, using UMLS concept
identification of C0038454 for STROKE helps combining
together mentions using Stroke, Cerebrovascular Accident,
Brain Attack, and other 43 synonyms. The second benefit is
from the concept relations represented in the vocabulary
hierarchy, which helps the transferability computation that we
will elaborate on later (step 3in the next subsection). The second
part of a phenotype mention mark-up isto identify the mention
context. Six types of contexts are supported: POS for positive
mention, NEG for negated mention, HYP for hypothetical
mention, HIS for history mention, OTH for mention of the
phenotype in another person, and NOT for not a phenotype
mention.
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Figure 2. The framework to learn contextualized phenotype embedding from labelled data that an natural language processing model m was trained
or validated on. TIA: transient ischemic attack.

OUTPUT st roke

x T
o , o
PROJECTION oA o w ¥ v 4 w

I l -...; 3 EE[;ED [_[_].‘L]_I LLLI_I_I U—[;U—' HOT T

INPUT

admission diagnaosis T and admisskon diagnosis COONRASE_POS TiA CODOTTHT_POS and

wit-2) wit-1) wits1) wit+2) wit-2) wit-1) wit+l) wit+2) wilt+3) wit+d)
TEXT . admission diagnesis: stroke, TIA and .. . admission diagnosis: stroke C0038454_P0OS, TIA CO0D7787_POS and .

Original word embedding architecture Architecture for phenotype embedding

The phenotype mention mark-ups can be populated using and Py (the landscape of language patterns in the new task T)

labelled data that NL P models were trained or validated on. In  for assessing and guiding NLP model adaptation for new tasks.

our implementation, the mark-ups were generated from the , i
labelled subset of SLaM EHRs. Figure 3 illustrates the architecture of our approach. The

double-circle shape denotes the embeddings learned from m's
Using Phenotype Embedding and Their Semanticsfor  labelled data. Essentially, the process is composed of two
Assessing Model Transferability phases: (1) the documents from a new task (on the left of the

The embeddings learned (including both word and figure) areannotated With phet_wotype mentionsusing apretr.ai ned
contextualized phenotype vectors) are the building blocks Medel mand (2) aclassification task uses the abovementioned
underlying the language pattern representation model—A, as €mbeddings to assess each mention—whether it is an instance
introduced at the beginning of this section, whichisto compute  ©f P-known (something similar enough to what m is familiar

P,, (the landscape of language patterns that mis familiar with) ~ With) or any subset of p-unknown (something that is new to m).
Specifically, the process is composed of the following steps:

Figure 3. Architecture of phenotype embedding-based approach for transferring pretrained natural language processing models for identifying new
phenotypes or application to new corpora. The word and phenotype embedding model is learned from the training data of the reusable modelsin its
source domain (the task that m was trained for). No labelled data in the target domain (new setting) are required for the adaptation guidance. NLP:
natural language processing.

Documents in Embedding of selected
a new task reference phenotype
Word & Phenotype Embeddings 4
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- Selecting reference phenotype
Mentions identified by i i .
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1) Vectorize phenotype mentions in a new task: Each mention  words as context semantics. Formally, the reference is chosen
in the new task will be represented as a vector of real numbers  as shown in Textbox 2.
using the learned embedding model to combineits surrounding
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Textbox 2. Vector representation of a phenotype mention.
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Let s be amention identified by min the new task, where scan be represented by a function defined as follows:

@

)
Where

@

is the embedding model to convert aword token into a vector, t; isthejth word in a document, i isthe offset of the first word of sin the document, |
isthe number of wordsin s, and f is afunction to combine a set of vectorsinto aresult vector (we use average in our implementation).

With such representations, all mentions are effectively put in a
vector space (depicted as a 2D space on the right of the figure
for illustration purposes).

2) ldentify clusters (language patterns) of mention vectors: In
the vector space, clusters are naturaly formed based on
geometric distances between mention vectors. After trying
different clustering algorithms and parameters, DBScan [31]
was chosen on Euclidean distance in our implementation for
vector clustering. Essentially, each cluster is a set of mentions
considered to share the same (or similar enough) underlying
language pattern, meaning that language patterns in the new
task are technically the vector clusters. We chose the cluster
centroid (arithmetic mean) to represent a cluster (ie, its
underlying language pattern).

3) Choose areference vector for classifying language patterns:
After clusters (language patterns) are identified, the next step

Textbox 3. Reference phenotype selection

is to classify them as p-known or subsets of p-unknown. We
choose a reference vector—based approach, classifying patterns
using the distance to a selected vector. Such a reference vector
is picked up (when the phenotype to be identified has been
trained in m) or generated (when the phenotype is new to m)
from the learned phenotype embeddings the model m has seen
previously. Apparently, when the phenotype to beidentified in
the new task is new to m (not in the set of phenotypes it was
developed for), the reference phenotype needs to be carefully
selected, so that it can help produce a sensible separation
between p-known and p-unknown clusters. We use the semantic
similarity (distance between two concepts in the UMLS tree
structure) to choose the most similar phenotype from the
phenotype list m was trained for. Formally, the reference is
chosen as shown in Textbox 3.

mwas trained for, the reference phenotype choosing function is

@

Let ¢, be the Unified Medical Language System concept for a phenotype to be identified in the new task and Cpy, be the set of phenotype concepts that

@

Where D is adistance function to calculate the steps between two nodes in the Unified Medical Language System concept tree.

Once the reference phenotype has been chosen, the reference
vector can be selected or generated (eg, use the average) from
this phenotype’s contextual embeddings.

4) Classify language patterns to guide model adaptation: Once
the reference vector has been selected, clusters can be classified
based on the distances between their centroids (representative
vectors of clusters) and the reference vector. Once a distance
threshold ischosen, this distance-based classification partitions
the vector space into two subspaces using the reference vector
as the center: the subspace whose distance to the center is less
than the threshold is called p-known subspace and the remainder
is the p-unknown subspace. The union of clusters whose
centroids are within the p-known subspaceis p-known, meaning
m'’s performances on them can be predicted without further
validation (removing duplicate waste). Other clusters are
p-unknown clusters, and m can be validated or further trained
on each p-unknown cluster separately instead of blindly across
all clusters. Thiswill remove imbalance waste.

http://medinform.jmir.org/2019/4/e14782/

Results

Associations Between Embedding-Based L anguage
Patternsand M odel Performances

As stated in the beginning of Method section, our approach is
based on three assumptions about language patterns. Therefore,
it is essential to quantify to what extent the language patterns
identified by our embedding-based approach meet these
assumptions. The first assumption—a phenotype mention can
be assigned to one and only to one language pattern—is met in
our approach, since (1) (Equation 1) is a one-to-one function
and (2) DB Scan a gorithm (the vector clustering function chosen
in our implementation) is aso a oneto-one function.
Assumption 2 can be quantified by the percentage of mentions
that can be assigned to a cluster. This percentage can be
increased by increasing the epsilon (EPS) parameter (the
maximum distance between two data items for them to be
considered in the same neighborhood) in DBScan. However,
the degree to which mentions are clustered together needsto be
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balanced against the consequence of the reduced ability to
identify performance-related language patterns, which is the
third assumption: associations between language patterns and
model performance. To quantify such an association, we propose

Textbox 4. Bad Guy Separate Power.

Wuetd

a metric called bad guy separate power (SP), as defined in
Equation 3 below (Textbox 4). The aim is to measure to what
extent a clustering can assemble incorrect data items
(fal se-positive mentions of phenotypes) together.

Let C be aset of binary dataitems—

©)

]

(standsfor true; standsfor false), given aclustering result { C;...Cy | C,00C,...0C,=C}, its separate power for f typed dataitemsis defined asfollows:

]

In our scenario, we would like to see clustering being able to
separate easy cases (where good performanceisachieved) from
difficult cases (where performance is poor) for amodel .

To quantify the clustering percentage, the ability to separate
mentions based on model performances and the interplay
between the two, we conducted experiments on selected
phenotypes by continuously increasing the clustering parameter

EPS from a low level. Figure 4 shows the results. In this
experiment, we label mentions into two types—correct and
incorrect—using SemEHR labelled data on the SLaM corpus.
Specifically, for the mention typesin Table 1, incorrect mentions
arethose denoted “ not-a-phenotype-mention” and the remainder
are labelled as correct. We chose incorrect as the f in equation
3, as we evaluate the separate power on incorrect mentions.
Four phenotypes were selected for this evaluation: Diabetes
and Hypertensive disease were sel ected because they were most
validated phenotypes and Abscess (with 13% incorrect mentions)
and Blindness (with 47% incorrect mentions) were chosen to
represent NL P modelswith different levels of performance. The
figure shows a clear trend in all cases: As EPS increases, the

http://medinform.jmir.org/2019/4/e14782/

clustered percentage increases, but with decreasing separate
power. This confirms a trade-off between the coverage of
identified language patterns and how good they are. Regarding
separate power, the performance on two selected common
phenotypes (Figure 4a and 4b) is generally worse than that for
the other phenotypes, starting with lower power, which
decreases faster as the EPS increases. The main reason is that
the difficult cases (mentions with poor performance) in thetwo
commonly encountered phenotypesarerelatively rare (diabetes:
8.5%; hypertensive disease: 5.5%). In such situations, difficult
cases are harder to separate because their patterns are
underrepresented. However, in general, compared to random
clustering, the embedding-based clustering approach bringsin
much better separate power in al cases. This confirms a
high-level association between identified clusters and model
performance. In particular, when the proportion of difficult
cases reaches near 50% (Figure 4d), the approach can keep SP
values almost constantly near 1.0 when the EPS increases. This
means it can almost always group difficult cases in their own
clusters.
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Figure4. Clustered percentage versus separate power on difficult cases. The x-axisisthe Epsilon (EPS) parameter of the DB Scan clustering agorithm---the
longest distance between any two items within a cluster; the y-axis is the percentage. Two types of changing information (as functions of EPS) are
plotted on each panel: clustered percentage (solid line) and SP on incorrect cases (fal se-positive mentions of phenotypes). The latter has two series: (1)
SP by chance (dash dotted line) when clustering by randomly selecting mentions and (2) SP by clustering using phenotype embedding (dashed line).
N: number of al mentions; N_f: number of false-positive mentions; SP: separate power.

Diabetes

(a) Diabetes (C0011849): N = 268 Ny =2

lad

(c) Abscess (C0000833): N = 86,Ny = 11

Mode Adaptation Guidance Evaluation

Technically, the guidance to model adaptation is composed of
two parts: avoid duplicate waste (skip validation/training efforts
on casesthemodel isalready familiar with) and avoid imbalance
waste (group new language patterns together, so that
validation/continuous training on each group separately can be
more efficient than doing it over the whole corpus). To quantify
the guidance effectiveness, thefollowing metrics areintroduced.

+  Duplicate waste: This is the number of mentions whose
patterns fall into what the model m is familiar with. The

guantity
E

is the proportion of mentions that needs no validation or
retraining before reusing .

« Imbalance waste: To achieve convergence performance,
an NLP model needs to be trained on a minimal number
(denoted as €) of samples from each language pattern.
Cadlling the language pattern set in a new task as
C={CL1...Ck}, thefollowing equation counts the minimum
number of samples needed to achieve convergent results

in“blind” adaptations:
E
(4)

When the language patterns are identifiable, the Imbalance
waste that can be avoided is quantified as

m]
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(b) Hypertensive disease (C0020538): N = 238. N = 1
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(d) Blindness (C0456909): N =58.Ny =27

« Accuracy: To evaluate whether our approach can really
identify familiar patterns, we quantify the accuracy of those
within-threshold clusters and those within-threshold single
mentions that are not clustered. Both macro-accuracy
(average of al cluster accuracies) and micro-accuracy
(overall accuracy) are used (detailed explanations provided
elsewhere [32]).

Figure 5 shows the results of our NLP model adaptation
guidance on four phenotype-identification tasks. For each new
phenotype-identification task, the NLP model (pre)trained for
the semantically most similar (defined in Equation 2) phenotype
was chosen as the reuse model. Models and labelled data for
the four pairs of phenotypes were selected from six physical
comorbidity studies on SLaM data. Figure 5 shows that
identified mentions have a high proportion of avoidable
duplicatewastein al four cases: Diabetes and heart attack start
with 50%, whereas stroke and multiple sclerosis are >70%.
Such avoidable duplicate waste decreases when the threshold
increases. The threshold is on similarity instead of distance,
meaning that new patterns need to be more similar to the reuse
model’s embeddings to be counted as familiar patterns.
Therefore, it is understandable that duplicate waste decreases
in such scenarios. In terms of accuracy, one would expect this
to increase, as only more similar patterns are left when the
threshold increases. However, interestingly, in all cases, both
macro- and micro-accuracies decrease dightly beforeincreasing
to reach near 1.0. This is a phenomenon worth future
investigation. In general, the changes in accuracy are small
(0.03-0.08), while accuracy remains high (>0.92). Given these
observations, the threshold is normally set at 0.01, to optimize
the avoidance of duplicate waste with minimal effect on
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accuracy. Specifically, in all cases, more than half of the
identified mentions (>50% for Figure 5a and 5b; >70% for
Figure 5¢ and 5d) do not need any validation/training to obtain
an accuracy of >0.95. In terms of effective adaptation on new

Wuetd

patterns, the percentages of avoidable imbalance waste in all
cases are around 80%, confirming that a much more efficient
retraining on data can be achieved through language
pattern-based guidance.

Figure5. Identifying new phenotypes by reusing natural language processing models pretrained for semantically close phenotypes: The four pairs of
phenotype-mention identification models are chosen from SemEHR models trained on SLaM data; DBScan Epsilon (EPS) value=3.8, and imbalance
wasteis cal culated on e=3, meaning at |east 3 samples are needed for training from each language pattern. The x-axisisthe similarity threshold, ranging
from 0.0 to 0.8; the y-axes, from top to bottom, are the proportion of duplicate waste saved over total number of mentions, macro-accuracy, and

micro-accuracy, respectively.

Saved duplicate waste

IMAETH JECUTiEy

(a) New task: Diabetes (C0011849);
Reuse model: Type 2 Diabetes(C0011860);
#Mentions/#not-a-mention: 268/23;
#Cluster:15;

Saved Imbalance Waste: 40 or 83%

Saved duplicate waste

MICTO ACCUriCy

(c) New task: Heart Attack(C0027051 ),
Reuse model: Infarct(C0021308);
#Mentions/#not-a-mention: 54/11;
#Cluster:5;

Saved Imbalance Waste: 11 or 78%

Effectiveness of Phenotype Semanticsin Model Reuse

When considering NLP model reuse for anew task, if thereis
no existing model that has been developed for the same
phenotype-mention identification task, our approach will choose
amodel trained for aphenotypethat ismost semantically similar
to it (based on Equation 2). To evaluate the effectiveness of
such semantic relationships in reusing NLP models, we
conducted experiments on the previous four phenotypes by

http://medinform.jmir.org/2019/4/e14782/

RenderX

Saved duplicate waste

MACTO ACCUTACY

MICTO accuracy

(b) New task:Stroke(C0038454);

Reuse model: Heart Attack(C0027051 );
#Mentions/#not-a-mention: 238/13;
#Cluster: 16;

Saved Imbalance Waste: 39 or 82%

Saved duplicate waste

micro accuracy

(d) New task:Multiple Sclerosis(C0026769);
Reuse model: Myasthenia Gravis(C0026896),
#Mentions/#not-a-mention: 104/4;
#Cluster:5;

Saved Imbalance Waste: 14 or 85%

using phenotype models with different levels of semantic
similarities. Table 2 shows the results. In all cases, reusing
models trained for more similar phenotypes can identify more
duplicate waste using the same parameter settings. The first
three casesin thetable can a so achieve better accuracies, while
multiple sclerosis had dightly better accuracy by reusing the
diabetes model than the more semantically similar myasthenia
gravis. However, the latter identified 46% more duplicate waste.
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Table 2. Comparisons of the performance of reusing models with different semantic similarity levels. Similarity threshold: 0.01; DBScan EPS: 0.38.
Reusing models trained for more (semantically) similar phenotypes achieved adaptation results with less effort (more duplicate waste identified) in all
cases, and the results were more accurate in three of four cases. Performance metrics of better reusable models are highlighted as bold numbers.

Model reuse cases Duplicate waste Macro-accuracy Micro-accuracy
Diabetes by Type 2 Diabetes? 0.502° 0.966° 0.933°
Diabetes by Hypercholesterolemia 0.477 0.965 0.930

Stroke by Heart Attack? 0.711° 0.948° 0.955°

Stroke by Fatigue 0.220 0.884 0.938

Heart attack by Infarct® 0.569° 0.989° 0.966°

Heart attack by Bruise 0.529 0.821 0.889

Multiple Sclerosis by Myasthenia Gravis®  0.761° 0.944 0.971

Multiple Sclerosis by Diabetes 0.522 0.993° 0.979°

3More similar model reuse cases.
bPerformance metrics of better reusable models.

Ethical Approval and Informed Consent

Deidentified patient records were accessed through the Clinical
Record Interactive Search at the Maudsley NIHR Biomedical
Research Centre, South London, and Maudsley (SLaM) NHS
Foundation Trust. Thisis awidely used clinical database with
arobust data governance structure, which has received ethical
approval for secondary analysis (Oxford REC 18/SC/0372).

Data Availability Statement

The clinical notes are not sharable in the public domain.
However, interested researchers can apply for research access
through https://www.maudsleybrc.nihr.ac.uk/facilities/clinical -
record-interactive-search-cris/. The natural language processing
tool, models, and code of this work are available at
https://github.com/CogStack/CogStack-SemEHR.

Discussion

Principal Results

Automated extraction methods (as surveyed recently by Ford
and et al [33]), many of which are freely available and open
source, have been intensively investigated in mining free-text
medical records[10,34-36]. To provide guidancein the efficient
reuse of pretrained NL P models, we have proposed an approach
that can automatically (1) identify easy casesin anew task for
the reused model, on which it can achieve good performance
with high confidence and (2) classify the remainder of the cases,
so that the validation or retraining on them can be conducted
much more efficiently, compared to adapting the model on all
cases. Specificaly, in four phenotype-mention identification
tasks, we have shown that 50%-79% of al mentions are
identifiably easy cases, for which our approach can choose the
best model to reuse, achieving more than 93% accuracy.
Furthermore, for those cases that need validation or retraining,
our approach can provide guidance that can save 78%-85% of
the validation/retraining effort. A distinct feature of this
approach isthat it requires no labelled data from new settings,
which enables very efficient model adaptation, as shown in our

http://medinform.jmir.org/2019/4/e14782/

evaluation: zero effort to obtain >93% accuracy among the
majority (>63% in average) of the results.

Limitations

In this study, we did not evaluate the recall of adapted NLP
models in new tasks. Although the models we chose can
generally achieve very good recall for identifying physical
conditions (96%-98%) within the SLaM records, investigating
the transferability on recalls is an important aspect of NLP
model adaptation.

The model reuse experiments were conducted on identifying
new phenotypes on document sets that had not previously been
seen by the NLP model. However, these documents were still
part of the same (SLaM) EHR system. To fully test the
generdizability of our approach will require eval uation of model
reuse in adifferent EHR system, which will require a new set
of access approvalsaswell asinformation governance approval
for the sharing of embedding models between different hospitals.

We chose a phenotype embedding model to represent language
patterns. One reason is that we have a limited number of
manually annotated dataitems. The word embedding approach
is unsupervised, and the word-level “semantics’ learned from
the whole corpus can help group similar words together in the
vector space, so that it can help improve the phenotype-level
clustering performances. However, thorough comparisons
between different language pattern models are needed to reveal
whether other approaches, in particular, simpler or less
computing-intensive approaches can achieve similar or different
performances.

In addition, implementation-wise, vector clustering is an
important aspect of this approach. We have compared DBScan
with k-nearest neighbors algorithm in our model, which revealed
that DBScan could achieve better SP powersin most scenarios.
Using a 64-hit Windows 10 server with 16 GB memory and 8
core central processing units (3.6 GHz), DBScan uses 200 MB
memory and takes 0.038 seconds on about 300 data points on
average of 100 executions. However, it is worth the in-depth
comparisons between more clustering algorithms. In particular,
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a larger dataset might be needed to compare the clustering
performances on both computational aspect and SP powers.

Comparison With Prior Work

NL P model adaptation aimsto adapt NL P modelsfrom asource
domain (with abundant labelled data) to atarget domain (with
limited labelled data). This challenge has been extensively
studied inthe NL P community [37-41]. However, most existing
approaches assume a single language model (eg, a probability
distribution) from each domain. Thislimitsthe ability to identify
and subsequently deal differently with dataitemswith different
language patterns. Such a limitation prevents fine-grained
adaptations, such as the reuse or adaptation of one NLP model
on those items for which it performs well, and the retraining of
the same model or reuse of other models on those items for
which the original NLP model performs poorly. In contrast, our
work aimed to depict the language patterns (ie, different
language models) of both source and target domains and
subsequently provide actionable guidance on reusing models
based on these fine-grained language patterns. Further, very
few NLP model reuse studies have focused on free text in
electronic medical records. To the best of our knowledge, this
work is among the first to focus on modd reuse for
phenotype-mention identification tasks on real-world free-text
electronic medical records.
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Modelling language patterns have been investigated for different
applications, such as the k-Signature approach [42] for
identifying unique “signatures’ of micro-message authors. This
paper models language patterns for characterizing “landscape”
of phenotype mentions. One main difference is that we do not
know how many clusters (or “signatures’) of language patterns
existin our scenario. Technically, we use phenotype embeddings
to model such patterns and, particularly, utilize phenotype
semantic similarities (based on ontology hierarchies) for reusing
learned embeddings, when necessary.

Conclusions

Making fine-grained language patterns visible and comparable
(in computable form) is the key to supporting “smart” NLP
model adaptation. We have shown that the phenotype
embedding-based approach proposed in this paper isan effective
way to achieve this. However, our approach is just one way to
model such fine-grained patterns. Investigating novel pattern
representation modelsisan exciting research direction to enable
automated NLP model adaptation and composition (ie,
combining various models together) for efficiently mining
freetext electronic medical records in new settings with
maximum efficiency and minimal effort.
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Abstract

Background: The huge amount of clinical, administrative, and demographic data recorded and maintained by hospitals can be
consistently aggregated into health data warehouses with a uniform data model. In 2017, Rouen University Hospital (RUH)
initiated the design of a semantic health data warehouse enabling both semantic description and retrieval of health information.

Objective: Thisstudy aimed to present a proof of concept of this semantic health data warehouse, based on the data of 250,000
patients from RUH, and to assess its ability to assist health professionals in prescreening eligible patients in a clinical trials
context.

Methods: The semantic health data warehouse relies on 3 distinct semantic layers: (1) aterminology and ontology portal, (2)
a semantic annotator, and (3) a semantic search engine and NoSQL (not only structured query language) layer to enhance data
access performances. The system adopts an entity-centered vision that provides generic search capabilities able to express data
requirements in terms of the whole set of interconnected conceptual entities that compose health information.

Results: We assessed the ability of the system to assist the search for 95 inclusion and exclusion criteria originating from 5
randomly chosen clinical trialsfrom RUH. The system succeeded in fully automating 39% (29/74) of the criteriaand was efficiently
used asa prescreening tool for 73% (54/74) of them. Furthermore, the targeted sources of information and the search engine—related
or data-related limitations that could explain the results for each criterion were also observed.

Conclusions: The entity-centered vision contrasts with the usual patient-centered vision adopted by existing systems. It enables
more genericity in the information retrieval process. It also allowsto fully exploit the semantic description of health information.
Despite their semantic annotation, searching within clinical narratives remained the major challenge of the system. A finer
annotation of the clinical texts and the addition of specific functionalities would significantly improve the results. The semantic
aspect of the system combined with its generic entity-centered vision enables the processing of alarge range of clinical questions.
However, animportant part of health information remainsin clinical narratives, and we are currently investigating novel approaches
(deep learning) to enhance the semantic annotation of those unstructured data.

(JMIR Med Inform 2019;7(4):e13917) doi:10.2196/13917
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Introduction

Background and Significance

Hospitals maintain important health data that can be used in
various contexts: first and foremost, clinical care and then data
reusability, clinical decision support systems [1], clinical
research and cohort selection [2], education [3,4], and indicators.
However, the exploitation of these data remains difficult for
several reasons. First, the data are produced and maintained by
different systemsand health professional s and are consequently
spread over multiple sources and even across multiple
establishments. Second, the significant amount of datagenerated
resultsin problematic management of databoth in terms of data
storage capabilities and data access performances. Health data
can synthetically and legitimately be described as big data. For
instance, according to research [5,6], in the United States, the

health care system alone reached 150 exabytes (1.5x10%° bytes)

in 2011 and will reach the yottabyte scale (10?* bytes) in the
near future. Moreover, the health data produced are of different
nature; some data are natively structured (eg, diagnosis-related
group [DRG] codings and laboratory tests results), but an
important part of medical information remains in unstructured
free-text clinical narratives (CNs; eg, admission notes, history
and physical reports, discharge summaries, radiology reports,
and pathology reports) [7]. This unstructured information is
particularly relevant in the context of cohort selection tasks.
However, in the study by Raghavan et al [8], the authors found
that not only unstructured datawere essential to resolve between
59% and 77% of some clinical trias criteria but also that
combining the use of structured and unstructured data enabled
leverage of patient recruitment. To process unstructured data,
the main approachesrely on natural language processing (NLP)
methods [9,10]. The background knowledge, as represented in
terminologies and ontologies (T& Os; that describethe domain),
plays a crucia role in any clinical NLP task [11]. A common
approach to information retrieval (IR) in clinical unstructured
text outside the basic full-text search comprises partialy
restructuring the original texts using semantic annotators (eg,
MetaMap [12]) that map words or expressionsto conceptsfrom
domain knowledge databases.

Consistently aggregating all these scattered, big, complex, and
diversely structured data is, in fact, the role of heath data
warehouses (HDWSs). An HDW isdefined asagrouping of data
from diverse sources accessible by a single data management
system [13]. This kind of data repository centralizes clinical,
demographic, and administrative data within a uniform and
consistent data model. Many HDWSs have been proposed
worldwide. From a halistic point of view, the majority of these
solutions provide aggregated data mainly focusing on patient
data as aresult. Furthermore, they do not necessarily allow the
full and independent visualization and retrieval of the different
atomic entities conceptually composing the whole scope of
clinica information (eg, Stanford Translational Research
Integrated Database Environment or STRIDE [14] and Data
Warehouse for Tranglational Research or DWA4TR [15]). This
is, nevertheless, particularly important in an IR context, as
potential clinical questions and inquiries from health

http://medinform.jmir.org/2019/4/€13917/
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professionals are formulated in terms of their vision of the
conceptual organization of data that derive from the actual
patient management process. The Enterprise Data Trust [16]
relies heavily on industrial solutions to cope with the huge
amount of data. Many solutions also implement generic
frameworks, such as Informatics for Integrating Biology and
the Bedside (i2b2) database. This, however, implies concessions
to conciliate the original conceptual representation of datawith
the data model required by the framework (eg, The European
Hospital George Pompidou HDW [17]). Furthermore, many
standardized controlled vocabularies used to semantically
describe health information do not always provide access to
conceptsin French, and access to the data through these T& Os
is not always provided for the whole set of data notably as far
as the unstructured data are concerned (eg, Electronic Medical
Record Search Engine or EMERSE [18] and STRIDE [14]).

In this context, in 2017, the Biomedica Informatics and
Information Department of Rouen University Hospital (RUH)
initiated the conception and development of a semantic HDW
(SHDW). The SHDW functionally relies on 3 independent
semantic layers: layer 1—the cross-terminological health T& O
portal (HETOP) [19] that provides the background knowledge
necessary to semantically describe the health data; layer 2—a
semantic annotator, the extracting concepts from multiple
terminologies (ECMT) [20,21], that enables the annotation of
unstructured data; and layer 3, the semantic search engine (SSE)
[22-24] and a Web application interface semantic access to
health information, ASIS, that enable access and retrieval of
health data through different conceptual entities composing
health information. A generic entity-attribute-value (EAV) data
model and anot only structured query language (NoSQL ) layer
(layer 0) enable data structuring while preserving the original
conceptual data model.

This study aimed to present a proof of concept (POC) of this
SHDW based on the data of 250,000 patients from RUH and
to assessits ahility to assist health professionalsin prescreening
eligible patientsinaclinical trial context. Since November 2018,
this POC hasintegrated all the data of 1.8 million patients from
RUH.

Related Studies

Clinical data warehousing manages health data from hospitals
and isawell-addressed research field. Few generic frameworks
and components exist. i2b2 [25,26] is a data mart used in >200
hospitalsworldwide. Initiated within the Massachusetts General
Hospital in 2004, i2b2 was developed by the Harvard Medical
School and is funded by the National Institutes of Health. It
enables the integration of clinical and genomic data into an
EAV model known asthe star schema. i2b2 enablestheretrieval
of patients’ data using graphically built queries and querying
of free-texts and coded information. Another example of a
distributed solution is the Observational Medical Outcomes
Partnership Common Data Model [27]. This EAV model tends
to standardize data from HDW at structure and representation
levels (ie, terminologies and vocabularies).

In France, a few open-source solutions exist, such as Dr
Warehouse [28]—the CN-oriented data warehouse of Necker
Children’s Hospital, but 2 solutions really stand out from the
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others: the ConSoRe system [29] used in some French Oncology
Hospitals and the query engine Biomedical data warehouse of
the hospital whose French acronym is eHOP [30,31] that is
being deployed in 6 University Hospitalsin Western France.

Owing to the specificity of the data and their private and
sensitive aspect, HDWs are specific systemsthat are used locally
in Hospital Information Systems (HISs) rather than distributed
and ready-to-use solutions, and many specific HDWs have been
developed worldwidein addition to the previoudly cited generic
solutions.

The STRIDE (United States) [14] project focuses on aclinical
data warehouse supporting clinical and trandational research.
It was initiated in 2003 at Stanford University when the
functionalities of i2b2 and CAncer Biomedical Informatics Grid
were not considered optimal. An Oracle database and an EAV
data model derived from the Health Level 7 Reference
Information Model (RIM) standard are used for data storage
and representation. Several (mainly English) standardized
terminologies are used to represent important biomedical
concepts and their rel ationships (eg, Systematized Nomenclature
Of MEDicine—Clinical Terms or SNOMED-CT, RxNorm, Sth
revision of the International Classification of Diseases or
ICD-9-Clinical Modification, and current procedura
terminology). STRIDE provides hierarchical concept-based
retrieval as far as structured data are concerned and provides
full-text search access to more than 6 million CNs. The system
isbased on an n-tiered architecture and the querying of the data
is distributed along several client applications whose scope
targets patient cohort selection, cohort chart review, clinical
data extraction, research data management, and specimen data
management. The querying is done graphically using drag and
drop interface-based components and returns aggregated data
as aresult without exposing individual patient data.

EMERSE (Michigan, United States) [ 18] isan el ectronic health
record—oriented system exclusively providing full-text search
capabilitiesinto free-text clinical notes.

The Windber Research Institute (United States) developed the
DWA4TR [15] system to support multiple translational research
projects through highly structured medical information
represented in 3 dimensions (namely, clinical data, molecular
data, and temporal information). Data are collected into an
Oracle Relational DataBase Management System (RDBMS)
with an EAV data model and are subsequently hosted in an
extensible data model that organizes it into a structure of
hierarchical modules inherited from especialy developed
ontologies. It provides 2 graphical querying interfaces designed
to provide aggregated data dedicated to dataanalysis (eg, mean,
standard deviation, counts, categorical data, and chronological
view).

The Enterprise Data Trust [16] is an industrial HDW initiated
in 2005 at the Mayo Clinic (50,000 employees, Rochester,
Minnesota, United States). It collects patient care, education,
research, and administrative data to support IR, business
intelligence, and high-level decision making. The Enterprise
Data Trust strongly relies on industrial technologies (eg,
InfoSphere Information Server—International Business
M achines; i Sight and iGuard—Teleran;

http://medinform.jmir.org/2019/4/€13917/

Lelong et a

BusinessObjects—Systems Applications and Products; and
PowerDesigner—Sybase) and enables integration and
exploitation of important volumes of data (eg, more than 7
million unique patients, 64 million diagnoses, and 268 million
test results). The architecture and functionalities of the
Enterprise Data Trust rely on legacy technical components and
long-standing governance works on data and metadata
management, data modeling, and standardized vocabularies.
Those initiatives provide the HDW with areliable organization
of information on patient, genomic, and research data as well
as querying capabilities for cohort selection and aggregate
retrieval.

In 2008, the European Hospital George Pompidou (Paris,
France) initiated an HDW [17] based on the i2b2 framework.
It is strongly integrated in the clinical information system (1S)
of the hospital that relies on several industrial solutions (eg,
OneCall—M cKesson; Act management, computerized physician
order entry—M edasys, and integration platform—Thales). The
core HDW infrastructurerelies on an Oracle database for storage
(2.2 million patientsand 1 million stays) and thei2b2 framework
for datarepresentation. Several client applications are connected
to the system to provide technical accessto the data but mainly
usei2b2 client as far as researchers are concerned. The SMart
Eye DATabase (SMEYEDAT) [32] is an
ophthalmol ogic-specialized HDW developed at the University
Eye Hospital in Munich in Germany. SMEY EDAT is based on
aMicrosoft structured query language (SQL ) database updated
daily from the HIS and uses a star-like patient-centered data
model for data representation. The QlikView (QlikTech) [33]
tool wasimplemented asan analytic tool to visualize and explore
patient data. This interface enables patient selection using
criteriaand views specific to the domain.

Methods

Overall, the first prerequisite pertaining to the design of an
HDW-based system isthe extraction of datafromthe HIS. This
can be achieved in 2 ways: by (1) setting up a data stream from
the production environment (or a replicated database) to the
HDW data storage component, or (2) using
extract-transform-load (ETL) scripts. As far as the SHDW is
concerned, ETL scriptsare used. Thefollowing section describes
the targeted sources of data of the HIS of RUH.

Data Sources

Since 1992, RUH has collected and maintained patient identity
(eg, name, date of birth, and gender), clinical (eg, biological
test results, medical procedures, visit records, letters, and
discharge summaries), administrative, and lessfrequently, omics
data [34]. The data are produced by different subsystems and
applications of the IS of RUH. A subsystem called CPage
Dossier Patient partially aggregates some of thisimportant data
such as laboratory results, DRGs, procedures, and clinical
documents. Other data remain in other subsystems that haveto
be accessed separately. Overal, RUH maintains the data of 1.8
million patientsthat represent approximately 14.4 million visits,
11.9 million clinical documents (free-texts recorded since 2000),
and 107 million single laboratory tests (eg, Sodium and
Potassium being considered as 2 distinct tests; recorded since
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2004). Since November 2018, the SHDW POC presented in
this study includes the whole set of data. However, this study
is based on a randomly chosen subset of data from 207,357
patients, 1.7 million visits, 671,442 clinical documents, and
14.2 million single laboratory tests. ETL scripts are used to
incorporate data from the production environment repositories
into an Oracle database. Figure 1 summarizes included data
according to their specific domain (ie, reference management,
administrative record, care, examinations, health economy,

Lelong et a

planning and coordination, external data, resource management
and billing, sharing, and security). Data already included in the
semantic health data warehouse (SHDW) are represented by a
dark gray opague background, whereasalight gray background
indicates that data are neither included nor planned to be
included in the short or medium term. Background partially or
totally covered with bricks corresponds to data for which
inclusionisin progressor isplanned in the short term or medium
term.

Figurel. Functional coverage of the semantic health datawarehouse in terms of data according to each domain. SHDW: semantic health datawarehouse;
CPOE: computerized physician order entry; DCC: French cancer communication file; PMR: personal medical record; DRG: diagnosis-related group;

EHR: electronic health record.
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The SHDW currently focuses on clinical dataand, more broadly,
on health data according to a patient-centered strategy. In
addition to the structured patient data, the different data
pertaining to multiple admissions and events a8 RUH are
collected (eg, diagnoses, biology, procedures, and movements).
Thereference-controlled vocabularies (ie, reference management
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domain) necessary to the understanding of those data are notably
widely collected and maintained. In contrast, pure management
and administrative data, such as appointment and planning data,
billing data, and data governance, are not likely to be included
in the short term. All those data are integrated into a modular
architecture that is described in the following section.
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Overall Architectureof the Semantic Health Database
Warehouse

Much health information remainsin CNs[7]. The 11.9 million
clinical documents in French of RUH consequently play a
strategic role in the context of the SHDW. Since its creation in
1995, our research team has strongly investigated French IR
research domainsthrough T& Os (and more broadly knowledge
organization systems or KOSs), which has led to the
devel opment of several searchtools mostly dedicated to IR from
documentary and bibliographical resources [22,35]. However,

Lelong et a

the complexity of the clinical dataand, more broadly, of SHDWs
as a whole required the pooling of severa of these acquired
skills and tools. The SHDW enables the semantic retrieval of
health datain French based on several T& Os and consequently
relies on 2 datasets: adomain knowledge database and a health
database maintaining clinical and patient data The
functionalities of the SHDW are ensured by the collaboration
of 3 distinct layers, where each layer consumes data from the
abovelayers (see Figure 2): the (1) cross-terminological HeTOP
[19], (2) semantic annotator ECMT [20,21,36], and (3) SSE
[22-24].

Figure 2. Functional architecture of the semantic health data warehouse that provides semantic information retrieval (IR) functionalities form clinical
data. The 2 data repositories, knowledge data and health data, respectively, maintain the reference knowledge organi zation systems and the health data
pertaining to the semantic health data warehouse. These data are accessed through a not only structured query language (NoSQL ) layer by the 3 distinct
components: the cross-terminological health terminology and ontology portal (HETOP), the semantic annotator extracting concepts from multiple
terminologies (ECMT), and the semantic search engine (SSE), each operating on a different range of data. CN: clinical narrative; T& O: terminology

and ontology.

Semantic search engine (SSE)

T&O portal (HETOP)

NoSQL layer !

T&O access

Knowledge data

The HeTOP provides access to domain knowledge data. The
ECMT matches words and expressions in natural language to
domain knowledge concepts included in the HETOP. In fact,
ECMT enables the extraction of semantic information from
unstructured data. Itsfunctional scope consequently liesbetween
domain knowledge and clinical data. Together, the 2 components
HeTOP and ECMT serve as abase for the semantic description
of the clinical information in a computer-processable form. In
contrast, the SSE and the coupled Web application, are dedicated
to IR tasks on health data by using this extracted semantic
description.

Considering the amount of data, access to health data and
domain knowledge data is made through an NoSQL layer [22]
based on the Infinispan solution, an in-memory data grid
(IMDG), on a server with 192 cores and 1 TB (ie, 10' bytes)
of random access memory (RAM) allowing vertical scaling.

Each of these layers is functionally and technically detailed
below.
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This section describes data and the methods for data storage
and modeling and presents ECMT that enablesthelink between
knowledge data and actual clinical data.

Domain Knowledge Data

The HeTOP provides cross-lingual access to concepts
originating from 75 T&Os. A set of 2,639,620 concepts and
10,735,905 terms are available mainly in English and French.
However, 32 languages are available overall. Some of the T& Os
have been partidly or totaly trandated into French (eg,

SNOMED  35—52.3%; Medicad Subject Heading
descriptors—100%; National Cancer Ingtitute
Thesaurus—53.35%; Online Mendeélian Inheritance in

Man—79.67%; Human Phenotype Ontology—72.19%; and
RadLex—22.1%). More broadly, 50% of the 2.64 million
concepts accessible through the HeTOP are provided in French,
and 19.1% of the 10.74 million terms have aFrench transl ation.
T&Os from the HETOP come with their original sets of
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hierarchies and semantic rel ationships but also with additional
cross-terminological exact, broader to narrower, and narrower
to broader mappings performed manually or supervised by our
health professionals at RUH.

As a primary use, the different concepts are bound to the
different clinical entities (eg, procedure and DRG codings, and
CN annotations), thus alowing a semantic description of the
clinical information to be obtained. This allows both refining
and broadening of the IR tasks by exploiting the underlying
semantic network formed by the concepts (ie, by controlling
the granularity and the depth with which this semantic network
should be browsed in search processes).

Lelong et a

Health Data Model

Health dataare stored in a PostgreSQL [37] relational database.
A generic and very adaptable physical EAV datamodel [34,38]
is used to integrate the data. This model structures the
information in terms of objects, attributes, and relationshipsand
thus defines an underlying entity-association modeling of the
data. It enables the preservation of any origina conceptual
organization of the information without atering the physical
data model and consequently maintains the desired vision of
the data at conceptua level. A partidl and simplified
representation including the main entities and alimited number
of relationshipsand attributes of the conceptual datamodel used
for this study is shown in Figure 3. This model is used on a
daily basisto satisfy the information needs of the different health
professionals of RUH.

Figure 3. Partial Conceptual Model of the semantic health data warehouse represented as a directed and attributed graph. Entities corresponding to
elements from terminol ogies and ontologies are represented with dashed outlines. DRG: diagnosis-related group; PIN: personal identification number.
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Semantic Annotator

The semantic annotator ECMT [20,21,36] matches the natural
language words and expressions to the domain knowledge
conceptsincluded in the HETOR Technically, the ECMT relies
on the bag-of-word method for concept matching but also
provides pattern-matching functionalities, in particular, to deal
with negation and contextual information such as numerical
vauesin CNs. Functionally, the ECMT isused in query building
processes to match user inputs to accurate sets of concepts but
playsamajor rolein CN indexing.

Semantic Retrieval

Access to the data is allowed by a NoSQL layer before
processing by the SSE.

Not Only Structured Query Language Layer

Owing to the considerable amount of health data that need to
be retrieved and the well-known limitations of the RDBMSsin
terms of scalability, a NoSQL layer was designed to interface
access to al the data and improve data access performances.
Thislayer isbased onthe IMDG Infinispan [39,40]. ItisaJava
NoSQL solution that uses key-value hash tables as storage
structure, which allows efficient recovery of unitary data via
the associated keys. Moreover, the hash tables are stored in
memory and not on disk, which leverages access times.

The NoSQL layer was conceived in ageneric way to mirror the
EAV data model used to structure health data (ie, Java object
used as values in hash tables mimics the objects and
relationships of the relational databases). This generic NoSQL
layer consequently preservesthe conceptual datamodel of health
and knowledge data implicitly drawn by the EAV data model.
A more detailed description of this layer and an overview of
performance gain compared with relationd RDBMSs are
presented in the study by Lelong et al [22].

Semantic Search Engine

The main purpose of the SSE is to deal with the multiplicity
and the diversity of conceptual entities inherent to clinical and
patient data (eg, patients, stays, CNs, diagnosis, and biological
tests). Overall, the entire set of data originating from the SHDW
can be seen as a comprehensive oriented attributed graph that
can be queried by the SSE. The SSE was designed to concentrate
on semantic retrieval by allowing navigation through the
semantic networks, not only included in the T& Os but aso
those representing clinical data conceptual entities. From amore
clinically coherent point of view, the data of the SHDW can be
organized in 4 levels: (1) patient level corresponding to patient
identity information, (2) hospital level defining the sources of
information (this level is currently not implemented as all the
data originate from RUH), (3) visit level that defines much
organizational and administrative information about the health
care process, and (4) health level enabling group medical
procedures and biological tests [24]. As an HDW can be used
in various contexts (eg, health care, health research, and
secondary use of health data), access and search capabilities of
the full scope of those types of information must be provided.
Technically, the SSE is a Boolean and entity-oriented search
engine. It enablestheretrieval and display of dataat any of the
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previous clinical levels. As mentioned in section above, the
NoSQL key-value store used to interface data does not provide
proper querying solutions. The SSE consequently relies on a
specific query language based on formal grammar. It enables
the expression of queries targeting any of the different
conceptual entities selected through constraints focusing on
attribute values and other linked entities [24]. The SSE is used
through a Web application that enables the querying of clinical
data using forms and string-based queries. This application is
described below.

The Semantic Accessto a Health | nformation Web
Application: ASIS

The SSE provides a powe