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Abstract

Background: Self-diagnosis is the process of diagnosing or identifying a medical condition in oneself. Artificially intelligent
digital platforms for self-diagnosis are becoming widely available and are used by the general public; however, little is known
about the body of knowledge surrounding this technology.

Objective: The objectives of this scoping review were to (1) systematically map the extent and nature of the literature and topic
areas pertaining to digital platforms that use computerized algorithms to provide users with a list of potential diagnoses and (2)
identify key knowledge gaps.

Methods: The following databases were searched: PubMed (Medline), Scopus, Association for Computing Machinery Digital
Library, Institute of Electrical and Electronics Engineers, Google Scholar, Open Grey, and ProQuest Dissertations and Theses.
The search strategy was developed and refined with the assistance of a librarian and consisted of 3 main concepts: (1) self-diagnosis;
(2) digital platforms; and (3) public or patients. The search generated 2536 articles from which 217 were duplicates. Following
the Tricco et al 2018 checklist, 2 researchers screened the titles and abstracts (n=2316) and full texts (n=104), independently. A
total of 19 articles were included for review, and data were retrieved following a data-charting form that was pretested by the
research team.

Results: The included articles were mainly conducted in the United States (n=10) or the United Kingdom (n=4). Among the
articles, topic areas included accuracy or correspondence with a doctor’s diagnosis (n=6), commentaries (n=2), regulation (n=3),
sociological (n=2), user experience (n=2), theoretical (n=1), privacy and security (n=1), ethical (n=1), and design (n=1). Individuals
who do not have access to health care and perceive to have a stigmatizing condition are more likely to use this technology. The
accuracy of this technology varied substantially based on the disease examined and platform used. Women and those with higher
education were more likely to choose the right diagnosis out of the potential list of diagnoses. Regulation of this technology is
lacking in most parts of the world; however, they are currently under development.

Conclusions: There are prominent research gaps in the literature surrounding the use of artificially intelligent self-diagnosing
digital platforms. Given the variety of digital platforms and the wide array of diseases they cover, measuring accuracy is
cumbersome. More research is needed to understand the user experience and inform regulations.

(JMIR Med Inform 2019;7(2):e13445)   doi:10.2196/13445

KEYWORDS

diagnosis; artificial intelligence; symptom checkers; diagnostic self evaluation; self-care
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Introduction

Background
Researching health information on the internet has become
common practice by the general public [1-3]. Those who do not
have access to health care services are more likely to use the
internet for health information [4]. In some cases, browsing the
internet for health information can have certain benefits such
as improving health outcomes by increasing the availability of
information, providing social support, and improving
self-efficacy [5,6]. However, potential negative consequences
still exist; the information may not be reliable, and the individual
seeking information may have low health literacy [6]. For
example, an individual may not be able to critically analyze the
health information and assess the applicability of the information
to their case, which could result in detrimental effects on their
health [6]. Therefore, health information widely circulated on
the internet should be interpreted with caution [7].

Significant technological advances have resulted in the rise of
more sophisticated digital health platforms, which could
potentially mitigate this issue, especially those involving
artificial intelligence (AI). Interest in AI appears to be relatively
recent; however, the term dates back to the 1950s and is
described as the theory and development of computer systems
that can perform tasks that would normally require human
intelligence [8,9]. Notably, AI has become incorporated in
computerized diagnostic decision support systems, which were
initially developed for health professionals. These platforms
have now become readily available to the general public and
are known as self-diagnosing apps or symptom checkers, which
include the Mayo Clinic symptom checker, Babylon Health,
the Ada health app, and the K Health app. On the basis of the
medical information and symptoms provided by an individual,
these digital platforms perform 2 main functions: (1) provide
individuals with a list of potential diagnoses and (2) assist with
triage [10]. While the accuracy of symptom checkers is still
under question [11,12], this technology has been gaining traction
globally [13,14] owing to its potential in addressing the lack of
access to primary care providers (PCPs) and unnecessary
medical visits—prominent issues in Canada and most parts of
the world [15-18].

Objectives
Although accuracy is important to consider, it is of equal
importance to understand the overall body of knowledge that
surrounds this technology, including legal and ethical
implications and user experiences. In light of this, it is
imperative to systematically map the literature available on
artificially intelligent self-diagnosing digital platforms to
identify the areas of research pertaining to this topic and to
outline the key gaps in knowledge. This information can support
the growing interest in leveraging AI technology in health care
systems. As such, this scoping review aimed to answer the
following question: What is known about the use of artificially
intelligent self-diagnosing digital platforms by the general public
and what are the main knowledge gaps in the literature?

Methods

Eligibility Criteria
In this review, self-diagnosing digital platforms were defined
as platforms that utilize algorithms to provide a list of potential
diagnoses to the user based on the medical information and
symptoms provided. Although this scoping review does not
entail quality assessment, it follows a sound methodological
approach to map out the results in a concise manner for
knowledge users. This scoping review follows the 2018 checklist
developed by Tricco et al [19] for reporting scoping reviews.
Ethics approval was not required.

The 3 main overarching concepts that guided this search were
(1) self-diagnosis; (2) digital platforms; and (3) public or
patients. Given the relatively new emergence of this technology
and its use by the general public, the search was not limited by
a publication date. Articles that were included in the review
were those that (1) pertained to the use of self-diagnosing digital
platforms by the lay public or patients and (2) were written in
English or French. Exclusion criteria were articles that (1)
focused on the use of self-diagnosing AI technology by health
professionals; (2) described the back-end development of a
self-diagnosing platform (eg, neural networks and architecture);
(3) focused on digital health platforms that provide general
health information, advice for disease management or triage;
(4) focused on a tool that entails a validated questionnaire rather
than an algorithm; and/or (5) examined test kits or digital
platforms requiring an image upload. To allow for a wide array
of results to be included, quantitative, qualitative, and
mixed-methods studies or reports were eligible for inclusion.

Information Sources and Search
This scoping review systematically searched citation databases
and the gray literature for relevant published and unpublished
articles. The citation databases included PubMed (Medline),
Scopus, Association for Computing Machinery Digital Library,
Institute of Electrical and Electronics Engineers, and Google
Scholar. To supplement the gray literature retrieved through
Google Scholar [20], OpenGrey and ProQuest Dissertations
and Theses were also searched. The final search strategy for
each data source was defined and refined with the assistance of
a librarian (Rebecca Hutchinson, University of Waterloo) and
was finalized on November 19, 2018. The final search strategy
for PubMed (Medline) can be found in Multimedia Appendix
1. The final search results were exported into RefWorks for
screening.

Selection of Sources of Evidence
Once duplicates were removed in RefWorks, the screening
process was conducted independently by 2 researchers (SA and
RHL). The decision tree in Figure 1 was used as a guide to
screen titles and abstracts (or executive summaries for reports
and commentaries). Articles that were extracted from the title
and abstract screening stage were read in their entirety (full-text
review). For the full-text screening step, 2 researchers (SA and
RHL) screened the same 30 articles to assess inter-rater
reliability. Any uncertainty and disagreements were discussed
and resolved through consensus. Following full-text review,
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the reference lists of eligible articles were systematically
screened. Similarly, for any review paper screened at the

full-text review stage, references were screened for potentially
relevant articles meeting the inclusion criteria.

Figure 1. Decision tree for assessing article eligibility.

Data Charting Process
Once the final number of articles was determined, a scan through
these articles allowed the research team to gain a high-level
understanding of the topics of interest in which self-diagnosing
digital platforms were being examined (eg, accuracy and
regulatory concerns). This allowed for the development of a
data-charting form that captured all the relevant information,
irrespective of the article type (eg, clinical trial or a qualitative
study on user experience). The data-charting form was pretested
with the same 5 articles to assess consistency. No changes were
made to the form following this exercise.

Data Extraction
The variables collected through the data-charting form included
the following: country, year of publication, main objective, the
main area of study (eg, clinical, legal, and ethical), study design,
data sources used (if any), target population (if any), sample
size and sample characteristics (if any), methods/statistical
analyses (if applicable), main findings, and study limitations
(if applicable).

Synthesis of Results
Scoping reviews provide knowledge users with a concise
overview on the literature available on a given topic of interest

[21]. Given the heterogeneity of the studies included in this
review, studies were grouped based on a specific area of study.
A concept map was used to illustrate the breadth of studies
surrounding self-diagnosing AI technology. Tables were used
to provide an overview on the types of articles found in the
literature and the data extracted from each article. A thematic
synthesis was used to outline the knowledge gaps in the
literature and other key considerations.

Results

Selection of Sources of Evidence
Figure 2 depicts the flow chart, which illustrates the selection
process at each screening step. Our search identified a total of
2536 from which 217 were duplicates. In addition, 2 researchers
independently screened the titles and abstracts of 2316 articles
from which 2229 were excluded based on relevance and
eligibility criteria. A total of 104 full-text articles were retrieved
and assessed for eligibility. Of these, 76 articles were excluded
for the following reasons: described the back-end development
of the digital platform or the algorithm, examined the use of
digitized questionnaires rather than algorithm-based digital
platforms, the digital platform required the input of health
professionals, provided the risk of disease, monitored symptoms,
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technology designed for health professionals, not in scope, and
did not provide enough data or information. We excluded 12
additional articles because we were unable to retrieve them.
Through reference screening of the included articles, we
identified 17 potentially relevant articles from which 3 articles

were included in the review. A total of 19 articles were
considered eligible for this review. Inter-rater reliability was
assessed at the full-text stage which resulted in a score of 0.82,
an almost perfect agreement score, between the 2 reviewers (SA
and RHL) [22,23].

Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart of included articles. ACM DL: Association for Computing
Machinery Digital Library; IEEE: Institute of Electrical and Electronics Engineers.

Characteristics of Sources of Evidence
The concept map in Figure 3 provides an illustrative overview
of the main topic areas surrounding the use of artificially
intelligent self-diagnosing digital platforms by the general
public. The articles were mainly conducted in the United States
(n=10) or the United Kingdom (n=4). In total, 2 of the articles

were commentaries and the rest focused on the following areas:
accuracy or correspondence with a doctor’s diagnosis,
regulation, sociological perspectives, experience, theory, privacy
and security, ethics, and design. The concept map also outlines
the main themes that emerged from the articles and the health
conditions examined.
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Figure 3. Concept map of the literature surrounding the use of artificially intelligent self-diagnosing digital platforms by the general public. DCM:
degenerative cervical myelopathy; ENT: ear, nose, and throat; FDA: Food and Drug Administration; HIPAA: Health Insurance Portability and
Accountability Act; NHS: National Health Service.

Results of Individual Sources of Evidence
Multimedia Appendix 2 provides an overview of all included
articles and outlines the following variables: the article type,
topic area examined, main objective, and main findings [24-42].

Synthesis of Results
Table 1 provides additional information on studies that entailed
participant recruitment to answer their research question. These
articles tended to focus on accuracy of the digital platform or
user experience.
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Table 1. Synthesis of results of studies with participants.

MethodsDigital platforms
used

Data collectionTarget populationSample size
(n)

First author, year,
reference, country

Sensitivity and specificity of
the program’s ability to pro-
vide a correct diagnosis for
knee pain was tested, out of
a possible 21 conditions in
which the algorithm was
trained to diagnose

A Web-based pro-
gram developed by
the research team

Primary data collection from
patients and electronic med-
ical records (EMRs)

Individuals with knee pain572Bisson, 2014 [26],
United States

Sensitivity and specificity
were calculated

A Web-based pro-
gram developed by
the research team

Primary data collection from
patients and EMRs

Individuals with knee pain328Bisson, 2016 [27],
United States

Descriptive statisticsPrototype developed
by the research team

Primary data collection us-
ing the System Usability
Scale and the Usability
Metric for User Experience

Users who tested the proto-
col (specifics not provided)

13Copeland, 2018
[29], United States

Not providedBoots WebMD
Symptom

Primary data collected from
patients over 1 month

Patients coming in to the
Ear, Nose, Throat surgeon’s
office

61Farmer, 2011 [32],
United Kingdom

The Pearson chi-square test
was used to determine the
level of correspondence of
the provided diagnosis by
the diagnostic application
and the final diagnosis of the
physician

WebMD Symptom
Checker

Primary data collection from
patients and physicians

Patients coming in to an
outpatient hand and upper
extremity surgeon’s office

86Hageman, 2014
[33], United States

A survey with an internet‐
based medical self‐diagno-
sis application as the focal
technology was conducted;
The research hypotheses
were tested by completing a
scenario and then following-
up with a questionnaire

N/AaPrimary data collection us-
ing the Technology Readi-
ness Survey (TRI)

Individuals between the ages
of 18 and 65 years

160Lanseng, 2007 [36],
Norway

Participants received one of
2 vignettes that depicted
symptoms of illness. Partici-
pants talked out loud about
their thoughts and actions
while attempting to diagnose
the symptoms with and
without the help of common
internet tools (Google and
WebMD’s Symptom
Checker); Think-aloud con-
tent of participants was then
compared with those who
were accurate in their diag-
nosis versus those who were
not.

WebMD Symptom
Checker

Primary data collection of
think-aloud protocols

Older adults (aged 50 years
or older)

79Luger, 2014 [37],
United States

Patients were asked ques-
tions about their internet use
in relation to their presenting
symptoms. Subsequently,
they completed the NHS and
the WebMD symptom
checkers and their answers
as well as outcomes were
recorded.

National Health Ser-
vice (NHS) and
WebMD Symptom
Checkers

Primary data collection from
patients

Consecutive patients with
newly presenting clinically
apparent synovitis or a new
onset of symptoms consis-
tent with inflammatory
arthritis

34Powley, 2016 [40],
United Kingdom

aNot applicable.
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Discussion

Summary of Evidence and Knowledge Gaps
In this scoping review, 19 articles were included that examined
artificially intelligent self-diagnosing digital platforms from
various perspectives. Despite the popularity and accessibility
of self-diagnosing AI technology by the public, it is noteworthy
that research examining the accuracy of these platforms is
limited. As such, it is unclear whether these platforms hinder
or improve the health of users. Although some argue that the
use of this technology may cause an individual to delay seeking
care, it is important to recognize that delayed diagnoses are
prevalent even without the use of this technology [40,42,43].
Many factors contribute to a delayed diagnosis with the
top-ranked issues being poor communication between secondary
and primary care, a mismatch between patients’ medical needs
and health care supply, and a lack of access or use of health
services [42,44]. For example, Behrbalk et al found that the
average time delay from initiation of symptoms to the diagnosis
of cervical spondylotic myelopathy (CSM) was 2.2 (SD 2.3)
years [43]. Although symptom checkers can potentially address
delayed diagnoses, a review showed that this technology was
suboptimal in diagnosing CSM [30].

Moreover, these platforms generally provide a list of potential
diagnoses rather than a single diagnosis. In this case, the user
must decide which condition describes their current state best.
The likelihood of a user to accurately choose the right diagnosis
is associated with the sociodemographic profile/variables of a
user, such as education and gender [33]. For example, women
and those with higher education were more likely to choose the
correct diagnosis [33]. Therefore, although having a timely
diagnosis is important, it may be counterproductive if the user
considers the wrong treatment options owing to a misdiagnosis.
Moreover, the patient may still require a visit to a PCP to receive
treatment or a prescription. Issues may arise if patients already
have a diagnosis in mind when visiting their PCP as it could
translate into disagreements regarding their condition.

This scoping review suggests that there are prominent
knowledge gaps in the literature; as such, a systematic review
may not be worthwhile on this topic. Rather, concerted efforts
are needed in producing research in this area related to accuracy,
user experience, regulation, doctor-patient relationship, PCP
perspectives, and ethics. Specifically, extensive research is
needed in evaluating the accuracy of this technology while
accounting for the fact that some platforms are designed for a
wide area of conditions and others are specialized—as such,
these platforms need to be evaluated accordingly. It is also
important to distinguish the difference between accuracy and
correspondence with a PCP’s diagnosis as PCPs may
misdiagnose or miss a diagnosis [45-47]. Importantly, when
developing self-diagnosing AI digital platforms, it is important
to test them on users with a wide range of backgrounds and

level of experience with technology. This will ensure that a high
proportion of users will end up choosing the right diagnosis.

Along with the importance of accuracy in self-diagnosing
applications, there also needs to be guidance on how these
platforms should be regulated. Although regulations related to
self-diagnosing AI technologies should focus on patient safety
as well as privacy and security, they should not hinder
innovation in this area; rather, they should allow innovative
advancements that are safe and improve access to timely
diagnosis. Overall, more knowledge is needed on how different
types of users interact with this technology and how its use can
impact the PCP-patient relationship. There is also a need for
clarity on data management shared by users. Ethical concerns
surrounding the digital economy is a main area of concern, and
there is currently a debate surrounding the trade-offs pertaining
to the use of these platforms.

Limitations
Some limitations of this scoping review warrant mention.
Artificially intelligent self-diagnosing platforms that require
individuals to upload an image or a scan were excluded from
the review. Test kits or platforms that would require the user to
perform medical tests were also excluded. Our scoping review’s
focus was on platforms that required the least amount of effort
from the user (ie, simply entering their symptoms into the
platform to obtain potential diagnoses). It is also possible that
some potentially relevant articles were missed because they
could not be retrieved. To counteract this limitation, the authors
systematically reviewed the references of relevant articles and
held multiple meetings to assess consistency and to discuss any
discrepancies in the screening process.

Conclusions
Given self-diagnosing AI technology’s potential, it is worth
understanding how it can be leveraged by health care systems
to reduce costs and unnecessary medical visits. This scoping
review aimed to map the literature surrounding the use of
artificially intelligent self-diagnosing platforms. Given the
direct-to-consumer approach of these platforms, it is worrisome
that only a few studies have focused on the use of this
technology. It is important that future research and resources
are directed to understanding the accuracy and regulation of
self-diagnosing AI digital platforms. These regulations may
take different forms such as creating an application library which
includes a list of platforms that have been deemed safe and
provide highly accurate diagnoses from a credible health agency
or organization. It should be noted that patient engagement is
necessary in the development of these platforms to ensure that
they allow a high proportion of individuals—irrespective of
gender and education—to choose the right diagnosis.
Importantly, user experience is crucial to consider as the public
may be skeptical of this technology.
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Abstract

Background: Novel approaches that complement and go beyond evidence-based medicine are required in the domain of chronic
diseases, given the growing incidence of such conditions on the worldwide population. A promising avenue is the secondary use
of electronic health records (EHRs), where patient data are analyzed to conduct clinical and translational research. Methods based
on machine learning to process EHRs are resulting in improved understanding of patient clinical trajectories and chronic disease
risk prediction, creating a unique opportunity to derive previously unknown clinical insights. However, a wealth of clinical
histories remains locked behind clinical narratives in free-form text. Consequently, unlocking the full potential of EHR data is
contingent on the development of natural language processing (NLP) methods to automatically transform clinical text into
structured clinical data that can guide clinical decisions and potentially delay or prevent disease onset.

Objective: The goal of the research was to provide a comprehensive overview of the development and uptake of NLP methods
applied to free-text clinical notes related to chronic diseases, including the investigation of challenges faced by NLP methodologies
in understanding clinical narratives.

Methods: Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were followed and
searches were conducted in 5 databases using “clinical notes,” “natural language processing,” and “chronic disease” and their
variations as keywords to maximize coverage of the articles.

Results: Of the 2652 articles considered, 106 met the inclusion criteria. Review of the included papers resulted in identification
of 43 chronic diseases, which were then further classified into 10 disease categories using the International Classification of
Diseases, 10th Revision. The majority of studies focused on diseases of the circulatory system (n=38) while endocrine and
metabolic diseases were fewest (n=14). This was due to the structure of clinical records related to metabolic diseases, which
typically contain much more structured data, compared with medical records for diseases of the circulatory system, which focus
more on unstructured data and consequently have seen a stronger focus of NLP. The review has shown that there is a significant
increase in the use of machine learning methods compared to rule-based approaches; however, deep learning methods remain
emergent (n=3). Consequently, the majority of works focus on classification of disease phenotype with only a handful of papers
addressing extraction of comorbidities from the free text or integration of clinical notes with structured data. There is a notable
use of relatively simple methods, such as shallow classifiers (or combination with rule-based methods), due to the interpretability
of predictions, which still represents a significant issue for more complex methods. Finally, scarcity of publicly available data
may also have contributed to insufficient development of more advanced methods, such as extraction of word embeddings from
clinical notes.
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Conclusions: Efforts are still required to improve (1) progression of clinical NLP methods from extraction toward understanding;
(2) recognition of relations among entities rather than entities in isolation; (3) temporal extraction to understand past, current,
and future clinical events; (4) exploitation of alternative sources of clinical knowledge; and (5) availability of large-scale,
de-identified clinical corpora.

(JMIR Med Inform 2019;7(2):e12239)   doi:10.2196/12239

KEYWORDS

electronic health records; clinical notes; chronic diseases; natural language processing; machine learning; deep learning; heart
disease; stroke; cancer; diabetes; lung disease

Introduction

Overview
The burden of chronic diseases, such as cancers, diabetes, and
hypertension, is widely accepted as one of the principal
challenges of health care. While immense progress has been
made in the discovery of new treatments and prevention
strategies, this challenge not only persists, but its incidence is
exhibiting an upward trend [1], with significant impact on
patient quality of life and care costs. Consequently, there is a
need for novel approaches to complement and go beyond current
evidence-based medicine that can reduce the impact of chronic
conditions on modern society.

A promising direction is the secondary use of electronic health
records (EHRs) to analyze patient data, advance medical
research, and better inform clinical decision making. Methods
based in analysis of EHRs [2] are resulting in improved
understanding of patient clinical trajectories [3] while enabling
better patient stratification and risk prediction [4-6]. In
particular, use of machine learning and especially deep learning
to process EHRs is creating a unique opportunity to derive
previously unknown clinical insights [7]. This is especially
relevant for chronic diseases as their longitudinal nature provides
a very large and continuous stream of data, where clinically
meaningful patterns can be extracted and used to guide clinical
decisions, including delaying or preventing disease onset.

However, EHRs are challenging to represent and model due to
their high dimensionality, noise, heterogeneity, sparseness,
incompleteness, random errors, and systematic biases. Moreover,
a wealth of information about patient clinical history is generally
locked behind free-text clinical narratives [8] since writing text
remains the most natural and expressive method to document
clinical events. Development of natural language processing
(NLP) methods is essential to automatically transform clinical
text into structured clinical data that can be directly processed
using machine learning algorithms. Use of NLP in the clinical
domain is seeing an increasing uptake with diverse applications,
including identification of biomedical concepts from radiology
reports [9], nursing documentation [10], and discharge
summaries [11]. Frameworks based on NLP applied to clinical
narratives, however, have not been widely used in clinical
settings to help decision support systems or workflows.

Motivation
Clinically relevant information from clinical notes has been
historically extracted via manual review by clinical experts,
leading to scalability and cost issues. This is of particular

relevance for chronic diseases since clinical notes dominate
over structured data (for example, Wei et al [12] graphically
quantify the amount of clinical notes over structured data for
chronic diseases such as rheumatoid arthritis, Parkinson disease,
and Alzheimer disease). Availability of these data creates an
immense opportunity for NLP to automatically extract clinically
meaningful information that may delay or prevent disease onset,
giving rise, however, to several challenges. In this paper we
aimed to identify directions that could speed up the adoption
of NLP of clinical notes for chronic diseases and provide an
understanding of the current challenges and state of the art.

Systematic reviews related to processing of clinical notes have
been published in the past [13-18]; however, none have focused
specifically on chronic diseases, making it difficult to derive
conclusions and recommendations on this specific and very
diverse domain. In particular, this paper investigates NLP
challenges related to 43 unique chronic diseases identified by
our systematic review and discusses the trends of applying
various NLP methods for clinical translational research. Based
on the outcomes of this review, we also devised a number of
recommendations on future research directions, including (1)
evolution of clinical NLP methods from extraction toward
understanding; (2) recognition of relations among entities, rather
than entities in isolation; (3) temporal extraction in order to
understand past, current, and future clinical events; (4)
exploitation of alternative sources of clinical knowledge; and
(5) availability of large-scale deidentified and annotated clinical
corpora.

Methods

Search Strategy and Information Sources
We followed the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) guidelines [19]. We
carried out a search of several databases to identify all
potentially relevant articles published from January 1, 2007, to
February 6, 2018, including Scopus, Web of Science (including
MEDLINE) and PubMed, and the Association for Computing
Machinery (ACM) Digital Library. We have limited the search
to journal articles written in English. In all the searches we used
the combination of the following groups of keywords: (1)
“clinical notes,” “medical notes,” or “clinical narratives”; (2)
“natural language processing,” “medical language processing,”
“text mining,” or “information extraction”; and (3) “chronic
disease,” “heart disease,” “stroke,” “cancer,” “diabetes,” or
“lung disease” (where the last set of keywords reflects the top
five chronic diseases). The search keywords were selected to
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be exhaustive to maximize coverage of the articles. The exact
queries are provided in Multimedia Appendix 1.

Article Selection
In the initial queries we also included the following terms:
“electronic health records,” “EHR,” “electronic medical
records,” and “EMR.” This led to a total of 2652 retrieved
articles. However, upon reviewing these articles, we noticed
that the scope was too broad, providing results outside of focus
of this review. Consequently, we narrowed the search strategy
to the keywords specified in the previous section, obtaining a
total of 478 articles, with 401 articles from Scopus, 58 from
Web of Science (including PubMed), 13 from ACM Digital
Library, and 6 added manually, including 4 conference papers.

After removing 46 duplicates, 432 articles were retained, and
two authors (MS and VO) reviewed their titles and abstracts
(216 articles each). After this screening phase, 159 articles were
retained for further analysis.

In the second screening stage, five authors independently
reviewed the 159 full-text articles, resulting in 106 articles
fulfilling our criteria that are discussed in this review. The most
common reason for exclusion was that the work was not directly
related to chronic diseases (n=32); another reason was the work
was not topical (eg, the article was not a journal paper or we
could not retrieve the text). A flowchart and description of the
selection process are provided in Figure 1 and Multimedia
Appendix 2, respectively.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses article selection flowchart. ACM: Association for Computing Machinery;
NLP: natural language processing.

Results

Categorization of Diseases
The 106 articles reviewed were largely related to 43 unique
chronic diseases (as shown in Multimedia Appendix 2). One of

our aims was to understand the extent of NLP for specific
disease categories and their associated clinical notes. Therefore,
we grouped the 43 unique chronic diseases into 10 disease
categories using the International Classification of Diseases,
10th Revision (ICD-10) as shown in Table 1.
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Table 1. Classifications of chronic conditions studied (n=102) and the corresponding number of papers found.

Conditions includedStudies, n (%)Classification of chronic condition

Congestive heart disease (2), coronary artery disease (6), heart disease (6), heart failure (7),
hypertension (5), peripheral arterial disease (3), pulmonary disease (4)

38 (35.8)Diseases of the circulatory system

Breast cancer (8), colorectal cancer (7), prostate cancer (4), lymphoma (2)34 (32.1)Neoplasms

Type 2 diabetes mellitus (12), obesity (2)14 (13.2)Endocrine, nutritional, and
metabolic diseases

Diseases of the digestive system (3), diseases of the genitourinary system (3), diseases of the
musculoskeletal system and connective tissue (3), diseases of the respiratory system (2),
mental and behavioral disorders (2), multidisease (3)

16 (15.1)Other diseases

Figure 2. Relationship between chronic diseases (black sectors) and articles included in the review (for clarity we have included only diseases that are
addressed by three or more articles).

The top three disease groups were (1) diseases of the circulatory
system (n=38) (such as coronary artery disease [20] and
hypertension [21]); (2) neoplasms (n=34) (such as breast cancer
[22] and prostate cancer [23]); and (3) endocrine, nutritional,
and metabolic diseases (n=14) (such as type 2 diabetes [24] and
obesity [25]). An overview of the diseases studied and the
corresponding articles is shown in Figure 2.

An unexpected finding is that despite the higher incidence of
metabolic diseases in the general population [26] compared
with diseases of circulatory system [27], the use of NLP in
clinical narratives of these diseases exhibits an opposite trend.
Diseases of the circulatory system are represented in much
greater numbers with respect to metabolic diseases (n=38 vs
n=14, respectively). We hypothesize that the structure of data
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contained in EHRs may explain this finding. Medical records
related to metabolic diseases typically contain much more
structured data (for example, numerical values for various
physiological and physical parameters) than medical records
for diseases of the circulatory system, which focus more on
unstructured data [28]. This creates a more pressing need to use
NLP to extract information from notes related to diseases of the
circulatory system, whereas EHRs of patients with metabolic
diseases in large part may already contain data that can be used
by algorithms with minimal preprocessing. In the sections that
follow we summarize the most representative papers (the
complete list is provided in Multimedia Appendix 2).

Disease Groups

Diseases of the Circulatory System

Cardiovascular Diseases

Most of the work in this area focused on using NLP to estimate
the risk of heart disease. As an example, Chen et al [29]
developed a hybrid pipeline based on both machine learning
and rules to identify medically relevant information related to
heart disease risk and track the disease progression over sets of
longitudinal patient records, including clinical notes (similarly
to Torri et al [30]). Karystianis et al [31] and Yang et al [32]
evaluated the identification of heart disease risk factors from
the clinical notes of diabetic patients. In a slightly different
approach, Roberts et al [33] focused on estimating heart disease
risk based on classification of 8 risk triggers (for example,
aspirin). Other studies in this area have focused on evaluating
the use of aspirin as a risk factor [34,35], extracting heart
function measurements from echocardiograms [36], deep vein
thrombosis and pulmonary embolism [37], and low-density
lipoprotein level and statins use [38].

Risk of stroke and major bleeding in patients with atrial
fibrillation has been predicted using structured data and clinical
notes [39], while patients with heart failure have been identified
using clinical notes only [40]. Moreover, medical reports written
in the Italian language have been used to identify arrhythmia
events [41].

Peripheral and Coronary Arterial Disease

Several studies used NLP to extract cases of peripheral arterial
disease (PAD) and critical limb ischemia from clinical notes
[42,43], including a genome-wide associated study, focusing
on PAD to identify drugs, diseases, signs/symptoms, anatomical
sites, and procedures [44]. Leeper et al [45] used NLP to identify
PAD patients to conduct a safety surveillance study on exposure
to Cilostazol, finding complications of malignant arrhythmia
and sudden death not observed in association with the drug.
Furthermore, Clinical Text Analysis Knowledge Extraction
System (cTAKES) has been used to process clinical history of
diabetic patients to predict development of PAD [46].

Hypertension

Work on hypertension has been principally focused on NLP to
extract relevant indicators, comorbidities, and drug therapies
[21]. Analysis of clinical narratives in the Bulgarian language
of 100 million outpatient notes was used to extract numerical
blood pressure values with a high sensitivity and recall [47],

while term hypertension was extracted from free-text notes,
using a rule-based, open-source tool [48]. Clinical notes and
several types of medical documents were also used to identify
hypertensive individuals using open-source medication
information extraction (IE) system MedEx [49].

Right-Sided, Left-Sided, and Congestive Heart Failure

Byrd et al [50] and Jonnagaddala et al [20] proposed a hybrid
NLP model to identify Framingham heart failure signs and
symptoms from clinical notes and EHRs (ie, classifying whether
Framingham criteria are asserted). Left ventricular ejection
fraction was extracted from free-text echocardiogram reports
[51], while unstructured, longitudinal EHRs of diabetic patients
were used to extract relevant information of heart disease, using
naïve Bayes and conditional random field (CRF) classifiers
[52].

Wang et al [53] proposed a system for the identification of
congestive heart failure (CHF) from EHRs, which they
prospectively validated. Furthermore, left ventricular ejection
fraction plus the associated qualitative and quantitative values
were used to identify patients at risk of CHF [54], while free-text
notes were used to distinguish left and right heart failure [55].

Heart Failure Identification

Topaz et al [56] developed an algorithm to identify heart failure
(HF) patients with ineffective self-management of diet, physical
activity, adherence to medication, and clinical appointments
using discharge summary notes, while Garvin et al [57] focused
on the quality of care for HF patients. Vijayakrishnan et al [58]
explored the application of a previously validated text and
data-mining tool to identify the presence of HF signs and
symptoms criteria in the EHRs of a large primary care
population. They found that HF signs and symptoms were
documented much more frequently among the eventual HF
cases, years before the first diagnosis as well, thus suggesting
a potential future role for early detection of HF. Last, regular
expressions were used to identify predefined psychosocial
factors that served as predictors of the likelihood to be
readmitted to the hospital after a case of HF [59].

Neoplasms

Overview

This section reviews a number of cancer-related studies,
including detection of multiple types of cancer [60,61],
extracting tumor characteristics and tumor-related information
[62-64], disease trajectories of patients with cancer [65], cancer
recurrence [23,66], and detection of stage of cancer [67,68].

Kasthurirathne et al [60] evaluated the performance of common
classification algorithms to detect cancer cases from free-text
pathology reports using nondictionary approaches. Yim et al
[62] explored a machine learning algorithm to extract tumor
characteristics by applying reference resolution on radiology
reports. Jensen et al [65] developed a methodology that allows
disease trajectories of cancer patients to be estimated from the
clinical text. Napolitano et al [67] facilitated the extraction of
information relevant to cancer staging, proposing a model for
semistructured reports that outperformed the model for
unstructured reports alone.
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A number of studies have focused on different applications of
NLP in pathology, histopathology, and radiology reports [69],
including extracting relevant domain entities from narrative
cancer pathology reports [70], negation detection of medical
entities in pathology reports [71], sentence translation from
pathology reports into graph representations [72], extracting
information from pathology reports and pathology classifications
[73,74], and named entity recognition from histopathology notes
[75].

The three most common types of cancers found are breast cancer
(n=8), colorectal cancer (n=7), and prostate cancer (n=4).

Breast Cancer

Carrell et al [66] proposed an NLP system to process clinical
text to identify breast cancer recurrences, while Castro et al [22]
addressed the automated Breast Imaging-Reporting and Data
System (BI-RADS) categories extraction from breast radiology
reports. Miller et al [76] proposed a tool for coreference
resolution in clinical texts evaluated within the domain (colon
cancer) and between domains (breast cancer). Mykowiecka et
al [77] propose a rule-based IE system evaluated on
mammography reports. Bozkurt et al [78] developed NLP
methods to recognize lesions in free-text mammography reports
and extract their corresponding relationships, producing a
complete information frame for each lesion.

Colorectal and Prostate Cancer

EHRs and NLP were used to identify patients in need of
colorectal cancer screening [79] and detect colonoscopy-related
concepts as well as temporal-related information [80].
Additionally, EHRs and NLP were used to also identify patients
with prostate biopsies positive for prostatic adenocarcinoma
[81].

Liver and Pancreatic Cancer

Ping et al [82] extracted textual information concerning a set
of predefined clinical concepts from a variety of clinical reports
for patients with liver cancer, while Al-Haddad et al [83]
identified patients with confirmed surgical pathology diagnoses
of intraductal papillary mucinous neoplasms.

Endocrine, Nutritional, and Metabolic Diseases
Applications of NLP in the domain of endocrine, nutritional,
and metabolic diseases include negation detection and mention
of family history in free-text notes [84] and assigning temporal
tags to medical concepts [85]; obesity [25,86] and diabetes
identification [77,87-89]; and diabetes complications such as
foot examination findings [90], vision loss [91], and quantifying
the occurrence of hypoglycemia [24].

Two support vector machines (SVMs) were combined to
automatically identify obesity types by extracting obesity and
diabetes-related concepts from clinical text [86] in addition to
patient identification [92]. An SVM-based system was
developed and validated to identify EHR progress notes
pertaining to diabetes [87], while foot examination findings
from clinical reports [90] were used to predict quality of life
[93]. Additionally, an analysis of a large EHR database was
used to quantify occurrence of hypoglycemia [24].

Other Disease Categories
The remaining 16 papers focused on processing clinical notes
of different types of chronic diseases. Three studies concern
diseases of the musculoskeletal system and connective tissue,
in particular classification of snippets of text related to axial
spondyloarthritis in the EMRs of US military veterans using
NLP and SVM [94], phenotyping systemic lupus erythematosus
[95], and identification of rheumatoid arthritis patients via
ontology-based NLP and logistic regression [96]. In the domain
of diseases of the digestive system, Chen et al [97] used natural
language features from pathology reports to identify celiac
disease patients, Soguero-Ruiz et al [98] used feature selection
and SVMs to detect early complications after colorectal cancer,
and Chang et al [99] integrated rule-based NLP on notes with
ICD-9s and lab values in an algorithm to better define and
risk-stratify patients with cirrhosis.

Two papers evaluated deep learning in a multidisease domain.
In particular, Miotto et al [3] derived a general purpose patient
representation from aggregated EHRs (structured clinical data
and clinical notes) based on neural networks that facilitates
clinical predictive modeling given the patient status. Clinical
notes were parsed using the National Center for Biomedical
Ontology’s Open Biomedical Annotator to extract medical terms
and further processed using topic modeling (latent Dirichlet
allocation). Shi et al [100] proposed assessing disease risk from
patient clinical notes using word embeddings and convolutional
neural networks with full connection layer.

Neural networks were also used to process clinical notes for
phenotyping psychiatric diagnosis [101]. In particular, this
model included two neural networks, one highly accurate at
rejecting patients but poor at identifying suitable ones and the
other one with the opposite capabilities. In the same domain of
mental and behavioral disorders, comorbidity networks were
derived from the patient notes at the largest Danish psychiatric
hospital in order to extract disease correlations [102].

IE from clinical notes based on NLP was also used to (1) screen
computed tomography reports for invasive pulmonary mold
[103], (2) discover the co-occurrences of chronic obstructive
pulmonary disease with other medical terms [104], (3) quantify
the relationship between aggregated preoperative risk factors
and cataract surgery complications [105], (4) detect patients
with multiple sclerosis from the clinical notes prior to the initial
recognition by their health care providers [106], and (5) identify
patients on dialysis in the Multiparameter Intelligent Monitoring
in Intensive Care II (MIMIC-II) publicly available dataset [107].

Last, Pivovarov and Elhadad [108] used clinical notes of patients
with chronic kidney disease to validate a novel model to
compute the similarity of two medical concepts by combining
complementary information derived from usage patterns of
clinical documentation, accepted definitions, and position of
the concepts in an ontology.

Information Extraction Methods
In order to understand trends in NLP methods for chronic
diseases, in this review we have analyzed papers with respect
to the methods employed (machine vs rule-based learning).
While there is an increasing use of machine learning methods
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in comparison to rule-based (as shown in Figure 3), it is not as
pronounced as we had expected considering the superior
performance of machine learning algorithms shown in the NLP
literature [109]. This result may reflect the fact that we are still
currently witnessing a transition from rule-based methods to
machine learning algorithms, with rule-based methods used as
a baseline to compare the performance of machine learning
approaches.

Our review identified 16 papers that employed hybrid
approaches combining rule-based and machine learning
methods. Out of these, 2 papers describe work to identify
diseases, risk factors, medications, and time attributes. In
particular, a hybrid pipeline based on CRFs, SVMs, and
rule-based approaches was used to identify negation information
and normalize temporal expressions [29], while a series of SVM
models in conjunction with manually built lexicons were used
to classify triggers specific to each risk factor [33].

We identified 24 papers that focused on comparison between
performance of rule-based and machine learning methods.
Typically, the rule-based methods were used as a baseline to
test the performance against machine learning algorithms.

As for rule-based approaches, the methods in this review include
dictionary lookup [110-112], terminology identification based
on domain ontologies [3,42,45,58], various types of manually
defined rules [37,113], and regular expressions patterns
[114,115].

The most widely used machine learning approach is SVMs,
having been used for predicting heart disease in medical records
[32,46], identifying EHR progress notes pertaining to diabetes
[94], and categorizing breast radiology reports according to
BI-RADS [22].

Naïve Bayes was the second most frequent approach, being
used to predict heart disease in medical records [30,80], classify
smoking status [52], search EMR records to identify multiple
sclerosis [106], and classify EMR records for obesity [86] and
cancer [60,65,67]. CRFs are the third most frequent approach,
have been used to predict heart disease in medical records
[29,32], identify EHR progress notes pertaining to diabetes [85],
categorize breast radiology reports [22], and identify tumor
attributes in radiology reports [63]. Lastly, random forests were
used for predicting heart disease [53], classifying cancer types
[60], and identifying hypertension [49].

Figure 3. Natural language processing rule-based methods versus machine learning for chronic diseases.
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Table 2. Most frequently used natural language processing methods and the corresponding number of papers.

Papers (n)Method

18Support vector machine

11Naïve Bayes

7Conditional random fields

4Random forest

3Maximum entropy

3Decision tree

3Deep neural networks

3Logistic regression

74Rule-based methods

It is interesting to note that there are only 3 papers using
approaches based on deep learning [3,100,101], as shown in
Table 2. In particular, Geraci et al [101] apply deep neural
networks to EMRs to identify suitable candidates for a study
on youth depression. Miotto et al [3] present a method to derive
a patient representation that facilitates clinical predictive
modeling from aggregate EHRs, including clinical narratives.
They represented free-text notes using topic modeling. This
method significantly outperformed those achieved by standard
feature learning strategies. Finally, Shi et al [100] propose a
disease assessment model based on clinical notes, using
convolutional neural network for disease risk assessment. The
experiment involved patients with cerebral infarction, pulmonary
infection, and coronary atherosclerotic heart disease.

Natural Language Processing Tasks, Methods, and
Datasets
The NLP works described in the reviewed papers and associated
approaches reveal that the most frequently described tasks are
text classification and entity recognition. The majority of the
papers describe text classification tasks using standard
approaches in NLP such as SVM (n=12) and naïve Bayes (n=4).
Entity recognition approaches are based on manually developed
resources (dictionary, regular expressions, handwritten rules)
as well as methods based on machine learning. As for the
former, there are dictionary-based approaches (n=5) and those
relying on regular expressions (n=12). As for the latter, the
approaches are mainly based on standard machine language
techniques such as CRF and deep learning. A few papers
describe approaches to coreference resolution (n=2) and negation
detection (n=3). Coreference resolution is addressed using SVM,
while negation detection is based on SVM (n=2) or manual
rules (n=1).

Regarding datasets, the majority of the papers describe
experiments run on datasets that are not publicly available
(typically clinical data collected at research-based health care
institutions and exploited by in-house NLP teams). On the other
hand, out of 16 papers involving publicly available corpora, 12
exploit the Informatics for Integrating Biology and the Bedside
(i2b2) datasets. The other 4 public datasets used are MIMIC-II
[107], PhenoCHF [116], Temporal Histories of Your Medical
Event (THYME), and Cancer Deep Phenotype Extraction
(DeepPhe) [76].

Comparisons to Other Systematic Reviews
Interest in using NLP for the automated processing of medical
records, and in particular of free-text clinical notes, is increasing,
exemplified by a number of recent reviews of the field. Yet
none of these works focuses solely on chronic diseases, where
the amount of patient clinical notes tends to be larger than other
domains or provides specific recommendations on how to
advance the field toward a clinical adoption that helps in treating
people with chronic conditions. Here we briefly provide a
summary of previous works partially related to the work
presented in this paper.

Ford et al [13] present a systematic review of 67 papers using
IE techniques applied to medical records for the purpose of case
detection (ie, finding occurrences of specific medical
conditions). Similarly, Kreimeyer et al [117] review 86 papers
focusing on clinical NLP systems and a set of 71 associated
NLP tasks.

The work by Shivade et al [14] reviews 97 papers aiming at
identifying patient cohorts for further medical studies. Different
from our work, theirs is not limited to investigation of studies
using NLP and text mining but includes rule-based approaches,
which do not make use of the textual part of the medical records.
They observe, however, that the use of machine learning and
statistical and NLP methods is on the rise compared to
rule-based systems.

Abbe et al [118] consider applications of text mining in
psychiatry through a PRISMA-based review. The study
evaluates the application of specific NLP techniques in relation
to the goal of the studies, first qualitatively, and then with a
cluster analysis of the topics of selected abstracts. It identifies
four main themes in the publications taken into consideration:
(1) psychopathology (2), patient perspective, (3) medical
records, and (4) medical literature. The scope of this review
only partially overlaps with our own, given the narrow thematic
analysis and inclusion of studies that deal with IE from other
textual resources, such as patient perspectives.

The review by Spasic et al [119] focuses on cancer research.
The authors classify the studies by cancer type and type of
processed document. They do not focus solely on studies based
on medical records or other types of clinical documents but also
include meta-studies that apply text mining techniques to
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PubMed publications. They classify NLP applications in four
categories: named entity recognition, IE, text classification, and
information retrieval. Their investigation reveals a predominance
of symbolic approaches (dictionary and rule-based).

The work by Pons et al [120] is a systematic review of NLP
applications in the area of radiology. After initial preselection
based on abstracts, a detailed review of the full text of the
selected papers ultimately yields 67 publications, all deemed
to consider practical applications of NLP in radiology. The
selected publications are then grouped into five broad categories
depending on the specific application: diagnostic surveillance,
cohort building, query-case retrieval, quality assessment of
radiological practice, and clinical support services. The authors
provide a detailed comparative analysis of the performance
reported in each publication, grouping them by application
category.

Closest to our work is a systematic review by Wang et al [18]
that has focused on IE applications; however, our review

additionally includes methodologies used in analysis of clinical
notes, providing a wider set of articles. We believe that our
review has a broader and more recent coverage of chronic
diseases, followed by detailed analysis for each disease,
compared with previous reviews, which have focused on specific
conditions such as cancer [119], psychiatry [118], radiology
[120], or IE applications [18].

Publication Venues
The 106 articles considered in this review were published in 50
unique venues. Figure 4 illustrates how we manually sorted
publication venues into three categories: (1) clinical medicine,
(2) medical informatics, and (3) computer science. We observed
that most of the studies were published in medical informatics
journals. Figure 5 shows an increasing trend in number of
publications over the years (except for the year 2018 due to
partial-year retrieval) implying an increasing interest in the
application of NLP in both clinical and informatics research for
chronic diseases.

Figure 4. Categorization of the publication venues.
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Figure 5. Distribution of included studies according to publication venues.

Discussion

Principal Findings
Our systematic review has shown that NLP has a wide range
of applications for processing clinical notes of diverse chronic
diseases (43 unique chronic diseases identified in the analysis).
In this respect, there is a significant increase in the use of
machine learning compared with rule-based methods. Despite
the potential offered by deep learning, the majority of papers
still rely on shallow classifiers. In fact, only a handful of studies
(ie, 3 papers) made use of deep classifiers or general deep
learning methods for NLP. This was unexpected, considering
the potential of deep learning for text processing [121]. Our
hypothesis is that since deep learning is still an emerging area,

initial applications in the clinical domain may have been
published in workshops, conference proceedings, and the e-print
repository arXiv rather than journals, the focus of this review.
In this respect, a keyword search in arXiv for “deep learning,”
and “clinical notes,” “medical notes,” or “clinical narratives”
for the previous five years (2013-2018) shows a significant
growth of papers: 7 from 2013 to 2015, 13 in 2016, 19 in 2017,
and 22 in 2018. In addition, the longer review time for journals
has likely contributed to this outcome for the more recent papers.
We expect this result to shift in the coming years as an
increasing amount of work based on deep learning to process
clinical notes is published in peer-reviewed journals.

Another finding from our review is that the majority of papers
reviewed identify risk factors for a particular disease and classify
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a clinical note by a certain disease phenotype. However, there
are only a handful of papers that extract comorbidities from the
free-text or integrate clinical notes with structured data for
prediction and longitudinal modeling of trajectories of patients
with chronic diseases. Such an outcome could be related to the
use of data analysis methods and algorithms (such as shallow
classifiers and rule-based approaches highlighted earlier) that
do not have the capability to capture temporal and longitudinal
relationships between clinical variables and in turn capture
disease evolution. Tools (such as MetaMap) and methods (such
as mapping n-grams to ontologies) used may have been other
influencing factors. While these tools allow extracting
meaningful medical information from the text, inherently they
reduce the possibility to derive more complex relationships,
principally due to phrase structure (for example “breast and
lung cancer” may be identified only as “breast” and “lung
cancer” rather than both “breast cancer” and “lung cancer”).
However, the use of relatively simple methods is advantageous
in terms of interpretability of predictions—a highly important
aspect in clinical domain—whereas it still represents a
significant issue for more complex methods.

Our review has retrieved only a few studies on the topic of
extracting word embeddings from clinical notes. This may be
due to insufficient available data to train the algorithms as well
as the fact that embedding methods have been developed only
recently. The issue of insufficient training data could be
addressed using transfer learning methods, while using
precomputed embeddings for specific diseases or categories of
diseases could be useful to effectively capture longitudinal
relationships.

Our review has shown that SVM and naïve Bayes algorithms
were most often used for machine learning–based tasks or in
combination with rule-based methods. This may be due to the
popularity of these algorithms as well as because naïve Bayes,
being a relatively simple algorithm, requires relatively small
amount of training data (in comparison with deep classifiers,
for example). Although it is not feasible to directly compare
algorithmic performance of the studies that we considered (due
to both diversity of data and challenges addressed), we have
noted that the most commonly reported performance measures
were sensitivity (recall), positive predictive value (precision),
and F score.

Finally, our review has reinforced the fact that availability of
public datasets remains scarce. This outcome was largely
expected given the sensitivity of clinical data in addition to all
the legal and regulatory issues, including the Health Insurance
Portability and Accountability Act and the Data Protection
Directive (Directive 95/46/EC) of the European Law (superseded
by the General Data Protection Regulation 2016/679). As a
result, the studies reviewed in this paper typically came from
research-based health care institutions with in-house NLP teams
having access to clinical data. Therefore, the need remains for
shared tasks such as i2b2 and access to data that would increase
participation in clinical NLP and contribute to improvements
of NLP methods and algorithms targeting clinical applications.

Limitations
This review has examined the last 11 years of clinical IE
applications literature and may have the following limitations.
The review is limited to journal articles written in the English
language, and papers written in other languages, especially
papers that consider clinical narratives, may provide additional
results. In addition, papers using clinical articles from non-EHR
systems have not been considered. Finally, focusing on the
clinical domain may have introduced a bias with respect to the
methods reviewed (rule-based vs machine learning), as
rule-based methods are more prevalent in the clinical domain
compared with other domains [122].

Recommendations
Our review has shown that there is a clear necessity for clinical
NLP methods to evolve beyond extraction of clinical concepts
and focus more on concept understanding (ie, not only
understanding of relationships between concepts but
incorporation of clinical facts, domain knowledge, and general
knowledge in the reasoning process). In this review, we have
not encountered work that attempts to bridge the gap between
concept extraction and concept understanding.

We have devised the following specific recommendations:

1. Focus on recognition of relationships among clinical
concepts and entities. While progress has been made in
recognizing entities in textual narratives (such as diseases,
drugs, procedures), further efforts must be focused on
automatic inference of relationships between these entities
(for example, drug A causes adverse event B for chronic
disease C), which in turn would allow deeper understanding
of clinical text.

2. Temporal extraction, automated mark-up and normalization
of temporal information from natural language texts, is an
important aspect. This is especially relevant for clinical text
as disease progression and clinical events are typically
recorded chronologically, with specific events being
significant only in a particular temporal context. As such,
significant attention should be given to temporal extraction
considering its implication in clinical context, especially
since none of the works in this review dealt with temporal
extraction (or used crude methods such as timestamps of
clinical notes).

3. Scarcity of annotated clinical corpora has raised the need
to exploit alternative sources of domain knowledge. In
addition to mainstream sources such as biomedical
literature, encyclopedias, and textbooks, automatic
diagnostic and decision support systems could be
exploitable (such as DXplain [123]). Transfer learning, a
method of transferring knowledge from existing corpora in
other domains to the clinical domain, also holds great
potential and should be investigated in more detail.

4. Significant advances in effective clinical NLP will depend
on large-scale corpora becoming available to researchers.
While shared tasks such as i2b2 and its successor n2c2 are
steps in the right direction, further incentives will be
required such as developing mechanisms that would
empower patients to donate their anonymized data or even
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providing algorithms that run on clinical text inside care institutions.
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Abstract

Background: The effect electronic health record (EHR) implementation has on physician satisfaction and patient care remains
unclear. A better understanding of physician perceptions of EHRs and factors that influence those perceptions is needed to improve
the physician and patient experience when using EHRs.

Objective: The objective of this study was to determine provider and clinical practice factors associated with physician EHR
satisfaction and perception of patient impact.

Methods: We surveyed a random sample of physicians, including residents and fellows, at a US quaternary care academic
hospital from February to March 2016. The survey assessed provider demographics, clinical practice factors (ie, attending, fellow,
or resident), and overall EHR experience. The primary outcomes assessed were provider satisfaction and provider perceptions
of impact to patient care. Responses on the satisfaction and patient impact questions were recorded on a continuous scale initially
anchored at neutral (scale range 0 to 100: 0 defined as “extremely negatively” and 100 as “extremely positively”). Independent
variables assessed included demographic and clinical practice factors, including perceived efficiency in using the EHR. One-way
analysis of variance or the Kruskal-Wallis test was used for bivariate comparisons, and linear regression was used for multivariable
modeling.

Results: Of 157 physicians, 111 (70.7%) completed the survey; 51.4% (57/111) of the respondents were attending physicians,
and of those, 71.9% (41/57) reported a >50% clinical full-time-equivalency and half reported supervising residents >50% of the
time. A total of 50.5% (56/111) of the respondents were primary care practitioners, previous EHR experience was evenly distributed,
and 12.6% (14/111) of the total sample were EHR super-users. Responses to how our current EHR affects satisfaction were rated
above the neutral survey anchor point (mean 58 [SD 22]), as were their perceptions as to how the EHR impacts the patient (mean
61 [SD 18]). In bivariate comparisons, only physician age, clinical role (resident, fellow, or attending), and perceived efficiency
were associated with EHR satisfaction. In the linear regression models, physicians with higher reported perceived efficiency
reported higher overall satisfaction and patient impact after controlling for other variables in the model.

Conclusions: Physician satisfaction with EHRs and their perception of its impact on clinical care were generally positive, but
physician characteristics, greater age, and attending level were associated with worse EHR satisfaction. Perceived efficiency is
the factor most associated with physician satisfaction with EHRs when controlling for other factors. Understanding physician
perceptions of EHRs may allow targeting of technology resources to ensure efficiency and satisfaction with EHR system use
during clinical care.
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Introduction

Electronic health record (EHR) systems have been widely
adopted in US hospitals in part due to financial incentive
programs as well as the anticipated benefits of cost savings and
improvements in safety and quality through a comprehensive
approach to patient care [1-5]. Studies evaluating cost savings
among hospitals after EHR adoption have had inconsistent
findings [2,6]. In addition to potential cost savings, EHRs feature
designs to improve patient safety through a variety of
mechanisms such as real-time prompts during patient care
encounters on drug dosing and potential medication error alerts
[7-11]. While studies have shown that these prompts can prevent
errors, they have also resulted in unintended consequences
among providers such as alert fatigue [9-14].

Public perception of EHRs is generally positive but work by
Emani et al [15,16] suggests physician skepticism might exist
regarding the effect of meaningful use of EHRs on quality of
care, patient-centeredness of care, and the patient care they
personally provided. Although other studies regarding physician
perceptions suggest EHRs may improve billing and quality,
they also demonstrated skepticism regarding the impact on
physician job satisfaction [17,18]. Decreased physician job
satisfaction can lead to burnout, physician turnover, increased
cost of physician recruitment, and potentially declines in quality
of care [19-22]. While these studies have added to what is
known, the lower response rates and focus on anticipated
experience with meaningful use of EHR limits their
generalizability and applicability to current provider practice.

The objective of this study was to determine provider and
clinical practice factors, including perceived efficiency using
the EHR, associated with physician EHR satisfaction and the
perception of the EHR’s impact on patient care. Ultimately,
gaining insight into this complex issue may inform future efforts
to improve physician efficiency and satisfaction with EHRs and
optimize the positive impacts on patient safety and quality of
care.

Methods

Setting
This descriptive survey study took place at the Medical
University of South Carolina (MUSC) from February to March
2016. MUSC is a 700-bed quaternary care academic hospital
that includes all adult and pediatric primary care and
subspecialty services. MUSC Health manages over 1,000,000
outpatient encounters and 40,000 admissions annually through
the employment of approximately 1200 physicians and 700
residents and fellows in 25 clinical departments.

MUSC currently uses Epic EHR software (Epic Systems
Corporation), having adopted Epic outpatient systems in May
2012 and full Epic Enterprise, including all components of the
fully integrated Epic health system, in June 2014. Initially
developed in 1979, Epic is currently one of the most widely

used EHR software systems worldwide. Epic is a fully integrated
and encompassing EHR through which all health-related
information is shared at MUSC. At MUSC, all physicians
(attendings, residents, and fellows) are required to complete 8
hours of Epic training in a simulated practice environment prior
to initial credentialing. During the implementation phase of the
EHR, each clinical area had defined physician super-users, who
were engaged in ongoing monthly interactive meetings with the
Epic build team to stay up to date on relevant changes and new
training updates, to help with immediate clinical and EHR needs
of their respective areas.

Survey Assessment Tool
A team of EHR, clinical, and research experts (DW, RW, RJT)
developed the survey content after a review of pertinent
literature and key informant interviews with local stakeholders.
The team piloted the survey for question clarity among a group
of hospitalist physicians (n=8) and information technology
medical directors that included physicians from a variety of
pediatric and adult subspecialties (n=10). There were no content
changes resulting from piloting, but several questions were
clarified based on feedback (see Multimedia Appendix 1).

Respondent Sampling
We used a random number generator to identify a random
sample of 157 physicians from a master list of all MUSC
providers. The quantitative data analyzed for this project was
part of a larger EHR satisfaction assessment project at the
university that also included qualitative analysis of physician
interviews. The qualitative interview data is not included in this
analysis. Ten information technology medical directors were
tasked with the entire project; thus, the final sample size was
selected based on the ability of these 10 physicians to collect
the data including completion of a face-to-face interview about
the current EHR product. We used the qualitative data from the
face-to-face interviews to drive improvement processes at the
institution; we did not use the qualitative data for this analysis.
We used Research Electronic Data Capture (REDCap) (REDCap
Consortium) software for survey administration and data
collection. We distributed surveys by email through REDCap,
and the responses remained anonymous. Nonrespondents
received email reminders from area specific medical directors.
We did not incentivize or distribute reimbursements for survey
completion. Our institution’s institutional review board
considered this project quality improvement.

Primary Outcomes
The primary outcomes assessed were provider satisfaction and
provider perceived impact to patient care. We assessed provider
satisfaction through the question, “How does Epic affect you
overall?” We assessed impact to patient care through the
question, “How does Epic affect your patients overall?” We
recorded both question responses on a continuous scale ranging
from 0 to 100 with 0 labeled as “extremely negatively” and 100
labeled as “extremely positively.” We anchored the slide for
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the response initially at a neutral value (50), and the survey
respondents modified the answer from there.

Independent Variables
We assessed independent variables including physician
demographics (age) and clinical practice factors. Clinical
practice factors included clinical role (attending, resident,
fellow), specialty department, percentage of clinical effort
(reported clinical full-time-equivalent or cFTE), and percentage
of attending providers whose encounters involved working with
a trainee.

We also assessed perceived efficiency in using the EHR. We
evaluated perceived provider efficiency through the statement,
“Please rate your efficiency using Epic.” Responses were
recorded on a continuous scale from 0 to 100 with 0 labeled as
“extremely inefficient” and 100 labeled as “extremely efficient.”
We anchored the slide for the response initially at a neutral
value (50), and the survey respondents modified the answer
from there.

The survey also evaluated physician EHR use experience (any
EHR experience, any Epic experience, and Epic experience at
MUSC in years of use), number of applications used in Epic,
and Epic training above the standard eight hours (training as an
Epic super-user).

Analysis Plan
We completed bivariate comparisons using one-way analysis
of variance, and we calculated Pearson correlation coefficients
for the continuous independent variables (perceived efficiency)
for both outcome variables (satisfaction and perceived patient
impact). The team also created linear regression models to
predict reported provider satisfaction and perceived patient
impact. A secondary analysis of factors associated with
perceived efficiency was completed using one-way analysis of
variance. All analyses were completed using SAS statistical
software (SAS Institute).

Results

Of 157 randomly selected physicians, 111 (70.7%) completed
the survey. An initial sample size of 160 was selected as
described; however, 3 of the physicians randomly selected from
the database were unable to respond due to temporary leave of
absence (n=1) and recent retirement (n=2). A total of 51.3%
(57/111) of the respondents were attending physicians, 32.4%
(36/111) were residents, and 16.2% (18/111) were fellows.
Mean age was 40.9 years (range 26 to 75 years) (Table 1). The
mean age of the sample was similar to the mean age of all
physicians at MUSC (39.8 years). A total of 50.5% (56/111) of
the respondents were primary care practitioners.
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Table 1. Survey respondent demographics (n=111).

Value, n (%)Categorical variables

Age in years

19 (17.1)20-29

47 (42.3)30-39

18 (16.2)40-49

27 (24.3)>50

 Clinical role

57 (51.4)Attending

Clinical full-time-equivalent

16 (28.1)<0.5

13 (22.8)0.5-0.99

28 (49.1)1

Percentage of time supervising residents

29 (50.9)<50

18 (31.6)51-99

10 (17.5)100

Super-user

45 (78.9)No

12 (21.1)Yes

18 (16.2)Fellow

36 (32.4)Resident

Postgraduate year (fellows and residents only; n=54)

8 (14.8)1

11 (20.3)2

6 (11.1)3

12 (22.2)4

9 (16.7)5

5 (9.3)6

3 (5.6)7

Clinical department

5 (4.5)Anesthesia

34 (30.6)General medicine

22 (19.8)Pediatrics

11 (9.9)Psychiatry

7 (6.3)Radiology

21 (18.9)Medical subspecialty

11 (9.9)Surgical subspecialty

Electronic health record experience in years

2 (1.8)<1

38 (34.2)1-5

42 (37.8)5-10

29 (26.1)>10
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Value, n (%)Categorical variables

Epic experience in years

21 (18.9)<1

74 (66.7)1-5

16 (14.4)5-10

Epic experience at MUSCa in years

19 (17.1)<1

86 (77.5)1-5

6 (5.4)5-10

Number of systems used

22 (19.8)1

52 (46.8)2

29 (26.1)3

8 (7.2)4

aMUSC: Medical University of South Carolina.

The overall mean response to the question assessing physician
satisfaction demonstrated that physicians were generally
satisfied (mean 58 [SD 22]), especially in light of the question
being anchored at a neutral response of 50. Overall, physicians
also felt that the EHR has a positive impact on the patient
experience (mean 61 [SD 18]).

In the bivariate comparisons assessing categorical independent
variables, only physician age and clinical role (resident, fellow,
attending) were associated with satisfaction, with older age and
attending role reporting lower satisfaction scores (both P<.05;
Table 2).
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Table 2. Bivariate analysis for the primary outcome variables provider satisfaction (EHR affects you) and patient impact (EHR affects patients).
Numerical value represents the mean score for each group.

P valuePatient impact meanP valueSatisfaction meanCategorical variables

60.657.8Total population score

.27.05Age in years

65.867.520-29

60.759.330-39

54.449.140-49

60.854.2>50

.21.01Clinical role

57.952.1Attending (n=57)

.57.88Clinical full-time-equivalent

61.754.5<0.5

58.350.90.5-0.99

55.651.21.0

.24.07Percentage of time supervising residents

61.452.9<50

52.244.051-99

57.964.3100

.39.66Super-user

55.952.4No

65.350.8Yes

65.666.7Fellow

62.362.5Resident

.37.18Postgraduate year (fellows and residents only)

57.563.01

70.776.12

62.759.23

61.057.44

57.957.15

64.463.86

78.077.07

.26.22Clinical department

63.870.2Anesthesia

63.558.1General medicine

60.058.7Pediatrics

59.262.0Psychiatry

59.662.4Radiology

52.747.1Medical subspecialty

68.562.8Surgical subspecialty

.36.11Electronic health record experience in years

82.084.0<1

59.361.71-5

61.256.55-10
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P valuePatient impact meanP valueSatisfaction meanCategorical variables

59.952.8>10

.42.12Epic experience in years

64.666.5<1

59.155.81-5

62.255.75-10

.47.27 Epic experience at MUSCa in years

60.464.1<1

61.257.01-5

52.049.25-10

.15 .51Number of systems used

59.360.41

62.657.62

55.454.03

69.465.84

aMUSC: Medical University of South Carolina.

None of the assessed categorical variables were associated with
perceived patient impact; however, physician reported perceived
efficiency was correlated with both provider satisfaction
(r=0.68) and perceived patient impact (r=0.6; Figures 1 and 2),
indicating that physicians reporting higher perceived efficiency
also reported higher overall satisfaction and EHRs having an
overall more positive impact on the patient.

The regression model for physician satisfaction with predictors
including clinical role, experience, and efficiency produced an

R2 of 0.5. As seen in Table 3, only perceived efficiency had a
significant positive regression weight indicating that physicians
with higher reported efficiency also reported higher overall
satisfaction after controlling for other variables in the model.
For every 1-point increase in efficiency, satisfaction scores
increase by 0.74.

Figure 1. Scatter plots demonstrating the positive association between provider efficiency and satisfaction (r=0.68).
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Figure 2. Scatter plot demonstrating the positive association between provider efficiency and provider reported patient impact (r=0.6).

Table 3. Linear regression table predicting physician satisfaction: R2=0.5; P<.001.

P valuet valueStandard errorParameter estimateVariable

.0033.06.619.9Intercept

.341.01.81.7Clinical role

.390.80.8–0.7Epic experience at MUSCa

<.0019.10.10.7Efficiency

aMUSC: Medical University of South Carolina.

The regression model for physician-reported perceived patient
impact, which also included clinical role, experience, and

perceived efficiency as predictors, produced an R2 of 0.4. As
seen in Table 4, only perceived efficiency had a significant
positive regression weight indicating that physicians with higher
reported efficiency also reported higher positive perceived
patient impact after controlling for other variables in the model.
For every 1-point increase in efficiency, perception of patient
impact increases by 0.53.

Because reported efficiency was the factor most predictive of
both physician satisfaction and perceived patient impact, we
conducted a secondary analysis of physician reported perceived
efficiency. Overall, physician responses in rating their personal
efficiency using EHR were positive (mean 54 [SD 20]). In
bivariate comparisons, only clinical role was associated with
perceived efficiency, with attending physicians reporting lower
efficiency (Table 5).

Table 4. Linear regression table predicting perceived patient impact: R2=0.4; P<.001.

P valuet valueStandard errorParameter estimateVariable

<.0015.405.9032.00Intercept

.87–0.201.60–0.30Clinical role

.940.070.700.05Epic experience at MUSCa

<.0017.700.070.53Efficiency

aMUSC: Medical University of South Carolina.
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Table 5. Bivariate analysis for factors associated with perceived efficiency.

P valueEfficiency, meanCategorical variables

53.9Total population perceived efficiency

.11Age in years

60.720-29

56.230-39

50.140-49

47.8>50

.01Clinical role

48.5Attending

.28Clinical full-time-equivalent

55.8<0.5

46.60.5-0.99

45.11.0

.08Percentage of time supervising residents

48.6<50

41.251-99

60.7100

.37Super-user

46.9No

54.3Yes

63.8Fellow

57.6Resident

.05Postgraduate year (fellows and residents only)

53.11

66.62

56.53

57.84

52.75

61.06

85.07

.86Clinical department

54.2Anesthesia

53.0General medicine

58.0Pediatrics

56.8Psychiatry

58.0Radiology

49.7Medical subspecialty

50.9Surgical subspecialty

.12Electronic health record experience in years

83.0<1

56.01-5

53.65-10

49.8>10
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P valueEfficiency, meanCategorical variables

.17Epic experience in years

60.1<1

51.41-5

57.35-10

.47Epic experience at MUSCa in years

58.7<1

53.21-5

48.85-10

.67Number of systems used

49.71

55.22

55.73

50.94

aMUSC: Medical University of South Carolina.

Discussion

Principal Findings
This survey of physicians practicing at all levels of training and
experience at a large academic medical center with a fully
integrated and established EHR reveals that the EHR has had
an overall positive influence on physician satisfaction with the
EHR and perceived positive influence on patient care. Previous
studies have reported physician concerns and challenges with
provider use of an EHR system, such as those found in reports
from Emani et al [15,16] and Shanafelt et al [20]. A 2012 study
by Heyward et al [23] surveyed community-based clinicians
before and after EHR implementation and found decreasing
rates of overall job satisfaction among its providers. Our
findings, in contrast to these reports, showed clinicians in a
variety of clinical settings and practice types rated satisfaction
with our EHR system positively and felt it has a positive impact
on the care they provide.

Although older and attending-level physicians appeared more
likely to report decreased satisfaction with EHR in our bivariate
comparisons, it was their own perceived efficiency in using the
EHR that was predictive of both satisfaction and positive impact
for patients in adjusted analysis. We assessed perceived
efficiency in the survey with the question, “Please rate your
efficiency using Epic.” With perceived efficiency demonstrating
the strongest association with physician satisfaction, we felt a
more in-depth assessment of factors that influence perceived
efficiency was needed. In a second bivariate analysis using
efficiency as an outcome, only clinical role was associated with
perceived efficiency. Attending physicians, when compared to
residents and fellows, had the lowest overall perceived
efficiency. This difference in perception of efficiency is likely
multifactorial but could represent a true difference in how
efficient attending-level providers are in using the EHR
compared to their peers. To our knowledge, no validated
measure exists to compare actual use efficiency.

Our diverse, randomly selected sample enables insight into
perceptions of providers across disciplines and at various levels
of training and EHR experience. For example, attending
physicians and those practicing for a longer period of time may
have had more experience with non-EHR systems and therefore
may have a different perspective on EHR impact on patient
care. Additionally, younger providers may have more general
experience with technology. This experience may enable them
to adapt easily to EHR adoptions, updates, or modifications.

We identified a trend (P=.06) in bivariate analysis toward
increased time spent supervising residents with higher reported
EHR satisfaction, but this was not significant. Attending
physicians who supervise residents have less direct EHR use
and responsibility. For example, physicians responsible for
supervising residents more commonly cosign documentation
as compared to writing notes and entering orders directly. Future
studies may be needed to further evaluate the impact of resident
supervision on attending use and satisfaction with EHRs.

Limitations
Our study has limitations. Although our response rate to the
survey was above a commonly accepted benchmark (60%), it
was only distributed at a single center. Although the EHR system
used at this center is one of the most commonly adopted EHRs
in the United States, it does have some degree of customizability
and therefore our results may not be generalizable. Additionally,
we chose our sample based on the number of surveys felt to be
feasible to perform (N=160), and some of our associations that
were close to significant may have become significant with a
larger sample. This impact may have been greater when
investigating subgroups such as attending only. Furthermore,
our study assesses association and not causations. Due to the
desire to keep the survey brief, other EHR-specific factors
influencing satisfaction and clinician perception of the EHR’s
impact on patient care were not assessed. This represents a
potential area for further research. It is helpful that EHR
implementation occurred between May 2012 and June 2014 as
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many of the surveyed providers did have experience caring for
patients without an EHR, but we did not measure important
variables like efficiency before and after implementation as
would be required to test causation. Last, further work is also
needed to determine if perception of poor efficiency is correlated
with actual efficiency. Unfortunately, no standard measure for
efficiency exists with EHRs.

Conclusions
In our diverse sample of providers, perceived efficiency in using
the institution’s EHR was the factor most associated with both
satisfaction and perceived impact to patient care. Targeting
at-risk groups for training, efficiency improvement efforts, and
continued monitoring especially during major upgrades may be
needed to improve efficiency as a way to increase physician
satisfaction and ensure high-quality patient care.
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Abstract

Background: In the intensive care unit (ICU), continuous patient monitoring is essential to detect critical changes in patients’
health statuses and to guide therapy. The implementation of digital health technologies for patient monitoring may further improve
patient safety. However, most monitoring devices today are still based on technologies from the 1970s.

Objective: The aim of this study was to evaluate statements by ICU staff on the current patient monitoring systems and their
expectations for future technological developments in order to investigate clinical requirements and barriers to the implementation
of future patient monitoring.

Methods: This prospective study was conducted at three intensive care units of a German university hospital. Guideline-based
interviews with ICU staff—5 physicians, 6 nurses, and 4 respiratory therapists—were recorded, transcribed, and analyzed using
the grounded theory approach.

Results: Evaluating the current monitoring system, ICU staff put high emphasis on usability factors such as intuitiveness and
visualization. Trend analysis was rarely used; inadequate alarm management as well as the entanglement of monitoring cables
were rated as potential patient safety issues. For a future system, the importance of high usability was again emphasized; wireless,
noninvasive, and interoperable monitoring sensors were desired; mobile phones for remote patient monitoring and alarm
management optimization were needed; and clinical decision support systems based on artificial intelligence were considered
useful. Among perceived barriers to implementation of novel technology were lack of trust, fear of losing clinical skills, fear of
increasing workload, and lack of awareness of available digital technologies.

Conclusions: This qualitative study on patient monitoring involves core statements from ICU staff. To promote a rapid and
sustainable implementation of digital health solutions in the ICU, all health care stakeholders must focus more on user-derived
findings. Results on alarm management or mobile devices may be used to prepare ICU staff to use novel technology, to reduce
alarm fatigue, to improve medical device usability, and to advance interoperability standards in intensive care medicine. For
digital transformation in health care, increasing the trust and awareness of ICU staff in digital health technology may be an
essential prerequisite.

Trial Registration: ClinicalTrials.gov NCT03514173; https://clinicaltrials.gov/ct2/show/NCT03514173 (Archived by WebCite
at http://www.webcitation.org/77T1HwOzk)
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Introduction

Background
In decades to come, demographic developments and an
increasing number of comorbidities will lead to an ever-rising
number of chronically ill patients in need of intensive care
treatment [1]. Moreover, health care institutions are highly
challenged with rising workloads, due to a shortage of medical
staff and an increasing financial burden [2]. Within this context,
rapid and sustainable implementation of advanced digital
technologies could mitigate this development.

Continuous monitoring of patients is one of the most essential
components in intensive care medicine: first, to notice critical
changes of patients’ health statuses, and second, to guide daily
intensive care therapy [3]. Its implementation led to significant
improvements in patient safety in the intensive care unit (ICU)
[4]. Notably, in comparison with other medical devices, patient
monitoring is used by a multidisciplinary team of physicians,
nurses, and respiratory therapists.

With advances in information and communication technologies
(ICTs) and medical device technologies, new options for patient
monitoring are being introduced that may potentially improve
patient safety [5]. However, most of the monitoring devices
used today, such as the electrocardiogram (ECG) or invasive
blood pressure measurement, were already available in the
1970s, using alarm thresholds for single sensors [6,7].
Nowadays, technologies to remotely monitor patients are
available, such as wireless monitoring sensors (eg, ECG, pulse
oximetry [8,9], and hemoglobin [10]), noninvasive measurement
of hemodynamic parameters (eg, blood pressure and cardiac
output [11]), as well as mobile communication devices (eg,
mobile phones and tablets) [12-14]. Furthermore, clinical
decision support systems (CDSS) based on artificial intelligence
can assist physicians by analyzing multiple parameters to detect
early indications of sepsis, respiratory failure, or bleeding
[15,16].

Despite these technological developments, the introduction of
novel patient monitoring applications in the ICU remains a
lagging process compared to other industry sectors [17,18]. The
manifold reasons for this could be rooted in a mismatch of
expectations and assumptions by clinical users and
manufacturers about novel patient monitoring [19,20].

Aim
This qualitative study evaluated statements by ICU
staff—physicians, nurses, and respiratory therapists—on current
patient monitoring. This study also evaluated the staff’s
expectations for future technological developments to explore
clinical requirements and barriers to the implementation of a
novel monitoring system. We aimed to explore desires, concerns,
and perceived challenges of ICU staff on patient monitoring
that may stimulate rapid and sustainable technological adaption
in the ICU.

Methods

Ethics Approval and Consent to Participate
Ethical approval for this study was provided by the ethics
committee of the Charité—Universitätsmedizin Berlin,
Germany (EA1/031/18). All participants gave their consent
prior to the study.

Setting
This study was conducted at three ICUs of a German university
hospital as a preliminary study of the implementation of the
Vital Sync virtual patient monitoring platform 2.4, developed
by Medtronic plc. This new system was installed in one of the
three ICUs to monitor patients remotely and was utilized after
completion of data collection for this study. In all three ICUs,
the Philips IntelliVue patient monitoring system was installed
at the time of the study (MX800 software version M.00.03;
MMS X2 software version H.15.41-M.00.04). The COPRA 5
patient data management system (PDMS), developed by COPRA
System GmbH, was used in all ICUs.

Research Team and Study Design
The research team consisted of a postdoctoral researcher with
a background in anesthesiology, geriatrics, intensive care
medicine, and digital health (ASP); a senior medical student
with a strong affinity for digital health (LM); a professor for
digital health, who is a consultant anesthesiologist and a
computer scientist (FB); a psychologist (HK); a head nurse
(MS); the ICU senior consultant (SWC); and the department’s
head of staff (CS). To maintain reflexivity, the research team
challenged established assumptions in discussions and shared
diaries throughout the study.

We chose an inductive, exploratory, qualitative research
approach using semistructured interviews as described elsewhere
[21-23]. The inductive approach allowed us to simultaneously
collect and analyze data to see if any patterns emerged that
would influence the study design.

Data Collection
Between April and May 2018, ASP and LM conducted
face-to-face semistructured interviews with 5 physicians (4
women, 80%), 6 nurses (2 women, 33%), and 4 respiratory
therapists (1 woman, 25%) from the ICU. The median of ICU
experience was 4 years (range 2-15) for physicians, 6 years
(range 1-14) for nurses, and 9 years (range 2-18) for respiratory
therapists. Purposive sampling was employed to ensure an
evenly distributed variety of professional staff.

The interview design was based on the research question and
developed by the research team through consultation of further
experts from intensive care medicine and psychology. Pilot
interviews did not alter the questions. The developed questions
were used as a guide for the interviews, giving the interviewers
the freedom to change their weight or phrasing (see Textbox
1). Additionally, the order of the first three questions could be
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changed. The interviews were conducted during breaks between
patient care in the ICU, were recorded and transcribed verbatim
by the interviewers, and were reviewed by the researcher who
had not done the transcription. Median interview length was 13
minutes (range 8-26).

Data Analysis
After the completion of five interviews, we began analyzing
the data through an inductive approach by means of the
grounded theory [24]. Codes that were generated through
line-by-line coding of three particularly different interviews
resulted in a category system (see Multimedia Appendix 1) that
was adjusted and extended by analyzing further interview
transcripts (see Multimedia Appendix 2). All coding was
performed using the MaxQDA 2018 qualitative data analysis
software. The first five interviews were coded twice by two
independent researchers (ASP and LM). Inconsistencies between
coders were discussed in meetings among the research team

until a mutual agreement was achieved. All following transcripts
were coded by one researcher and the codes validated by another
researcher.

After completion of coding, the research team reviewed and
summarized each core statement to extract themes that were
relevant to the study objective. Throughout the process of data
analysis, the weight and phrasing of all questions and the order
of the first three questions asked during the interviews were
adapted using a feedback loop as previously described [25] (see
Figure 1). Data collection was finalized when no new codes
were identifiable from new interviews [26]. Out of each
category, representative statements were selected and translated
into English.

The datasets generated and analyzed during this study are not
publicly available due to reasons of data privacy; however, they
are available from the corresponding author (FB) upon
reasonable request.

Textbox 1. Guide for intensive care staff interviews.

Interview questions:

• How often do you interact with the current patient monitoring system and which features do you use?

• Regarding the current patient monitoring system, is there anything that you find particularly useful? What suggestions for improvement do you
have?

• Given endless financial and technical resources, what would your future patient monitoring system look like?

• Would you consider using a tablet for your clinical work regarding remote patient monitoring? In which situations would you use it?

• Would you consider using a clinical decision support system for your clinical routine?

• In your clinical workflow, is it important to have a graphical visualization of patients’ vital parameters and their trends? Do you consider trend
graphics of the patient monitoring system useful for shift handovers?

• What is more important to you: usability or number of features?

Figure 1. A feedback loop adapted the weight and order of the interview questions through parallel data collection and evaluation as previously described
[25].

Results

Summary
This qualitative study was constructed based on 15 interviews
with ICU staff regarding the complexity of patient monitoring
in the ICU. According to our study objectives, resulting codes

were classified into three main categories: (1) current patient
monitoring, (2) future patient monitoring, and (3) barriers to
implementation of novel patient monitoring. In the sunburst
diagram (see Figure 2), the 12 most-relevant themes (middle
ring) within the three categories (inner ring) are visualized and
specified (outer ring).
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Figure 2. Within three categories (inner ring), 12 themes (middle ring) were identified and specified (outer ring) to reflect the requirements of a novel
patient monitoring technology from the view of intensive care staff. CDSS: clinical decision support system.

Most participants saw a need for improvement of patient
monitoring in the ICU through novel technology, not only for
enhanced efficiency in routine processes, but also to improve
patient safety, quality of care, staff satisfaction, and quality of
life for patients in the ICU as well as after discharge.
Self-evaluation by participants regarding technological savviness
using a Likert scale, with scores ranging from 1 (no affinity for
technology) to 5 (high affinity for technology), resulted in the
following median scores: physicians, 3.5 (range 2.0-5.0); nurses,
2.8 (range 1.5-4.0); and respiratory therapists, 3.8 (range
3.5-5.0).

Current Patient Monitoring
The interviewed ICU staff rated the software usability of the
current patient monitoring as good with special emphasis on
intuitiveness and uniformity. Standard features such as display
of vital parameters and configuration of alarm thresholds were
easy to use, however, advanced settings were considered
difficult to set up without training.

It's sometimes very difficult to get all the parameters
that I actually want on a monitor...Partly it's very
complicated to be able to adjust the monitor quickly
and effectively. So I often have the situation that I am
called in by the nursing staff because they don't
manage to display the parameters on the monitor that
I would like to see. And then it costs me 20 minutes
of work that is wasted during the day. [Interview 13,
physician]

For the visualization of single parameters, a graphical curve
was stated to be essential for faster clinical interpretations and
to ensure the validity of sensor measurements. All professional
groups stated that they rarely use trend analysis on the patient
monitoring device. Instead, the PDMS was used, as it provides
other clinical data along with trends of vital parameters.

Concerning patient monitoring features used by ICU staff, alarm
management was mentioned most frequently. Nurses and
respiratory therapists would regularly adjust alarm thresholds
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to current patient conditions. However, alarm fatigue or “cry
wolf” situations (ie, multiple alarms going off at the same time)
were considered as a major deficit of the current system, leading
to stress in patients and staff and, potentially, reduced patient
safety. Reasons for this were stated as (1) technical: difficult to
distinguish between false and critical alarm, and susceptibility
to error of the ECG, peripheral capillary oxygen saturation
(SpO2), and end-tidal carbon dioxide (etCO2) sensors; (2) patient
related: interference of artefacts related to delirium (ie,
movement), sepsis (ie, centralized circulation), or high
perspiration; and (3) ICU staff related: inadequate alarm hygiene
due to lack of staff training with patient monitoring and lack of
staff resources.

Alarm management is rather a big problem in the
intensive care unit; some people set the alarm limits
very tightly, which often leads to false alarms. I think
it's important to work on the alarm management
within the team...especially at night, also the sound
for the patients. When the patient is supposed to sleep
and then the monitor beeps all the time... [Interview
p02, nurse]

Too little alarm hygiene is being done. This is not due
to the laziness of the people, but simply due to the
staff situation; there are too few nurses, too few
doctors. Therefore, it just beeps very often. And the
monitor can't distinguish; is this critical or not? It
gets its limits set, and if you've had an alarm five times
because the patient is moving, and therefore the heart
rate is supposedly elevated, you won't look at it the
sixth time, but maybe there is something else. Yes,
that's a bit of a problem, because one or the other
critical situation is only recognized very late.
[Interview 11, respiratory therapist]

Long distances and an angled architecture of the ICU along
with missing additional patient monitoring displays at strategic
positions (eg, corridor and doctor’s office) were indicated to
possibly lead to critical situations. Furthermore, all interviewees
criticized the entanglement of cables, especially in situations
such as bedding and transport, posing a major patient safety
issue.

Future Patient Monitoring
Participants from all professional groups emphasized the
importance of intuitiveness and usability of a future patient
monitoring system, especially in an emergency, with options
to add more advanced and individual settings.

So if you want to use something like that, it would be
good to have more functions and individualize
it...Because, I think to myself, it is precisely because
of the fact that there are so many different
professional groups on the move here, that a senior
physician in the department may also have completely
different things that he finds important than perhaps
a respiratory therapist or another specialist.
[Interview 12, respiratory therapist]

It all has to be self-explanatory in my eyes because
we have too many devices that are complicated, so it

would be nice if it was very user-friendly. [Interview
7, respiratory therapist]

Future conceptions were more accurate in measurements, while
at the same time less invasive, wireless, and with better
interoperability between medical devices; for example, access
to PDMS through patient monitoring.

How do you imagine the monitoring system of the
future? [Interview 11, interviewer]

Capture more values with less effort. So less invasive
and a little more accurate, yes. [Interview 11,
respiratory therapist]

In any case, a wireless transmission of the monitor
would be great. Because this would of course have a
clear advantage for the patient in terms of mobility.
[Interview 12, respiratory therapist]

Participants from all interviewed professional groups believed
that using mobile communication technology, such as tablet
computers or mobile phones, as remote patient monitoring
devices could increase patient safety, reduce the length of stay
in the ICU, and improve job satisfaction.

I absolutely believe it [remote patient monitoring] is
a step in the right direction. It benefits the patients,
after all. And in the best case, it makes the work
easier. [Interview p02, nurse]

A reduction of stress through remote patient monitoring, in both
ICU staff and patients, was pointed out and justified by
optimized alarm management (ie, the possibility to cancel false
alarms from a mobile device and, thus, less noise pollution).

And if I also had the option of canceling [false]
alarms while sitting at the PC without having to run
to the central system, I think that would make life
easier for me. And above all, it would protect the
patient. You do not ignore false alarms, or other
alarms, which you interpret as false alarms—which
can be life-threatening—and that the patient is
perhaps less stressed, if he does not hear these alarms
constantly at his own bed...I think I'm also preventing
delirium. [Interview 13, physician]

To reduce distractions of doctors by false alarms, interviewees
also proposed an alarm filtering system by the nursing staff and
critical alarm transmission to the doctor’s mobile device.

If you get distracted by other things again and
again...I think you accomplish less in the time you
have. And, therefore, related to your question, of
course it is important that you get alerted, but in the
end, I see the nursing staff as a certain filter.
[Interview 2, physician]

For [external staff and new staff members], I actually
don't find that bad at all. That they can just say, “Ok,
I press a button and know...when the alarm comes,
that goes to the doctor...” And that this makes them
more relaxed and they don't have to search for him.
[Interview 8, nurse]

A point of criticism of remote patient monitoring was the fear
of less interprofessional communication and less patient contact
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when the physician is informed via a mobile device and the
alarms are canceled remotely. To achieve better teamwork
regarding alarm management, training in interprofessional
communication was considered necessary.

I also find that a bit difficult, because then the
communication just breaks down a bit. Because I like
to go to the doc and say, “Hey, here, I noticed that,
should I do something now?” [Interview 8, nurse]

Staff expectations regarding the implementation of a CDSS,
including artificial intelligence in monitoring, were ambivalent;
however, an automatic adjustment of alarm thresholds through
trend analysis and the CDSS was suggested. Critical attitudes
resulted from lack of trust in the CDSS: the interviewees stressed
plausibility to estimate the validity of CDSS recommendations
in their clinical work routine.

And if I don't understand the physiology behind it,
also in humans, and only stick to these theoretically
calculated values there, then I think mistakes will
occur...So a basic education in the basic
understanding of physiology and also of technology,
how these limits and parameters and
recommendations arise, should be absolutely there.
[Interview 13, physician]

In terms of hardware design for remote patient monitoring,
several interviewees of all professions agreed that a large tablet
was applicable for stationary use because it would provide a
better overview. However, most of the interviewed staff said
they would prefer using a small device, even their own mobile
phone, which would offer greater mobility since the pockets of
the scrubs are too small for larger devices.

If I had to carry it [the tablet] with me all the time,
then it would have to be the size of a scrubs pocket.
[Interview 3, nurse]

If it is stationary, then rather large [display] to
provide a good overview. [Interview 8, nurse]

Barriers to Implementation of Novel Patient
Monitoring
We identified a lack of trust in technology as the greatest barrier
to the implementation of novel patient monitoring devices in
the ICU.

I think it's important to be at the patient's bedside,
look at the patient, and not just rely on some kind of
monitoring. [Interview 10, physician]

ICU staff feared the implementation of new technology in the
ICU that would increase workloads in a setting where time and
resources are already scarce.

We have a lot of leasing staff [external staff], and we
are a newly assembled team—I think it [new
technology] would still be difficult to implement here
at the moment. [Interview p02, nurse]

They demanded more time for using advanced features and for
training in new medical devices.

If I had more time, then I would like to have more
functions [in patient monitoring] and we must be

trained more intensively for using the new [medical]
devices. [Interview p02, nurse]

While satisfied with the current system, ICU staff reported that
new technology seems very complex and they often did not
foresee its benefit. By using new technology, they were afraid
to lose their clinical skills and have less direct contact with the
patient.

I think that we should use our brain, and that it makes
sense to be able to rely on your own senses in case
of a power failure, darkness, or whatever. [Interview
10, physician]

Well, I think that the more you get taken off [by
technology], the more you stop thinking. And then an
ECG electrode falls off, and people think the patient
is asystolic and start to resuscitate. [Interview 4,
nurse]

Additionally, lack of awareness and education of ICU staff
about current technological developments was identified as a
potential barrier to implementation.

Discussion

Principal Findings
This qualitative interview study provides valuable insights into
the understanding of the complexity of patient monitoring in
the ICU. For the ICU staff, the current patient monitoring system
was intuitive to use for vital sign monitoring, but other features
were difficult to set up due to lack of training and staff shortage.
Further, ICU staff rated alarm fatigue and entanglement of
cables as major threats to patient safety.

For future developments, a more interoperable, intuitive patient
monitoring system was demanded with options to add advanced
and individual features depending on the patients’ or users’
needs. Vital parameter measurements and alarms should be
more specific, while being noninvasive and less obtrusive (eg,
wireless). Interestingly, interviewees recognized mobile phones
with a large screen as a potential remote patient monitoring
device, which could reduce noise pollution, increase patient
safety, and lead to enhanced job satisfaction. Additionally, a
CDSS based on artificial intelligence could optimize alarm
management if plausible for the ICU staff. For a more rapid
introduction of novel patient monitoring solutions in the ICU,
participants demanded more training in new medical devices.

As a major barrier to the implementation of novel patient
monitoring, lack of both trust and awareness for novel,
innovative technology was identified. Interviewees also admitted
to being afraid to lose their clinical skills as a result of having
less interprofessional communication and less contact with the
patient due to novel patient monitoring technology.

False Alarms Endanger Patient Safety
Whereas alarm management is the main feature of patient
monitoring used at the study sites, currently neither regular staff
training nor a framework for alarm management is established.
In the context where “cry wolf” situations with multiple alarms
going off at the same time have become the standard
environment in the ICU, this is an alarming insight [27]. Of all
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auditory alarms, up to 99% have been described to be false
alarms that do not change patient treatment [28]. These false
alarms are a product of a complex interplay between the
patient’s condition, the users’ competence, and the technical
features of the patient monitoring system. False alarms
desensitize clinical staff to critical alarms (ie, alarm fatigue)
and pose a major patient safety issue, leading to alarm-related
patient deaths every year [29]. According to our study results,
patient safety might also be compromised through the constant
noise pollution that induces interruptions, stress, and
concentration difficulties among the ICU staff.

Although several strategies have been developed to reduce false
alarms in the ICU [12,28-31], implementation into a clinical
routine is still lacking. Notably, the reduction of alarms due to
alarm management strategies ranges from 24% to 88.5% per
ICU, indicating the effectiveness of such strategies, including
staff training for any ward that uses patient monitoring devices
[32-34].

Interoperability and Usability of Devices in Intensive
Care
Today, most acute care medical devices are not designed to
interoperate [18]. Remarkably, our results indicate that
requirements for future patient monitoring are steadily increasing
to more than just monitoring the vital parameters. ICU staff
demand a patient monitoring device to interoperate with other
medical devices for detailed comparisons of vital parameters
and trend analysis in the context of medication, ventilation,
fluid balance, and more, as recently suggested by Flohr et al
[35]. This could optimize workflow and reduce redundant
documentation in the ICU.

In terms of usability, ICU staff expressed their demand for
intuitive and reactive systems for clinical use. Although the
implementation of electronic applications in health care dates
back more than a decade, usability—referring to the efficient,
effective, and safe use of technology—is still not fully optimized
for clinical use [36,37]. In the ICU, digital applications should
not induce stress. Instead, their use should focus the user for
efficient, effective, and safe work. In usability research, various
simple and low-cost methods are available that should be applied
by anyone working in medical device development [38].

For both interoperability and usability, regular adaptation and
application of medical device communication (ie, Institute of
Electrical and Electronics Engineers [IEEE] 11073) and
technical standards (ie, International Electrotechnical
Commission [IEC] 60601) to current developments might
minimize use-related hazards and risks to patients and ICU staff
[39,40].

Mobile Phones in Intensive Care Routine
The use of tablet computers with access to electronic medical
records or multiparameter monitoring has been perceived as
beneficial in inpatient settings [35,41]. However, for ICU staff,
large tablets were too bulky to carry around due to the small
pockets of their scrubs; they instead preferred small tablets that
are portable [42] or larger mobile phones for remote patient
monitoring in the ICU. This finding may influence further device
developments for the ICU and the operating room where scrubs

are worn. Recently released foldable mobile phones could be
an approach to combine the advantages of pocket-size and
large-screen devices [43]. As industry stakeholders are already
developing apps for mobile devices in the ICU, more
interdisciplinary studies are necessary to obtain early feedback
from clinicians, developers, and engineers [12,14].

In the move toward a widespread implementation of
telemedicine and remote patient monitoring technology into
various health care sectors including the ICU, the mobile phone
or tablet computer could easily be deployed for these tasks. ICU
staff claimed that the length of stay in the ICU could be reduced
through the utilization of remote patient monitoring, which is
in line with several recent studies on telemedicine [44,45].

Clinical Decision Support Systems for Alarm
Management
Integration of novel medical devices and technological advances
result in a steadily growing amount of data that are being
analyzed by ICU staff daily, thus making automated systems
based on artificial intelligence a necessity for the future.
Although various research projects are focusing on CDSS in
the ICU, translation into the clinical routine is lagging far behind
[15,46-49].

In our study, participating staff stated that they would utilize a
CDSS only if it was plausible and underlying algorithms were
readily understandable. A physician also indicated that
appropriate training for the application would be useful to avoid
misuse. Taking into account that most CDSS are based on
complex machine learning methods, explaining the underlying
mechanism to intensivists might be challenging. However,
participants expressed the necessity to optimize detection of
false alarms with a CDSS. Thus, a self-learning alarm system
via machine learning might be practicable for the near future
[50].

Furthermore, according to interviewees, trend-based alarms
might be a useful complement to the traditional threshold-based
alarms; this is consistent with a publication by Charbonnier et
al, who was able to reduce 33% of false alarms by using a
trend-based alarm system in the ICU [51].

Building Trust in Information and Communication
Technology
The most disruptive implementation of ICT in intensive care
medicine in the recent past has been the introduction of
tele-ICUs, which has been accompanied by several staff
acceptance studies [21,52,53]. With the implementation of
tele-ICU technology in existing ICUs, ICU staff are not only
confronted with novel ICTs, but also with changes in clinical
processes, such as teamwork, communication, and staff
structure. This is due to the fact that therapy decisions are
influenced by external experts, who might be unfamiliar to the
ICU staff on site. In this constellation, trust has to be formed
first toward the new ICT and in a second step toward the
external experts [21]. With respect to our study, similar concerns
were reported: after trust in ICTs are established, ICU staff must
also get familiar with the CDSS, in contrast to the external (ie,
human) experts. Notably, our results did not show any influence
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of prior experience with technology on the formation of trust
[54].

We conclude that ICU staff are ready and willing to use
more-advanced ICT devices in intensive care routine.
Nevertheless, without adequate and regular training in novel
technical and digital devices, even in alarm management, the
full potential of digitization will not have been exhausted.

Digital Literacy
As suggested in recent publications, governments, health care
institutions, and universities should include digital health care
in the curriculum of high schools, as well as in medical and
nursing schools, to ensure that future health care professionals
acquire digital literacy [55,56]. Our finding of low
tech-savviness among ICU staff indicates that regular staff
training with novel medical devices, software, and mobile phone
apps may be beneficial for successful implementation of future
patient monitoring devices [20,57,58].

Innovation in health care derives from interdisciplinary
teamwork with developers and medical engineers [59].
University hospitals, especially, should empower ICU staff to
pursue academic research in the context of ICT implementation
in the ICU.

Design Thinking in Health Care
In the context of digitization in health care, novel digital systems
often fail after implementation as a result of a lack of user
involvement [59]. The importance of validation of novel digital
health solutions through early and continuous user involvement
is often underestimated by the industry, hospitals, and
governments [55]. Reasons for this include lack of financial
resources, delays in time to market, or ignorance about how to
validate a digital health product [59]. One way to mitigate this
issue might be the design-thinking framework as a systematic
process that prioritizes empathy for the users with the aim to
develop a more comprehensive and effective solution [60]. In
situations where the users cannot point out their needs, analyzing
their behaviors through a more user-centered qualitative method
such as design thinking can provide invaluable insights about
their unmet desires [60].

Limitations
Through the use of a qualitative interview study design, we
could identify several novel findings on the themes of patient
monitoring from the perspective of ICU staff. However, as a
descriptive approach, quantification of statements is not possible
by design. When interpreting the results, it is crucial to take
into account the small number of participants of a single hospital
(ie, three ICUs) and possible biases due to the selection of
participants. This makes the generalization to other hospital
settings or countries difficult. A follow-up, quantitative,
survey-based study with a larger cohort may be conducted on
the basis of this study to further consolidate the results.

Moreover, it is not possible to draw conclusions about whether
a novel patient monitoring system can improve patients’quality
of life or quality of care in the ICU. Interdisciplinary
investigations with patients, their relatives, health care providers,
and technicians (ie, IT and engineering) might shed light on
this question. Finally, a bias due to the implementation of the
Vital Sync virtual patient monitoring platform cannot be
excluded with certainty.

Conclusions
This qualitative study involves core statements by ICU staff in
the analysis of current and novel patient monitoring applications
in the ICU. In order to introduce more sustainable digital health
solutions in the ICU, health care stakeholders might have to
focus more on user-derived findings than top-down speculations.
By valuing the opinions of health care providers, we may gain
their trust to implement novel systems.

In particular, the results on alarm management and mobile
devices in the ICU may be used (1) by health care organizations
to prepare ICU staff for digital transformation, (2) by research
institutes to reduce alarm fatigue, (3) by industry players to
embrace medical device usability, and (4) by political
stakeholders and decision makers to advance interoperability
standards in intensive care medicine.

Our findings should motivate other researchers to conduct
qualitative patient- and user-centered research in health care,
especially before developing or implementing premature
technological solutions.
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Abstract

Background: The rate of adoption of electronic medical record (EMR) systems has increased internationally, and new EMR
adoption is currently a major topic in Japan. However, no study has performed a detailed analysis of longitudinal data to evaluate
the changes in the EMR adoption status over time.

Objective: This study aimed to evaluate the changes in the EMR adoption status over time in hospitals and clinics in Japan and
to examine the facility and regional factors associated with these changes.

Methods: Secondary longitudinal data were created by matching data in fiscal year (FY) 2011 and FY 2014 using reference
numbers. EMR adoption status was defined as “EMR adoption,” “specified adoption schedule,” or “no adoption schedule.” Data
were obtained for hospitals (n=4410) and clinics (n=67,329) that had no adoption schedule in FY 2011 and for hospitals (n=1068)
and clinics (n=3132) with a specified adoption schedule in FY 2011. The EMR adoption statuses of medical institutions in FY
2014 were also examined. A multinomial logistic model was used to investigate the associations between EMR adoption status
in FY 2014 and facility and regional factors in FY 2011. Considering the regional variations of these models, multilevel analyses
with second levels were conducted. These models were constructed separately for hospitals and clinics, resulting in four multinomial
logistic models. The odds ratio (OR) and 95% Bayesian credible interval (CI) were estimated for each variable.

Results: A total of 6.9% of hospitals and 14.82% of clinics with no EMR adoption schedules in FY 2011 had adopted EMR by
FY 2014, while 10.49% of hospitals and 33.65% of clinics with specified adoption schedules in FY 2011 had cancelled the
scheduled adoption by FY 2014. For hospitals with no adoption schedules in FY 2011, EMR adoption/scheduled adoption was
associated with practice size characteristics, such as number of outpatients (from quantile 4 to quantile 1: OR 1.67, 95% CI
1.005-2.84 and OR 2.40, 95% CI 1.80-3.21, respectively), and number of doctors (from quantile 4 to quantile 1: OR 4.20, 95%
CI 2.39-7.31 and OR 2.02, 95% CI 1.52-2.64, respectively). For clinics with specified EMR adoption schedules in FY 2011, the
factors negatively associated with EMR adoption/cancellation of scheduled EMR adoption were the presence of beds (quantile
4 to quantile 1: OR 0.57, 95% CI 0.45-0.72 and OR 0.74, 95% CI 0.58-0.96, respectively) and having a private establisher (quantile
4 to quantile 1: OR 0.27, 95% CI 0.13-0.55 and OR 0.43, 95% CI 0.19-0.91, respectively). No regional factors were significantly
associated with the EMR adoption status of hospitals with no EMR adoption schedules; population density was positively
associated with EMR adoption in clinics with no EMR adoption schedule (quantile 4 to quantile 1: OR 1.49, 95% CI 1.32-1.69).

Conclusions: Different approaches are needed to promote new adoption of EMR systems in hospitals as compared to clinics.
It is important to induce decision making in small- and medium-sized hospitals, and regional postdecision technical support is
important to avoid cancellation of scheduled EMR adoption in clinics.

(JMIR Med Inform 2019;7(2):e14026)   doi:10.2196/14026
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Introduction

With the increasing focus on electronic health, the secondary
utilization of electronic medical records (EMRs) is becoming
important as a tool for collecting patient clinical information.
Data mining methods for generating new knowledge from large
datasets and machine learning methods (such as deep learning)
are developing rapidly, and the use of medical information has
accordingly attracted more attention [1].

Although the rate of adoption of the EMR system has increased
internationally, the adoption rate in Japan is lower than that in
other countries [2-5]. Furthermore, the Survey of Medical
Institutions conducted by the Ministry of Health, Labour and
Welfare in fiscal year (FY) 2014 revealed that 45.5% of
hospitals and 60.8% of clinics are not planning to adopt EMRs
in the future [6], indicating that the lack of new adoption of
EMRs is a major issue in Japan.

Resistance to new adoption of EMRs is not specific to Japan.
For example, while financial incentives such as the Meaningful
Use program have contributed to the growing EMR adoption
rate in the United States [7], the growth rate is slowing down
[8] and the adoption rates in underserved and small hospitals
are lower than those in other hospitals [9,10]. To promote further
EMR adoption, it is necessary to analyze the characteristics of
medical facilities that have newly adopted the EMR system.

Although previous studies have revealed the characteristics of
medical institutions that have adopted EMR systems [11-15],
to the best of our knowledge, no study has used time series data
to analyze the factors directly related to new adoption of EMRs.
To predict whether medical institutions will adopt the EMR
system in the near future, it is necessary to analyze longitudinal
data rather than cross-sectional data. Furthermore, the EMR
adoption process consists of several stages, and therefore,
decision making for EMR adoption should be considered
separately from management after the decision to adopt EMRs
has been made [16]. Therefore, research should evaluate the
changes over time in the EMR adoption status and determine
the factors associated with these changes. In addition to facility

factors, geographical or regional factors affecting the new
adoption of EMR should be considered. Previous studies have
reported regional variation in EMR adoption and associations
between EMR adoption and health care professional shortage
area and metropolitan statuses [17,18]. Furthermore, the regional
factors associated with EMR adoption differ between hospitals
and clinics in Japan [19]. Thus, we hypothesized that the
changes in EMR adoption status over time and the factors
associated with these changes would differ between hospitals
and clinics. To test this hypothesis, this study aimed to evaluate
the changes in the EMR adoption status of hospitals and clinics
in Japan over time and to evaluate the facility and regional
factors associated with these changes.

Methods

Study Design
This study was a nationwide longitudinal observational study
that secondarily analyzed existing survey data. Data for FY
2011 and FY 2014 were matched using reference numbers,
creating longitudinal data from the whole of Japan.

As in a previous study [16], the two steps involved in EMR
adoption were assumed to be (1) having no adoption schedule
to deciding to adopt EMRs and (2) deciding to adopt an EMR
system for successful EMR adoption. The EMR adoption status
in FY 2014 was examined in medical institutions that had no
adoption schedule in FY 2011 and in medical institutions that
had scheduled EMR adoption in FY 2011. This investigation
included all the hospitals and clinics in Japan that had not
adopted EMRs in FY 2011. A “clinic” in Japan was defined as
a medical institution with fewer than 20 beds. First, these
hospitals and clinics were divided into those that had not
scheduled EMR adoption in FY 2011 and those that had
scheduled EMR adoption in FY 2011. Second, the medical
institutions were assessed in accordance with the
inclusion/exclusion criteria in Figure 1. This study finally
analyzed 4410 hospitals and 67,329 clinics that had not
scheduled EMR adoption in FY 2011 and 1068 hospitals and
3132 clinics that had scheduled EMR adoption in FY 2011.
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Figure 1. Inclusion/exclusion criteria of hospitals and clinics. EMR: electronic medical record; N/A: not applicable.

Data Sources
Data on EMR adoption and other characteristics of medical
facilities were obtained from the Survey of Medical Institutions,
which is a detailed triennial survey of all medical institutions
conducted by the Japan Ministry of Health, Labour and Welfare
[6]. Permission was obtained from the Japan Ministry of Health,
Labour and Welfare to analyze the survey data of individual
medical institutions. The EMR adoption status of each medical
facility was defined as a response of 1/2, 3, or 4 to the survey
item “Electronic medical record system adoption status,” where
1=adopted in the entire hospital/clinic, 2=adopted in part of the
hospital/clinic, 3=specified adoption schedule, and 4=no
adoption schedule.

Geographical or regional information, such as municipality
boundary data, was obtained from the Municipality Map Maker
for Web [20]. Japan comprises 47 prefectures, and the Japanese
Government established subprefectural medical regions called
secondary medical service areas (SMSAs) [19]. An SMSA is
defined as a medical unit that evaluates the demand and supply
of health resources. To determine the SMSA data, ArcGIS
version 10.2.1 (ESRI Japan Inc, Tokyo, Japan) was used to
combine municipality-level parameters, as each SMSA consists
of several municipalities. The assessed regional factors included
available socioeconomic and macro health-environment factors
identified in previous studies [17-19]; these data were collected
from e-Stat, the national Japanese government database [21].

Statistical Analysis

Multinomial Logistic Regression Analysis
A multinomial logistic model was used to investigate the
associations between EMR adoption status in FY 2014 and
facility and regional factors in FY 2011. Multinomial logistic
regression analysis is a statistical model that deals with more

than three categorical variables. Three EMR adoption statuses
(ie, EMR adoption, specified adoption schedule, and no adoption
schedule) were set as outcome variables. It is also necessary to
determine a reference in advance regarding outcome variables
in the multinomial logistic regression model. “No adoption
schedule” was set in advance as a reference regarding outcome
variables in the model targeting medical institutions that had
not scheduled EMR adoption in FY 2011 (model 1), and
“specified adoption schedule” was set as a reference in the
model targeting medical institutions that had scheduled EMR
adoption in FY 2011 (model 2). These models were constructed
separately for hospitals and clinics, resulting in four multinomial
logistic models.

Multilevel Analysis
To take regional variations of these models into account,
multilevel analyses with second levels were conducted. Random
variations in intercepts at the SMSA level were set as the second
level. Four multilevel multinomial logistic regression models
were constructed.

Explanatory Variables
The facility variables used in this study comprised facility
factors identified in previous studies [11-15], which were
collected from the Survey of Medical Institutions in FY 2011.
These factors were advocating internal medicine, advocating
surgery, emergency medical institution design, number of
outpatients, number of doctors, presence of interns,
implementation of home medical care, classification of the
establisher, and number of beds. The presence of interns was
not included as an explanatory variable in the models targeting
clinics, as clinics rarely have interns in Japan. As the numbers
of outpatients were extremely skewed, medical institutions were
categorized in accordance with the number of outpatients from
quantile 1 (lowest) to quantile 4 (highest). Regarding the
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classification of the establisher, “national,” “public medical
institution,” and “social insurance affiliated organization” were
defined as public, while “medical corporation,” “private,” and
“others” were defined as private. Hospitals were categorized in
accordance with the number of doctors from quantile 1 (lowest)
to quantile 4 (highest), while clinics were categorized into those
with more than one doctor or those with less than one doctor.
In accordance with the format of the Survey of Medical
Institutions, the number of doctors in hospitals refers to the
number of working doctors, while the number of doctors in
clinics refers to those employed on a full-time basis. Hospitals
were categorized into those with less than 200 beds, 200-399
beds, and ≥400 beds, while clinics were categorized into those
with or without beds.

The following regional factors were analyzed: population density

(people per km2), average per capita income (million JPY),
number of working doctors per 1000 people (separately for
hospitals and clinics), and proportion of interns to all working
doctors. As the population density distribution was extremely
skewed, medical institutions were categorized in accordance
with the population density from quantile 1 (lowest density) to
quantile 4 (highest density). As the two surveys were conducted
in different years, the data for population density and average
per capita income were obtained for FY 2010. Data with missing
values in explanatory variables were deleted.

Parameter Estimations
Markov chain Monte Carlo simulations with 1000 iterations
and a burn-in period of 500 iterations were used to estimate the
parameters of the multilevel multinomial logistic models. R-hat
diagnostic was used to check Markov chain Monte Carlo
convergence, with 1.1 set as the cut-off value [22]. The odds
ratio (OR) and 95% Bayesian credible intervals (CI) were
calculated for each variable, and an association was considered
nonsignificant if the 95% CI of the OR included 1.

The multicollinearity of covariates was evaluated using the
generalized variance inflation factor (GVIF) [23]. Although the
average per capita income was an important factor, this factor
was removed because it had the greatest GVIF of >2.5.
Furthermore, the number of doctors was removed from the
model targeting hospitals with a specified EMR adoption
schedule because this factor had a high GVIF of >2.5. All other
variables had a GVIF of <2.5 and were entered into the
multilevel multinomial logistic model.

The widely applicable information criterion (WAIC) was used
as a measure of the goodness-of-fit of the Bayesian statistical
model; the model with the lowest WAIC was considered the
best-fit model [24]. The WAIC was used to compare the
multilevel multinomial logistic regression model with a normal

multinomial logistic regression model without consideration of
the SMSA-level effects.

All analyses were conducted using R V.3.4.1 (R Core Team,
Vienna, Austria) [25].

Results

Time Series Changes in the Electronic Medical Records
Adoption Status of Hospitals and Clinics
Table 1 shows the status of EMR adoption in FY 2014. Only
6.9% of the hospitals with no EMR adoption schedule in FY
2011 had newly adopted EMRs by FY 2014, while 14.82% of
clinics with no EMR adoption schedule in FY 2011 had newly
adopted EMRs by FY 2014. However, 10.49% of hospitals with
a specified adoption schedule in FY 2011 had cancelled the
scheduled adoption by FY 2014, while 33.65% of clinics with
a specified adoption schedule in FY 2011 had cancelled the
scheduled adoption by FY 2014.

Multilevel Multinomial Logistic Regression Targeting
Hospitals
Table 2 shows the associations between the EMR adoption
status and each explanatory variable for hospitals. After
removing the hospitals with missing data, the model included
4278 hospitals with no adoption schedule and 1051 hospitals
with a specified adoption schedule in FY 2011.

For hospitals with no adoption schedule in FY 2011, the factors
associated with EMR adoption and specified adoption schedules
were the number of doctors, number of outpatients, and presence
of interns. The number of outpatients was more strongly
associated with EMR adoption, while the number of doctors
and presence of interns were more strongly associated with
specified adoption schedules.

For hospitals with specified adoption schedules in FY 2011, the
number of outpatients, number of beds, presence of interns, and
population density were associated with EMR adoption, while
advocating surgery was associated with the cancellation of
scheduled EMR adoption.

The WAICs of the multilevel models with consideration of
regional effects targeting hospitals with no adoption schedule
in FY 2011 and hospitals with specified adoption schedules in
FY 2011 were 6538.6 and 1859.7, respectively; those of the
regression models without consideration of regional effects
were 6548.4 and 1859.9, respectively. This indicates that the
multilevel models did not produce a much better fit than the
normal regression models without consideration of the regional
effects.

Table 1. Electronic medical record adoption status in fiscal year 2014.

Specified adoption schedule in fiscal year 2011No adoption schedule in fiscal year 2011Facility

No adoption
schedule, n (%)

Specified adoption
schedule, n (%)

Adoption, n (%)No adoption
schedule, n (%)

Specified adoption
schedule, n (%)

Adoption, n (%)

112 (10.49)393 (36.80)563 (52.72)2895 (65.65)1212 (27.48)303 (6.87)Hospitals

1054 (33.65)718 (22.92)1360 (43.42)54303 (80.65)3045 (4.52)9981 (14.82)Clinics
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Table 2. Results of multilevel multinomial logistic regression targeting hospitals. Significant variables are presented as italics.

Hospitals with a specified adoption schedule
in fiscal year 2011 (n=1051)

Hospitals with no adoption schedule in fiscal year
2011 (n=4278)

Target

No adoption schedule,
OR (95% CI)

Adoption, OR
(95% CI)

Specified adoption schedule,
OR (95% CI)

Adoption, ORa

(95% CIb)

0.57 (0.16-1.86)0.96 (0.42-2.19)0.19 (0.13-0.31)0.06 (0.03-0.14)Intercept

1.41 (0.60-3.83)0.94 (0.51-1.78)0.85 (0.63-1.12)0.76 (0.46-1.29)Advocating internal medicine

0.51 (0.28-0.90)1.03 (0.68-1.58)0.97 (0.81-1.17)1.11 (0.76-1.58)Advocating surgery

1.36 (0.77-2.47)1.06 (0.74-1.56)1.20 (0.99-1.45)1.38 (0.999-1.94)Designed as an emergency hospital

Number of outpatients

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Quantile 1

0.98 (0.53-1.72)1.83 (1.21-2.83)1.18 (0.94-1.49)0.77 (0.47-1.23)Quantile 2

0.43 (0.20-0.88)2.84 (1.82-4.40)1.68 (1.31-2.14)1.04 (0.63-1.66)Quantile 3

0.58 (0.21-1.44)2.79 (1.60-5.14)2.40 (1.80-3.21)1.67 (1.005-2.84)Quantile 4

Number of doctorsc

N/AN/Ad1.00 (reference)1.00 (reference)Quantile 1

N/AN/A1.13 (0.90-1.40)1.58 (0.99-2.55)Quantile 2

N/AN/A1.54 (1.23-1.95)1.86 (1.13-3.08)Quantile 3

N/AN/A2.02 (1.52-2.64)4.20 (2.39-7.31)Quantile 4

0.88 (0.38-2.02)1.87 (1.28-2.86)1.45 (1.07-1.95)2.08 (1.34-3.16)Presence of interns

0.70 (0.44-1.13)0.93 (0.69-1.26)1.18 (1.01-1.39)0.96 (0.72-1.25)Implementation of home medical care

0.74 (0.37-1.50)0.73 (0.50-1.08)0.85 (0.67-1.07)0.73 (0.51-1.08)Private establisher

Number of beds

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)<200

0.94 (0.48-1.75)1.18 (0.80-1.76)1.12 (0.88-1.42)1.19 (0.82-1.71)200-399

0.81 (0.24-2.37)2.10 (1.12-3.86)1.34 (0.83-2.17)1.38 (0.72-2.58)≥400

Population density per km2

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Quantile 1

0.71 (0.35-1.56)0.78 (0.49-1.25)1.13 (0.91-1.41)0.84 (0.56-1.23)Quantile 2

0.79 (0.37-1.80)0.75 (0.47-1.21)1.25 (0.98-1.58)1.02 (0.68-1.57)Quantile 3

1.09 (0.49-2.54)0.44 (0.25-0.78)0.97 (0.76-1.25)0.80 (0.50-1.27)Quantile 4

0.84 (0.56-1.18)1.05 (0.87-1.28)1.07 (0.94-1.21)1.08 (0.87-1.35)Working doctors per 1000 population

1.03 (0.90-1.16)0.99 (0.92-1.07)0.98 (0.95-1.02)0.94 (0.88-1.002)Proportion of interns to all working doctors

aOR: odds ratio.
bCI: credible interval.
cThe factor “number of doctors” was removed from the model targeting hospitals with a specified electronic medical record adoption schedule, as it
had a high generalized variance inflation factor of >2.5
dN/A: not applicable.

Multilevel Multinomial Logistic Regression Targeting
Clinics
Table 3 shows the associations between EMR adoption status
and each explanatory variable for clinics. After removing the

clinics with missing data, the model included 55,815 clinics
with no adoption schedule and 3030 clinics with a specified
adoption schedule in FY 2011.
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Table 3. Results of multilevel multinomial logistic regression targeting clinics. Significant variables are presented as italics.

Clinics with a specified adoption schedule in
fiscal year 2011 (n=3030)

Clinics with no adoption schedule in fiscal year
2011 (n=55,815)

Target

No adoption schedule,
OR (95% CI)

Adoption, OR
(95% CI)

Specified adoption schedule,
OR (95% CI)

Adoption, ORa

(95% CIb)

6.87 (3.21-15.46)7.05 (3.34-15.19)0.02 (0.01-0.02)0.07 (0.06-0.08)Intercept

0.84 (0.66-1.05)0.99 (0.79-1.22)1.26 (1.15-1.38)1.17 (1.11-1.23)Advocating internal medicine

0.98 (0.76-1.25)1.07 (0.84-1.35)1.10 (0.998-1.22)1.06 (0.99-1.14)Advocating surgery

1.23 (0.46-3.34)0.72 (0.26-2.01)1.14 (0.71-1.81)0.85 (0.55-1.29)Designed as an emergency clinic

Number of outpatients

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Quantile 1 

0.68 (0.52-0.91)0.94 (0.72-1.25)1.67 (1.47-1.90)1.26 (1.17-1.35)Quantile 2 

0.51 (0.39-0.68)0.88 (0.67-1.16)2.05 (1.81-2.33)1.33 (1.24-1.44)Quantile 3 

0.47 (0.34-0.63)0.86 (0.65-1.14)2.61 (2.29-2.95)1.52 (1.41-1.64)Quantile 4 

0.88 (0.71-1.08)1.21 (0.98-1.48)1.94 (1.79-2.10)1.30 (1.24-1.37)More than one doctor

0.87 (0.70-1.08)0.93 (0.75-1.15)1.48 (1.35-1.62)1.15 (1.09-1.21)Implementation of home medical care

0.43 (0.19-0.91)0.27 (0.13-0.55)0.90 (0.75-1.11)1.18 (1.04-1.35)Private establisher

0.74 (0.58-0.96)0.57 (0.45-0.72)1.20 (1.08-1.33)0.89 (0.82-0.97)Presence of beds

Population density per km2

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Quantile 1 

0.84 (0.63-1.11)0.92 (0.71-1.21)1.07 (0.94-1.19)1.14 (1.04-1.26)Quantile 2 

1.18 (0.89-1.60)1.07 (0.79-1.45)1.05 (0.92-1.20)1.35 (1.22-1.50)Quantile 3 

1.26 (0.92-1.76)1.11 (0.79-1.54)1.14 (0.99-1.30)1.49 (1.32-1.69)Quantile 4 

0.93 (0.84-1.02)0.92 (0.83-1.03)1.03 (0.98-1.08)0.98 (0.93-1.03)Working doctors per 1000 population

1.02 (0.97-1.07)1.04 (0.99-1.09)1.00 (0.98-1.02)1.01 (0.995-1.03)Proportion of interns to all working doctors

aOR: odds ratio.
bCI: credible interval.

For clinics with no adoption schedule in FY 2011, a wider range
of factors (such as private establisher and population density)
were associated with EMR adoption than with specified adoption
schedules.

For clinics with specified adoption schedules in FY 2011, the
presence of beds and having a private establisher were associated
with both EMR adoption and the cancellation of scheduled EMR
adoption. In contrast, the number of outpatients was negatively
associated with the cancellation of scheduled EMR adoption.

The WAICs of the multilevel models with consideration of
regional effects targeting clinics with no adoption schedule in
FY 2011 and clinics with specified adoption schedules in FY
2011 were 65477.2 and 6411.3, respectively; those of the
regression models without consideration of regional effects
were 65615.6 and 6416.3, respectively. This indicates that the
multilevel model targeting clinics with no adoption schedule in
FY 2011 had a slightly better fit than the normal regression
model without consideration of regional effects.

Discussion

Time Series Changes in the Electronic Medical Records
Adoption Status in Hospitals Versus Clinics
Time series data were used to precisely analyze the changes
over time in the EMR adoption status and the factors affecting
new EMR adoption in hospitals and clinics in Japan. To the
best of our knowledge, this is the first study to detail the changes
in the EMR adoption status over time.

Fewer hospitals with no EMR adoption schedule in FY 2011
had adopted EMR within 3 years compared with clinics with
no EMR adoption schedules in FY 2011. However, more
hospitals with no EMR adoption schedule in FY 2011 had
planned to adopt EMR within 3 years compared with clinics
without an EMR adoption schedule in FY 2011. This shows
that more hospitals than clinics planned to adopt EMR, but that
clinics took less time to adopt EMR than hospitals. As 37,876
or more clinics were staffed by a maximum of one physician,
such clinics would be able to implement EMR more quickly
than hospitals, and this difference in implementation speed may
have influenced the increased incidence of new EMR adoption
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in clinics compared with hospitals. Furthermore, only few clinics
planned to but did not adopt EMR within 3 years (4.52%).
Although such clinics can make decisions relatively easily, it
is likely that their EMR adoption capabilities are lacking; thus,
follow-up on the implementation of EMR is necessary.

About half of the hospitals with specified EMR adoption
schedules in FY 2011 had actually adopted EMR within 3 years,
while about 10% had cancelled the scheduled EMR adoption
within 3 years. In contrast, a greater proportion of clinics with
specified EMR adoption schedules in FY 2011 had cancelled
the scheduled EMR adoption within 3 years (33.65%). The
reason why more clinics than hospitals cancelled the scheduled
EMR adoption might be that clinics are also quicker to make
decisions to cancel scheduled adoption than hospitals.

In summary, once the decision to adopt an EMR system has
been made, hospitals tend to follow through with scheduled
EMR adoption more often than clinics; therefore, the
decision-making process itself seems to be important for
hospitals. However, compared with hospitals, more clinics
decided to adopt EMR and then cancelled the scheduled EMR
adoption; therefore, adequate EMR adoption support after
decision making seems to be important for clinics.

Facility Factors Associated With the Electronic
Medical Records Adoption Status of Hospitals Versus
Clinics
For hospitals with no EMR adoption scheduled in FY 2011, the
facility factors associated with actual EMR adoption were also
associated with the scheduling of EMR adoption. In particular,
the EMR system was adopted more often by hospitals with large
numbers of medical staff, which is consistent with previous
studies [11,26,27]. In addition, multilevel multinomial logistic
regression targeting hospitals with specified EMR adoption
schedules in FY 2011 revealed that medium-sized hospitals
rarely cancelled scheduled EMR adoption. Therefore, it is
important to encourage small- or medium-sized hospitals to
adopt the EMR system. For example, the implementation of
financial incentives such as the Meaningful Use program might
effectively increase the decision to adopt the EMR system, as
in the United States [7,28]. In Japan, financial incentives for
EMR adoption have been offered to large hospitals [5], but these
also need to be offered to small- and medium-sized hospitals.

Regarding clinics with no EMR adoption schedule in FY 2011,
large clinics with a large number of outpatients and more than
one doctor, similar to hospitals, were more likely to adopt and
plan to adopt the EMR system compared with small clinics.
Furthermore, the implementation of home medical care was a
significant factor influencing EMR adoption, and the use of
EMRs might be expected to prompt sharing of medical
information, as in the United States [8,29]. Of the clinics with
no EMR adoption schedule in FY 2011, those that had beds
were more likely to plan to adopt EMR, while those without
beds were more likely to actually adopt EMR. In addition,
multilevel multinomial logistic regression targeting clinics with
a specified EMR adoption schedule in FY 2011 revealed that
the clinics that had beds tended not to adopt the EMR system
and not to cancel the EMR adoption schedule. In other words,

clinics that had beds tended to postpone the scheduled EMR
adoption, despite being more likely to adopt the EMR system.
Therefore, postdecision support might be particularly useful for
clinics with beds.

Regional Factors Associated With the Electronic
Medical Records Adoption Status of Hospitals Versus
Clinics
Regional factors were not associated with the EMR adoption
status of hospitals with no EMR adoption schedule in FY 2011.
In addition, the WAIC of the model that considered the
SMSA-level effects was close to that of the model that did not
consider SMSA-level effects, indicating that regionality did not
have a large influence on the EMR adoption status of hospitals.
This is consistent with our previous study [19]. For hospitals,
the new adoption of EMR was mainly influenced by facility
factors rather than regional factors.

Regarding clinics, population density was positively associated
with EMR adoption in clinics with no EMR adoption schedule
in FY 2011, and the WAIC of the model that considered the
SMSA-level effects was less than that of the model that did not
consider SMSA-level effects, indicating that regionality
influences EMR adoption in clinics. These results are also
consistent with our previous research [19]. An example of EMR
adoption support on a regional basis is the Regional Extension
Centers program in the United States [18,30], which provides
technical support for EMR implementation, mainly in rural
areas. Development of the Regional Extension Centers program
might lead to the expansion of regional health care networks in
Japan.

Trends in Electronic Medical Records Adoption After
2015
Although this study used the most recent available data (from
FY 2014), the status of EMR usage is progressing rapidly.
Therefore, the trends regarding EMR adoption after 2015 are
described here and compared with the results of this study.

In the United States, the EMR adoption rate has rapidly grown,
and the Health Information Technology for Economic and
Clinical Health act has received a certain appreciation [7].
Similarly, EMR adoption has advanced via the distribution of
financial incentives in other countries. For example, financial
incentives are considered important for the adoption of national
EMR in France [31] and Canada [32]. This suggests that our
findings are consistent with the EMR adoption trends in other
countries after 2015.

Although it was not possible to include the data of individual
medical institutions from the Survey of Medical Institutions
conducted in FY 2017 in Japan, in this study, we compared the
aggregated public data from FY 2017 with the aggregated data
from FY 2011 and FY 2014 [6] (Multimedia Appendix 1).
Although the changes from FY 2011 to 2014 and from FY 2014
to 2017 regarding clinics showed similar trends, the trends
regarding hospitals differed between time periods. Specifically,
the decrease in the proportion of hospitals with no EMR
adoption schedule in FY 2014-2017 was smaller than that in
FY 2011-2014, and the proportion of hospitals with no EMR
adoption schedule in FY 2017 was smaller than that in FY 2014.
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Although a certain number of hospitals with specific EMR
adoption schedules in FY 2014 could have implemented EMR
adoption by FY 2017, only a small number of hospitals with no
EMR adoption schedules in FY 2014 could have adopted EMRs
by FY 2017. Therefore, the results of this study regarding
hospitals with no EMR adoption schedule in FY 2011 might
not be directly applicable to the period from FY 2014 to 2017.

Limitations
This study has several limitations. First, our study used
secondary data, and several data were unavailable. For example,
it was not possible to consider important factors such as the
characteristics and attitude toward EMR of working physicians,
and the profits of the medical institutions. Second, as this study
used secondary data sources, the time period was set as 3 years,
and the change in EMR adoption status within 3 years was not
evaluated. However, using this 3-year period to evaluate the
change in EMR adoption status might be too short for hospitals
and too long for clinics. In the future, cohort data should be
prepared to analyze shorter time periods. Third, although data
were acquired from all medical institutions in Japan and
generalizability was secured, the number of samples accordingly
increased and the regression coefficients tended to be significant;
therefore, it might be difficult to interpret the regression
coefficients. In particular, there were 10 times more clinics than
hospitals. Our results require validation via comparison with

other survey data. Fourth, our study used data from up to FY
2014, and therefore, these results cannot explain the EMR
adoption situation after FY 2015. Although the recent trends in
EMR adoption were described and compared with the results,
it is necessary to conduct ongoing research using data from FY
2017.

Despite these limitations, to our knowledge, this is the first
study to use longitudinal and spatial data to perform a detailed
analysis of the facility and regional factors related to new
adoption of EMR in Japan. Although many other countries do
not have data available on the EMR adoption status in each
hospital [2], this study has the advantage of using time series
data obtained from almost all medical institutions in Japan. Our
findings will help effectively promote new adoption of the EMR
system.

Conclusions
As the characteristics of time series changes in EMR adoption
differ between hospitals and clinics, different approaches are
important for the promotion of new adoption of EMRs in
hospitals versus clinics in Japan. For hospitals, it is important
to induce decision making; for clinics, in addition to inducing
decision making, it is important to provide postdecision technical
support. In addition, facility factors affecting EMR adoption
should mainly be considered for hospitals, while both regional
and facility factors should be considered for clinics.
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EMR: electronic medical record
FY: fiscal year
GVIF: generalized variance inflation factor
OR: odds ratio
SMSA: secondary medical service area
WAIC: widely applicable information criterion
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Abstract

Background: Deep learning (DL) has been widely used to solve problems with success in speech recognition, visual object
recognition, and object detection for drug discovery and genomics. Natural language processing has achieved noticeable progress
in artificial intelligence. This gives an opportunity to improve on the accuracy and human-computer interaction of clinical
informatics. However, due to difference of vocabularies and context between a clinical environment and generic English,
transplanting language models directly from up-to-date methods to real-world health care settings is not always satisfactory.
Moreover, the legal restriction on using privacy-sensitive patient records hinders the progress in applying machine learning (ML)
to clinical language processing.

Objective: The aim of this study was to investigate 2 ways to adapt state-of-the-art language models to extracting patient
information from free-form clinical narratives to populate a handover form at a nursing shift change automatically for proofing
and revising by hand: first, by using domain-specific word representations and second, by using transfer learning models to adapt
knowledge from general to clinical English. We have described the practical problem, composed it as an ML task known as
information extraction, proposed methods for solving the task, and evaluated their performance.

Methods: First, word representations trained from different domains served as the input of a DL system for information extraction.
Second, the transfer learning model was applied as a way to adapt the knowledge learned from general text sources to the task
domain. The goal was to gain improvements in the extraction performance, especially for the classes that were topically related
but did not have a sufficient amount of model solutions available for ML directly from the target domain. A total of 3 independent
datasets were generated for this task, and they were used as the training (101 patient reports), validation (100 patient reports),
and test (100 patient reports) sets in our experiments.

Results: Our system is now the state-of-the-art in this task. Domain-specific word representations improved the macroaveraged
F1 by 3.4%. Transferring the knowledge from general English corpora to the task-specific domain contributed a further 7.1%
improvement. The best performance in populating the handover form with 37 headings was the macroaveraged F1 of 41.6% and
F1 of 81.1% for filtering out irrelevant information. Performance differences between this system and its baseline were statistically
significant (P<.001; Wilcoxon test).

Conclusions: To our knowledge, our study is the first attempt to transfer models from general deep models to specific tasks in
health care and gain a significant improvement. As transfer learning shows its advantage over other methods, especially on classes
with a limited amount of training data, less experts’ time is needed to annotate data for ML, which may enable good results even
in resource-poor domains.
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Introduction

Background
Machine learning (ML) is being studied and used in a variety
of health informatics applications (eg, disease progression
prediction, therapy planning, medical diagnostic reasoning, and
automatic patient management) as a way to help clinical experts
to improve the efficiency and quality of medical care [1,2].

A clear majority of these applications use supervised learning,
which infers knowledge from labeled training data. However,
because of stringent restrictions on the use of clinical data [3],
data collections on real health care scenarios that are open for
research and development are very limited [4]. Moreover, the
few available sources have limitations such as research-only
use [5], nondisclosure of data [6], or limited commercial licenses
[7].

Zheng et al [8] proposed an information extraction (IE)
framework called IDEAL-X, which uses online learning
techniques to update the learning model based on user feedback.
Although the performance of their system looks very impressive,
the types of text this system is able to extract are limited to 5,
and these types such as age, gender, and medicine can be easily
retrieved with rule-based systems rather than ML systems. Leroy
introduced a rule-based automated IE system that extracts
diagnostic criteria from electronic health records for autism
spectrum disorders [9]. As the rules are manually generated
based on human observations of 1 specific data set, their system
cannot be generalized to other tasks.

In our previous study [4], we have already (1) discussed the
importance of comprehensive record keeping along with

information flow in health care in general and clinical handover
in particular, (2) developed and freely released a set of 101
synthetic clinical handover cases with verbatim conversations
and associated audio recordings constructed by a nurse with
over 12 years of experience in clinical practice to make sure the
cases are closely matched with the typical data found in a
nursing shift change, and (3) introduced and evaluated a
cascaded system that uses speech recognition (SR) to recognize
verbal clinical handover information and IE to fill in a handover
form for clinical proofing and sign-off (Figure 1).

Objectives
In this study, we have released another 2 datasets that follow
exactly the same format as our first release to supplement the
original dataset called the National Information and
Communications Technology Australia (NICTA) Synthetic
Nursing Handover Data. These 3 independent datasets target
researchers who are training, validating, and testing ML-based
SR and IE methods for the handover record-keeping task. A
description of our dataset is available in Multimedia Appendix
1.

More importantly, in this study, we have improved our IE
performance by using an ML method, which learns from other
data collections and transfers this knowledge to the handover
task. Processing correctness is crucial in medical informatics
applications; our benchmark results show that this task is very
challenging [4], and the previous state-of-the-art result on this
task was only 38.2% on macro F1 [10]. Even with our
supplementary data, the size of the in-domain training set is still
not adequate to train a traditional multilayer neural network
(NN) model for our IE task composed as a 50-class
classification.
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Figure 1. A processing pipeline that transforms verbal clinical handover information into electronic structured records automatically.

Generating or getting access to a large manually labeled training
corpus for this task is not easy. Fortunately, distributed word
representations, which can be learned from unlabeled data, have
recently been shown to have high utility in many natural
language processing (NLP) applications [11-14]. In this study,
we have investigated whether pretrained word embeddings
generated from general Web text could improve our system
performance in the IE task, even though it is relatively
domain-specific. Furthermore, we are also interested to discover
if training supplementary word embeddings based on a
domain-related corpus is more helpful than from a general
English corpus.

Transferring the knowledge learned from another domain to
our task is another way to cope with the problem of lack of

training instances. This method has shown its effectiveness in
previous studies [15,16]. In this study, we have implemented a
transfer learning–based approach to adapt weights of features
and labels from different source data corpora to gain an
improvement in the clinical handover IE task. More specifically,
if we define our current task as the target domain, then the
dataset that we want to adapt weights from is the source domain,
so we first train sequence labeling models on a source domain
training corpus and then learn the correlations between source
labels and the labels in our task. After this, we use the model
parameters of each related class in the source model to initialize
our conditional random field (CRF) model in our clinical
handover IE task. To extend the study, we have also explored
whether models learned from a source corpus, which is close
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to a clinical domain, are more helpful than models trained on a
generic, large labeled corpus.

To summarize the contributions of this study, we have released
the data to study SR and IE and introduced a state-of-the-art IE
method for the handover task. The method is based on transfer
learning and compares with both the most recent deep learning
(DL) approaches and more traditional CRFs for sequence
labeling.

Methods

NICTA Synthetic Nursing Handover Data
To fulfil the purpose of constructing systems to automatically
generate structuring of the narrative documents from nursing
shift change speech and handover, NICTA Synthetic Nursing
Handover Data [17-19] was created at NICTA/Data61 from
2012 to 2016. Their main author was a professional Registered
Nurse (RN), Maricel Angel, who has over 12 years of experience
in clinical nursing, based on general practice in medical wards.

Therefore, the text is very similar to real documents in typical
clinical scenarios.

This data collection of 301 records in total contained 3 disjoint
subsets for training (101 records), validation (100 records), and
testing (100 records; Figure 2). All 3 subsets were created under
a consistent practice with the same standards as used by
Suominen et al [4]. Each record contains a patient profile; a
written, free-form clinical handover for this profile; a voice
speech record of the handover; and, finally, a written, structured
document. To represent the most common chronic diseases and
national health priority areas in Australia [20], 4 kinds of
patients (ie, cardiovascular, neurological, renal, and respiratory
patients) were introduced into each subset and independently
followed a uniform distribution to provide a balanced
demographic sample. The structured document includes
annotation of 5 classes (PATIENT INTRODUCTION, MY
SHIFT, APPOINTMENTS, MEDICATION, and FUTURE
CARE), which were further divided into 37 subclasses,
supplemented by the category of not applicable (NA) for
irrelevant information.

Figure 2. Descriptive statistics of text snippets highlighted in the training, validation, and test set.

Word Representation
Word embedding is a vector matrix learned from an unlabeled
text corpus that maps vocabulary to a dense vector space. It
attempts to model the distributional hypothesis that words that
occur in similar contexts tend to be semantically similar. It has
been shown to contribute to a variety of NLP tasks even without
using any other features [21].

To capture word vector representations from large amounts of
unlabeled text, we adapted a skip-gram model [22] that uses
each current word to predict words in the neighboring context.
The training objective of the skip-gram model is to maximize
the averaged log probability over all training cases (T) of
appearance of the context word w_{t+j} given the current word
w_t, where j is the offset of the context word from the current
word in a context window size of c:

1 / T ∑ _ { T } ^ { t = 1 } ( ∑ _ { - c ≤ j ≤ c , j ≠ 0 } ( l o g
p(w_{t+j}|w_t)))

Then, applies softmax to each context word w_O of a given
occurrence of word w_I:

P(w_O|w_I)=exp(v’^{T}_{w_O}v_{w_I})/∑^W_{w=1}
exp(v’^T_w v_{w_I})

...where v_w is the input and v’_w is the output word embedding
of a word w, and W is the size of the training vocabulary.

Out of the 2 variations to optimize computational efficiency of
the skip-gram model, we have used negative sampling rather
than hierarchical softmax because, for sequence tagging tasks
in NLP, it can maintain more semantic information during the
training process [23] and obtain better results [24]. Rather than
calculating exp(v’^T_w v_{w_I}) for all w in the vocabulary
when calculating log p(w_{t+j}|w_t), negative sampling replaces
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it with a logistic regression and distinguishes a context word
w_O from noise (negative samples):

log σ(v’^T_{w_O} v_{w_I}) + ∑^k_{i=1}
E_{w_i~U(w)} [log σ(-v’^T_{w_i} v_{w_I})],

...where k is the amount of negative samples for each data
sample, and U(w) is a unigram distribution of words.

To integrate context information from a new domain-specific
corpus D_1 (eg, our clinical handover dataset), we need to
update our existing word embeddings that were learned from a
general large text collection D_0. However, this comes with a
significant challenge in that the original word embeddings were
trained on a very large corpus whereas our target domain
training data are normally much smaller in size. More
specifically, if we compare the vocabulary between D_0 and
D_1, V_0 ∩ V_1 is the intersection between 2 vocabularies,
which is mainly composed of more general terms compared
with V_1/V_0: the relative complement of V_0 with regard to
V_1. As word vectors in V_0 have already been trained for
several epochs and converged to our desired values, we do not
want to change them significantly. However, new words that
were just introduced to the vocabulary from V_1/V_0 contain
domain-specific, related terms about which we care the most.
Owing to the limitations in the available amount of training
samples, a large learning rate at the beginning is useful to adjust
these vectors to the regions they belong. Using the original
skip-gram algorithm will potentially either adjust the already
converged vectors from V_0 away from their optimized values
or the new word vectors will not get close to words that are
similar to them in the vector space. To cope with this problem,
we used 2 strategies in our experiments: averaged initialization
as well as different learning rates.

In averaged initialization, our assumption was that words in
similar contexts would have similar meanings or have
grammatical similarities. Although this is not always true, this
strategy helps in learning the new words, as they start from an
(averaged) optimized point rather than from scratch. To model
this, whenever a new word appears, the initial value of the vector
is set to be the averaged value in each dimension of words in
the same sentence:

1/S∑^{S}_{i=1} v_i, where v_i= v, if v  V_0,

= v_0, otherwise

...where S is the sentence length and v_0 denotes the vector in
V_0, which represents the vector of unknown words.

During the training procedure, we have also used different
learning rates for words in V_1/V_0 in contrast with V_0∩V_1:

α_t=α_{0_new}(1–t/n), t≠0, and v V_1/V_0

α_t=0.2, t=0, and v V_1/V_0

α_t=α_{0_old}(1–t/n), t≠0, and v V_1∩V_0

α_t=α_{0_new}(|V_1/V_0|/|V_0∪V_1|), t≠0, and
v V_1/V_0

...where n is the amount of samples input to the network. For
new words, the initial learning rate α_{0_new} is set to 0.2 and
decreases over time. For words that are already in V_0, the initial
learning rate is set to the portion of new words in the entire

vocabulary: the more learning samples we have for new words,
the larger the initial learning rate for old words.

Transfer Learning for Sequence Labeling
For sequence tagging tasks that use supervised ML, the amount
and purity of training data is crucial to the performance of our
system. As the complexity of learning a 40-class classifier is
high, for some labels, there is only 1 case in the training set,
which could not be generalized to infer good functions [25].
Therefore, introducing more training data could improve the
final results. However, when more training instances are not
available, or are extremely costly in human labor, transfer
learning, which adapts weight matrixes from functions trained
with another dataset and applied to the current task, is another
way to gain knowledge of labels with limited training instances.

The underlying idea of transfer learning is simple: in deep NNs,
there are several hidden layers between the input and output
layers; as data feed forward from the input layer to the output
layer, the composition of features is learned from earlier layers
[26]. A typical sequence tagging structure can be demonstrated
as the left block in Figure 3: neurons in lower layers tend to
capture some common, nondomain, or task-specific concepts,
and later layers would concatenate these features and generate
higher-level concepts. Therefore, weights learned from other
datasets or even other tasks can be potentially reused as long
as the structure of the later layers are consistent between the
source model and target model.

Several strategies of transfer learning on different NLP tasks
and domains have been explored. A simple strategy is to copy
all weight matrixes in the source model to the target model and
fine-tune the target model with new data [27], which
successfully outperformed the leading team in the Multilingual
Emoji Prediction task [28] by 1.55% without any feature
engineering procedure. However, this method requires the source
and target model to have the exact same structure. An alternative
strategy is to map annotations from different datasets into 3
consistent labels and use source domain model parameters
directly as initializations for a target domain model in named
entity recognition [16]. Finally, human adjustment of rules and
features [29,30] or clustering labels from source domain and
target domains to automatically generate label mappings from
one dataset to the other [31] can be applied as transfer learning
strategies. However, their productivity may be limited when
adapting a general source model to multiple tasks and also the
generated mappings might not be satisfactory, especially when
2 datasets have dramatic differences in terms of phraseology
and grammar.

The method we have introduced in our study was able to transfer
knowledge to a target domain that does not match labels in the
source domain, does not depend on human integration during
the label mapping process, and is able to map labels from very
different datasets. This method follows 3 steps (Figure 3): the
first step trains a CRF model on the source domain, the second
step uses the weight matrix of the source model W^s to train a
2-layer CRF that predicts a target domain label given a source
domain label, and, finally, the third step is to initialize the
parameters of the target domain model using the product of W_s
and the second layer weight matrix W^t obtained in step 2.
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First, in the source model training step, a linear-chain CRF
model is trained on a large labeled source dataset. For each word
x_i in a sequence x, y_i   Y is the label of x_i, where Y is the
label set. Then (x; y) is a sequence of word label pairs; a linear
chain CRF is a distribution p (y| x) that takes the form:

p( y| x) = 1/Z ∏^{L}_{l=1} ( W^f f(y_l, x) + W^g
g(y_{l-1}, y_l))

...where Z is a normalization constant, L is the length of x, f(y_l,
x) is a real value feature function of x, g(y_{l-1}, y_l) is a feature
function of current label y_l and previous label y_{l-1} in the
sequence to capture the cooccurrence between adjunct labels,
and contains the parameters of the feature functions.

For now, the source CRF model can be seen as an NN with 2
hidden layers: the lower layer, which is connected by W^f, and
the upper layer connected by W^g (Figure 3). However, because
the information that is captured by W^g is normally domain-
and task-specific, label correlations do not always have
similarities between different domains, which would thus not
be suitable to be transferred to the other task. In contrast, the
lower layer learned correlations between words and source

labels, which is what we are interested in, are actually a logistic
regression model:

σ(y*, x_i, W^f) = exp( W^f_{.y*}f(y*_i, x_i)) /
∑_{y Y}exp( W^f_{.y}f(y, x_i))

Second, in the source label and target label correlations step,
we have propagated the label probabilities from the later layer
of the source domain model to another logistic regression
classifier to form a 2-layer linear-chain CRF model that predicts
target domain labels and uses source domain labels to learn
correlations between the source and target labels. More
specifically, the linear layer from the source model can be
defined as:

a_i= W^s f(y, x_i)

...where each a_i is the probability for each source label and
W^s denotes the weight matrix from source domain. After this
layer, a linear regression classifier takes the output from a_i to
predict target labels:

p(y’| a)=σ(y’, a_i; W^t),

...where y’ is the target type. This is equal to:

p(y’| x)=σ(y’, x_i; W^t W^s)

Figure 3. Transfer learning model structure.

After W^s and W^t are trained, we were able to initialize a CRF
model to predict target labels with W^f = W^tW^s as the third
step:

p( y| x)=1/Z ∏^{L}_{l=1} ( W^t W^s f(y_l, x))

During this procedure, the parameters of label NA, W^t_{NA}
are reset to be zeros because the amount of instances of NA in
the text corpus is much larger than that of other labels, which
would cause the model to be biased to the dominant class.

Theoretically, the parameters of feature functions will converge
to the same weights with a random initialization model when
the number of iterations is large enough because the loss
function is convex. However, our aim was to inherit knowledge
from the source domain, updating W^tW^s too often would
cause the model to forget what it has learned so far. Therefore,
early stopping and adaptive gradient algorithm (AdaGrad) [32]
are applied to preserve the learned source domain knowledge.

Performance Evaluation and Experimental Design
To compare the performance of systems, we have measured the
precision, recall, and F1 (harmonic mean of precision and recall)
over all categories [33]. More specifically, microaveraged F1
and macroaveraged F1 are calculated. As our purpose was to
emphasize on systems that perform well in all classes rather
than only in the classes that have majority instances,
macroaveraged F1 was selected as the main evaluation
measurement.

The resources used in our experiments were derived from 7
different corpora (Table 1). Among them, 3 were general English
text based, 3 were specific to the English health care domain,
and 1 was the test set. Details of the test set are available in
Multimedia Appendix 2.

1. General English Corpora:
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• English Wikipedia is a freely available corpus from the
September 2014 version of all pages from all Wikipedia
wikis. It contains more than 3 million English pages,
100 million sentences, and 3.4 billion words in total
after cleaning.

• University of Maryland, Baltimore County (UMBC)
WebBase corpus is a dataset containing a collection of
100 million English Web pages from more than 50,000
websites with over 3 billion words processed from the
February 2007 crawl by the Stanford WebBase project
[34].

• One Billion Words Benchmark for Language Modeling
is a freely available standard corpus of 4.2 GB (0.8
billion words) for building and testing language models
[35].

2. Medical Domain–specific English Corpora:
• I2B2 is a collection of fully deidentified clinical records

provided by the I2B2 National Centre for Biomedical
Computing funded by U54LM008748 and was
originally prepared for Shared Tasks for Challenges in

NLP for Clinical Data organized by Uzuner, I2B2, and
SUNY [36-39].

• PubMed is a free resource containing over 27 million
citations to the biomedical literature and publication
abstracts derived from MEDLINE, life science journals,
and Web books. It was developed and is maintained
by the National Centre for Biotechnology Information
at the US National Library of Medicine (NLM).

• PubMed Central (PMC) Open Access Subset contains
over 1 million biomedical articles from PMC, which
is a free archive of biomedical and life sciences journal
publications at the US National Institutes of Health's
NLM.

• NICTA TRAIN is the NICTA Synthetic nursing
handover dataset, an open clinical dataset of 3 sets of
nursing handover records, very similar to real
documents in Australian English. Each record consists
of a patient profile, spoken free-form text document,
written free-form text document, and written structured
document [40].

Table 1. Word embeddings training corpora.

SourceSizeCorpus

Wikimedia downloads [41]3.4 billion wordsEnglish Wikipedia

UMBC WebBase corpus [42]>3 billion wordsUMBCa

One Billion Word Benchmark for Measuring Progress in
Statistical Language Modeling [43]

0.8 billion wordsOne Billion

I2B2 NLPb research data sets [6]18,082 unique wordsI2B2

PubMed resources [44]27 million recordsPubMed

PubMed resources [45]1 million articlesPubMed Central

Hospital handover forms [17]101 recordsNational Information and Communications Technology
Australia Train

aUMBC: University of Maryland, Baltimore County.
bNLP: natural language processing.
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Table 2. Mapping of entity types between the source and target corpora.

Target: NICTAa Clinical HandoverOut-domain source: I2B2In-domain source: Bolt, Beranek and Newman

PATIENT_INTRODUCTION/Given_namesPATIENTPERSON

PATIENT_INTRODUCTION/Last_namePATIENTPERSON

PATIENT_INTRODUCTION/Under_Dr:Given_namesDOCTORPERSON

PATIENT_INTRODUCTION/Under_Dr:Last_nameDOCTORPERSON

APPOINTMENTS/Clinician:Last_nameDOCTORPERSON

APPOINTMENTS/Clinician: Given_namesDOCTORPERSON

APPOINTMENTS/HospitalHOSPITALORGANIZATION:HOSPITAL

PATIENT_INTRODUCTION/Age_in_years—bDATE:AGE

PATIENT_INTRODUCTION/Gender—PER_DESC

APPOINTMENTS/Clinician Title—PER_DESC

APPOINTMENTS/CityLOCATIONGPE:CITY

APPOINTMENTS/DayDATEDATE:DATE

APPOINTMENTS/Time—TIME

PATIENT_INTRODUCTION/Current_roomIDCARDINAL

PATIENT_INTRODUCTION/Current_bedIDCARDINAL

Medication/Medicine—PRODUCT:OTHER

Medication/Medicine—SUBSTANCE:DRUG

Medication/Dosage—QUANTITY:3D (volume)

Medication/Dosage—QUANTITY:OTHER

My_shift/Status—QUANTITY:TEMPERATURE

My_shift/Status—QUANTITY:WEIGHT

My_shift/Input_diet—SUBSTANCE:FOOD

APPOINTMENTS/Ward—FACILITY

PATIENT_INTRODUCTION/Admission_reason/diagnosis—DISEASE

PATIENT_INTRODUCTION/Chronic_condition—DISEASE

PATIENT_INTRODUCTION/Disease/problem_history—DISEASE

aNICTA: National Information and Communications Technology Australia.
bDoes not contain any matching label from the source domain.

For the source domain corpus, we used 1 domain-related dataset,
which contained labels that were relevant but not exactly the
same as in our target domain data, and 1 of the domain corpora,
which contained many of the general labels, including some
labels that were relevant to biometrics. With this setup, we were
keen to find out whether the parameters learned from the same
domain were more valuable than those from general English.

The related domain source corpus was the aforementioned I2B2.
It included fully deidentified discharge summaries and progress
notes from real hospital scenarios. All records had been
manually annotated for concept, assertion, and relation
information. The corpus contained entities of 7 different labels:
PATIENT, DOCTOR, HOSPITAL, DATE, PHONE,
LOCATION, and ID. They were potentially relevant to labels
in our NICTA dataset.

The general domain source corpus was Bolt, Beranek and
Newman (BBN), which has a 1 million-word Penn Treebank

corpus of Wall Street Journal texts annotated by BBN with 28
main types of entities: 12 named entity types (Person, Facility,
Organization, geographical entities (GPE), Location, Nationality,
Product, Event, Work of Art, Law, Language, and Contact-Info),
9 nominal entity types (Person, Facility, Organization, GPE,
Product, Plant, Animal, Substance, and Disease and Game),
and 7 numeric types (Date, Time, Percent, Money, Quantity,
Ordinal, and Cardinal). These types were further divided into
64 subtypes [46] (see Table 2 for the types related to labels in
the target domain).

To examine what kind of word embeddings were most valuable
to our task, we classified all the available datasets into 3
different groups: Group 1 General (English
Wikipedia+UMBC+One Billion) was composed of general
English materials, which do not contain many domain-specific
words or sentences. Group 2 Biomedical literature
(PubMed+PMC) was composed of biomedical literature and
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abstracts. Words in this group could be similar to clinical words
but would be used in different ways, considering that publication
writing is different from authoring clinical documents. Group
3 Clinical documents (I2B2+NICTA Train) was composed of
clinical handovers, discharge summaries, and progress notes
that closely resemble our task data. All corpora were
preprocessed with the Stanford CoreNLP sentence splitter and
tokenizer [47]. Digits were replaced with NUM[Length] (eg,
08-08-1988 is replaced by NUM2-NUM2-NUM4), this method
helps to capture some digit patterns such as date and phone
numbers and will dramatically decrease the amount of words
in vocabularies as well. To compute vector representations of
word, word2vec [48] was used and modified with an extra option
to incrementally train word embeddings based on existing
models being given new text materials. We inherited the best
parameter settings for named entity recognition from a previous
study [24] with 200-word vector dimensions, 5 words in the
context window, 10 negative samples, start with a 0.05 learning
rate, and run over 20 iterations.

Besides using word vectors as features, we also used a collection
of hand-crafted features that were identical to our previous
NICTA IE system [25] for performance tracking. For each
feature of 1-word instance, a unigram with a window size of 3
(w_{i-1}, w_i, w_{i+1}), and bigrams with a window size of 2
(w_{i-1}w_i, w_iw_{i+1}) were used. Features used in our
experiments include the lemma, part of speech tag, and parse
tree, top 5 candidates and top mapping retrieved from the
Unified Medical Language System (UMLS) [49], medication
score—derived from the Anatomical Therapeutic Chemical
List, location, and frequency.

To track the performance improvement on this task, the
following 10 baselines were included for comparison, they are:
1) Benchmark, 2) TUC-MI-A, 3) TUC-MI-B, 4) ECNU_ICA-A,
5) ECNU_ICA-B, 6) LQRZ-A, 7) LQRZ-B, 8) Unigram NN, 9)
Random, 10) Majority.

Benchmark
This was the initial NICTA benchmark system on this task using
a single-layer linear-chain CRF [50] with L2 regulator with the
handcrafted features mentioned before as input. A detailed
description of this system can be found in the study by Suominen
et al [4].

Participants of Conference and Labs of the Evaluation Forum
(CLEF) eHealth Evaluation Lab 2016 Task 1: The CLEF
eHealth 2016 Task 1 required the participants to implement
systems that are able to identify relevant text snippets from
free-text nursing handovers [51]. Participants were expected to
train their systems using the given training set, optimize their
performances using the validation set, and their final result was
tested on a previous confidential test set. It should be noted that
the benchmark NICTA IE system was provided to participants
in the CLEF task as well as feature generators and intermediate
processing results [51]. Participants could start their experiments
from any point based on our previous work with very little
effort. In fact, all systems except a and b were started from the
NICTA benchmark IE system.

• TUC-MI-A was based on our benchmark system; rather
than using our default features, this method constructed a
41-feature set based on Stanford CoreNLP, latent Dirichlet
allocation, regular expressions, and the ontologies of
WordNet and UMLS features [10].

• TUC-MI-B optimized TUC-MI-A; 19 features were selected
from the whole feature set with forward and backward
greedy search.

• ECNU_ICA-A was a rule-based IE system to recognize bed
number, room number, age, and doctor’s name and was
combined with CRF results using the same feature
collection with the organizers’ benchmark system [52].

• ECNU_ICA-B has the same system architecture as
ECNU_ICA-A, except for CRF training, and a subcollection
of features was used for different label types [52].

• LQRZ-A was a feed-forward neural network with one hidden
layer initialized with uniform distribution. Inputs to this
NN model are pretrained word embeddings from
GoogleNews. No handcrafted features were used in this
model [53].

• LQRZ-B firstly used a random forest to predict a subset of
the tags and the previous NN to further discriminate
between the remaining labels [53].

Unigram NN
The unigram NN was an implementation of a 2-layer, first-order
linear-chain graph transformer [21] with handcrafted features
weighted by word vectors as the first layer and a linear-chain
CRF on top of it. The model was trained using AdaGrad. This
is a baseline to show separately, from the multilayer NN, what
is the performance gain from using word embeddings and
transfer learning.

Other Baselines
We evaluated the task difficulty of labeling each word with 1
out of 37 classes by comparing 2 baseline systems: First, we
built a system that assigns classes randomly. Second, we
implemented another system that always predicts the majority
class (ie, the most common class in the training set): Random
to randomly select 1 class label for each instance and Majority
to assign the majority class of Future_Goal/
TaskToBeCompleted/ExpectedOutcome for every instance.

Results

Researchers worldwide have contributed to achieve a significant
improvement on the clinical handover task because of a shared
computational task organized in 2016 [51]. In this study, we
have reported the results from our experiments on the test set
(Table 3) and have also taken this opportunity to overview
performance improvements in the task, to summarize methods
that have been used to solve the problems so far, and to inspire
researchers to work further on this task. Overall, the
state-of-the-art benchmark has been increased from 38.2% to
41.6% F1 (P<.001; Wilcoxon text [54]). Our transfer learning
method using BBN as source domain (Trans_BBN) outperforms
all other methods.
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Table 3. Results of transfer learning compared with baseline systems.

MicF1fMicReceMicPrecdMacF1cMacRecbMacPrecaMethod

0.5160.4880.5470.4160.4190.498 gTrans_BBN

0.5140.4710.5650.3920.3900.481Trans_I2B2

0.5030.5050.5000.3820.3690.493TUC-MI-B

0.5160.5220.5100.3740.4060.493ECNU_ICA-A

0.5400.4830.6120.3540.3610.477General+I2B2+train

0.5370.4840.6040.3540.3670.443I2B2+train

0.5350.4780.6060.3450.3560.429General

0.5030.5170.4900.3450.3830.425LQRZ-B

0.5320.4740.6060.3340.3460.409General+PubMed+PMC

0.5030.4480.5740.3110.2920.393Unigram

0.4710.4430.5030.3110.3000.423TUC-MI-A

0.5140.4720.5630.3080.3070.411LQRZ-A

0.5130.4590.5810.2970.2920.428ECNU_ICA-B

0.3980.3680.4330.2460.2330.435National Information and Communications
Technology Australia

0.0220.0300.0180.0190.0280.018Random

0.0200.0270.0160.0010.0290.000Majority

aMacro averaged precision.
bMacro averaged recall.
cMacro averaged F1.
dMicro averaged precision.
eMicro averaged recall.
fMicro averaged F1.
gItalics indicate the best result over the column.

Transfer learning with I2B2 as a source model (Trans_I2B2) is
also able to increase the overall macro F1 by 4.7% (P<.001)
compared with models using a 2-layer NN with general word
embeddings (General). When using the same collection of
handcrafted features, a 2-layer NN model (Unigram) performs
6.5% better than a single-layer linear-chain CRF (NICTA). The
same model (Unigram) gains 3.4% improvement of macro F1
(P<.001) by using word embeddings pretrained with a large
text collection with general English (Wiki). Word embeddings
trained with a domain-related corpus but different context
(Wiki+PubMed+PMC) actually harm rather than help the result.
This is possibly because although the domain-related corpus
contains medical terms, which are also used in a clinical health
care environment, the context of these terms is still very different
from clinical handovers. On the contrary, documents used in a
similar scenario (I2B2+train) show their advantage at this point.
Finally, embeddings trained with a combination of I2B2+train
with general English (Wiki_I2B2+train) do not help the system
to increase the macro F1, but they yield the best result on micro
F1.

Discussion

Principal Findings
It can be seen from the experiment results that the DL system
using pretrained word representations as the input, and the
proposed transfer learning technique, is able to achieve better
performance.

When comparing the results of different system setups on
different subclasses, we observed that word representations
learned from different domains and the knowledge transferred
from various sources affect the clinical IE system on certain
subclasses.

Comparing with the best result of feature engineering methods
used in TUC-MI [9], our transfer learning method performs
3.4% better without a labor-costing feature-selection procedure.
Furthermore, in contrast with the rule-based methods used in
ECNU_ICA [52], which require domain-specific experts to
inspect data carefully and make the rules, our method is much
more efficient and still able to achieve a 4.2% better macro F1.
Finally, the best LQRZ [53] used a very similar architecture
with our General model, and we can see their performance is
very similar as well; the minor difference is caused by different
materials to train the word embeddings. Our transfer learning
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method is able to improve 7.1% macro F1 on top of the General
model (P<.001).

In this section, we have analyzed these results and discussed
these effects. The default measure will be the official macro F1
unless specifically mentioned otherwise.

Word Representations
Word embeddings trained from general English can improve
the clinical IE performance. Our results show that the General
model, which used exactly the same model structure and feature
map as the Unigram model, except it used a combination of 3
large corpora (English Wiki, UMBC, and One Billion) to train
general word embeddings, performed better on the overall task
(34.5% vs 31.1%, respectively; P<.001). This indicates that
word representations trained from unlabeled general English
text are able to capture word features that contribute to
classifying different annotations in clinical handovers.

Moreover, general word embeddings fine-tuned with a small
task-relevant dataset can further increase the result. The model
trained with I2B2 and NICTA training data (I2B2+train)
outperforms the Unigram model by 4.3% and outperforms
general embeddings when it is compared with the General model
(35.4% vs 34.5%, respectively; P=.17).

However, no evidence was found to indicate that continuing
training word embeddings with a relevant dataset based on
pretrained general word embeddings contributes to the system
performance when comparing the I2B2+train with
General+I2B2+train. This might be because although the
corpora of I2B2 and NICTA training data are significantly
smaller than the general English corpus, the vocabulary is still
enough to cover words that are present in the test set, and after
several iterations of training, word embeddings in these 2
different settings eventually converged to similar values.

Word embeddings trained from domain relevant data do not
show any evidence to contribute to improving the system result
either. Our results showed that the General+PubMed+PMC
model performed worse than the General model (33.4% vs
34.5%, respectively; P=.07). This might be because even though
we considered clinical and biomedical areas as relevant, but
because of having different scenarios, vocabulary and context
could end up too different. This would introduce more noise to
the word embeddings and so does not contribute to the IE
performance.

Transfer Learning
Transfer learning shows its advantage in the clinical handover
IE task. The top 2 systems were both transfer learning models.
Transfer learning from BBN (Trans_BBN) was 3.4% higher
than the previous best system TUC-MI-B (41.6% vs 38.2%,
respectively; P<.001).

For the overall result, there is no strong evidence to show any
advantage of transfer from domain-relevant source data
(Trans_I2B2) over general annotations (Trans_BBN). On the
contrary, transfer learning from BBN with general annotations
performed slightly better than I2B2, which contains more
relevant entities with our target task on macro F1 (41.6% vs
39.2%, respectively; P<.001).

For subclasses, Table 4 shows the results of transfer learning
compared with the baseline system when the performance is
improved on subclasses. When referring to Table 2:

1. Some subclasses where the performance is improved by
transfer learning HAVE a mapping annotation type from
the source domain: for example, subclass
PATIENT_INTRODUCTION: Age in years has a mapping
annotation DATE:AGE in the source domain BBN, and
Trans_BBN on this subclass performed better than the
General model (96.5% vs 94.8%, respectively; P<.001).
This indicates that when the target domain labels have
mappings from the source domain annotations, transfer
learning can improve the extraction results of these labels.

2. Some subclasses where the performance is improved by
transfer learning do not have a mapping annotation type
from the source domain: for subclass FUTURE_CARE:
Alert/waring/abnormal result, the general model was not
able to predict any instance correctly, whereas transfer
learning did learn some knowledge from the training set
but the performance was still not very high. This might be
because these subclasses may have some underlying
correlations with source domain labels that are automatically
learned during the second process in our method, even
though the correlations were not straightforward or obvious
for human readers.

3. Some subclasses that have mappings from the source
domains do not gain any improvement from transfer
learning: for example, PATIENT_INTRODUCTION/
Given_names. These classes normally already have good
performance from only using general models, so transfer
learning, in this case, might introduce extra noise from other
domains that potentially have different sentence structures
to the target domain, and thus harm the results.
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Table 4. Results of subclasses when transfer learning improved in the baseline system (F1 score).

Trans_BBNTrans_I2B2GeneralInstances (n)Entity type

0.965 a0.8790.948246PATIENT_INTRODUCTION: Age (years)

0.9170.8960.82688PATIENT_INTRODUCTION: Gender

0.3440.3110.214412PATIENT_INTRODUCTION: Admission reason

0.0810.1050.00070PATIENT_INTRODUCTION: Chronic condition

0.0440.0830.016147PATIENT_INTRODUCTION: Disease/problem history

0.1330.1290.06936PATIENT_INTRODUCTION: Care plan

0.5660.5000.26714PATIENT_INTRODUCTION: Allergy

0.4000.4310.11428APPOINTMENTS: Time

0.4000.0000.0003APPOINTMENTS: Place: Ward

0.1320.1750.111159APPOINTMENTS: Status

0.1780.0870.00059FUTURE_CARE: Alert/warning/abnormal result

0.0700.0680.000496FUTURE_CARE: Goal/task to be completed/expected outcome

0.3610.2880.32789FUTURE_CARE: Discharge/transfer place

0.6380.6880.570481MY_SHIFT: Status

0.8040.7830.413101MY_SHIFT: Input/diet

0.4780.3960.28652MY_SHIFT: Output/diuresis/bowel movement

0.4570.3570.44455MY_SHIFT: Wounds/skin

0.7480.7530.579245MY_SHIFT: Activities of daily living

0.2020.2200.177361MY_SHIFT: Other observation

0.4950.5480.450156MEDICATION: Medicine

0.0850.0860.03468MEDICATION: Status

aItalics indicate the best result over the column.

Conclusions
This study investigated adapting a DL method to extract patient
information from clinical reports. Domain and task specification
word representations have been used as inputs to a DL system
to achieve better performance. In addition, a transfer learning
model has been applied to adapt knowledge learned from general
text sources to a domain-specific task. This method was able
to further improve the overall result, especially in the classes
related to the source domain. Domain-specific word

representations improve the overall clinical IE system
performance by 3.4% on macro-F1. Transferring the knowledge
from a general English corpus to our task-specific domain gains
a further 7.1% improvement. To our knowledge, our study is
the first attempt to transfer knowledge from general deep models
to specific tasks in health care and gain a significant
improvement. The result of our system is state-of-the-art on this
task. Our method and result point out the way toward adapting
an advanced ML technique to professional informatics system
tasks.
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Multimedia Appendix 1
Dataset description.

[PDF File (Adobe PDF File), 77KB - medinform_v7i2e11499_app1.pdf ]
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Multimedia Appendix 2
The test set of our experiments in the format of each row contains the word with its features, and the last column is the
human-assigned label.

[ZIP File (Zip Archive), 189KB - medinform_v7i2e11499_app2.zip ]
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Abstract

Background: Silent brain infarction (SBI) is defined as the presence of 1 or more brain lesions, presumed to be because of
vascular occlusion, found by neuroimaging (magnetic resonance imaging or computed tomography) in patients without clinical
manifestations of stroke. It is more common than stroke and can be detected in 20% of healthy elderly people. Early detection
of SBI may mitigate the risk of stroke by offering preventative treatment plans. Natural language processing (NLP) techniques
offer an opportunity to systematically identify SBI cases from electronic health records (EHRs) by extracting, normalizing, and
classifying SBI-related incidental findings interpreted by radiologists from neuroimaging reports.

Objective: This study aimed to develop NLP systems to determine individuals with incidentally discovered SBIs from
neuroimaging reports at 2 sites: Mayo Clinic and Tufts Medical Center.

Methods: Both rule-based and machine learning approaches were adopted in developing the NLP system. The rule-based system
was implemented using the open source NLP pipeline MedTagger, developed by Mayo Clinic. Features for rule-based systems,
including significant words and patterns related to SBI, were generated using pointwise mutual information. The machine learning
models adopted convolutional neural network (CNN), random forest, support vector machine, and logistic regression. The
performance of the NLP algorithm was compared with a manually created gold standard. The gold standard dataset includes 1000
radiology reports randomly retrieved from the 2 study sites (Mayo and Tufts) corresponding to patients with no prior or current
diagnosis of stroke or dementia. 400 out of the 1000 reports were randomly sampled and double read to determine interannotator
agreements. The gold standard dataset was equally split to 3 subsets for training, developing, and testing.

Results: Among the 400 reports selected to determine interannotator agreement, 5 reports were removed due to invalid scan
types. The interannotator agreements across Mayo and Tufts neuroimaging reports were 0.87 and 0.91, respectively. The rule-based
system yielded the best performance of predicting SBI with an accuracy, sensitivity, specificity, positive predictive value (PPV),
and negative predictive value (NPV) of 0.991, 0.925, 1.000, 1.000, and 0.990, respectively. The CNN achieved the best score on
predicting white matter disease (WMD) with an accuracy, sensitivity, specificity, PPV, and NPV of 0.994, 0.994, 0.994, 0.994,
and 0.994, respectively.

Conclusions: We adopted a standardized data abstraction and modeling process to developed NLP techniques (rule-based and
machine learning) to detect incidental SBIs and WMDs from annotated neuroimaging reports. Validation statistics suggested a
high feasibility of detecting SBIs and WMDs from EHRs using NLP.

(JMIR Med Inform 2019;7(2):e12109)   doi:10.2196/12109
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Introduction

Background
Silent brain infarction (SBI) is defined as the presence of 1 or
more brain lesions, presumed to be because of vascular
occlusion, found by neuroimaging (magnetic resonance imaging,
MRI or computed tomography, CT) in patients without clinical
manifestations of stroke. SBIs are more common than stroke
and can be detected on MRI in 20% of healthy elderly [1-3].
Studies have shown that SBIs are associated with increased risk
of subsequent stroke, cognitive decline, and deficiency in
physical function [1,2]. Despite the high prevalence and serious
consequences, there is no consensus on the management of SBI
as routinely discovering SBIs is challenged by the absence of
corresponding diagnosis codes and the lack of the knowledge
about the characteristics of the affected population, treatment
patterns, or the effectiveness of therapy [1]. Even though there
is strong evidence shows that antiplatelet and statin therapies
are effective in preventing recurrent stroke in patients with prior
stroke, the degree to which these results might apply to patients
with SBI is unclear. Although SBI is understood by some
clinicians to be pathophysiologically identical to stroke (and
thus similarly treated), others view SBI as an incidental
neuroimaging finding of unclear significance. The American
Heart Association/American Stroke Association has identified
SBI as a major priority for new studies on stroke prevention
because the population affected by SBI falls between primary
and secondary stroke prevention [4].

In addition to SBI, white matter disease (WMD) or leukoaraiosis
is another common finding in neuroimaging of elderly. Similar
to SBI, WMD is usually detected incidentally on brain scans
and is commonly believed to be a form of microvascular
ischemic brain damage resulting from typical cardiovascular
risk factors [5]. WMD is associated with subcortical infarcts
due to small vessel disease and is predictive of functional
disability, recurrent stroke, and dementia [6-8]. SBI and WMD
are related, but it is unclear whether they result from the same,
independent, or synergistic processes [9,10]. As with SBI, there
are no proven preventive treatments or guidelines regarding the
initiation of risk factor–modifying therapies when WMD is
discovered.

Objectives
Identifying patients with SBI is challenged by the absence of
corresponding diagnosis codes. One reason is that SBI-related
incidental findings are not included in a patient’s problem list
or other structured fields of electronic health records (EHRs);
instead, the findings are captured in neuroimaging reports. A
neuroimaging report is a type of EHR data that contains the
interpretation and finding from neuroimage such as CT and
MRI in unstructured text. Incidental SBIs can be detected by
the review of neuroradiology reports obtained in clinical
practice, typically performed manually by radiologists or
neurologists. However, manually extracting information from
patient narratives is time-consuming, costly, and lacks

robustness and standardization [11-14]. Natural language
processing (NLP) has been leveraged to perform chart review
for other medical conditions by automatically extracting
important clinical concepts from unstructured text. Researchers
have used NLP systems to identify clinical syndromes and
biomedical concepts from clinical notes, radiology reports, and
surgery operative notes [15]. An increasing amount of
NLP-enabled clinical research has been reported, ranging from
identifying patient safety occurrences [16] to facilitating
pharmacogenomic studies [17]. Our study focuses on developing
NLP algorithms to routinely detect incidental SBIs and WMDs.

Methods

Study Setting
This study was approved by the Mayo Clinic and Tufts Medical
Center (TMC) institutional review boards. This work is part of
the Effectiveness of Stroke PREvention in Silent StrOke project,
which is to use NLP techniques to identify individuals with
incidentally discovered SBIs from radiology reports, at 2 sites:
Mayo Clinic and TMC.

Gold Standard
The detailed process of generating the gold standard is described
in Multimedia Appendix 1. The gold standard annotation
guideline was developed by 2 subject matter experts: a vascular
neurologist (LYL) and a neuroradiologist (PHL), and the
annotation task was performed by 2 third-year residents (KAK,
MSC) from Mayo and 2 first-year residents (AOR, KN) from
TMC. Each report was annotated with 1 of the 3 labels for SBI
(positive SBI, indeterminate SBI, or negative SBI) and one of
the 3 labels for WMD (positive WMD, indeterminate WMD,
or negative WMD).

The gold standard dataset includes 1000 radiology reports
randomly retrieved from the 2 study sites (500 from Mayo Clinic
and 500 from TMC) corresponding to patients with no prior or
current diagnosis of stroke or dementia. To calculate
interannotator agreement (IAA), 400 out of the 1000 reports
were randomly sampled and double read. The gold standard
dataset was equally split to 3 subsets for training (334),
developing (333), and testing (333).

Experimental Methods
We compared 2 NLP approaches. One was to define the task
an information extraction (IE) task, where a rule-based IE
system can be developed to extract SBI or WMD findings. The
other was to define the task as a sentence classification task,
where sentences can be classified to contain SBI or WMD
findings.

Rule-Based Information Extraction
We adopted the open source NLP pipeline, MedTagger, as the
infrastructure for the rule-based system implementation.
MedTagger is a resource-driven, open source unstructured
information management architecture–based IE framework [18].
The system separates task-specific NLP knowledge engineering
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from the generic NLP process, which enables words and phrases
containing clinical information to be directly coded by subject
matter experts. The tool has been utilized in the eMERGE
consortium to develop NLP-based phenotyping algorithms [19].
Figure 1 shows the process workflow. The generic NLP process
includes sentence tokenization, text segmentation, and context
detection. The task-specific NLP process includes the detection
of concept mentions in the text using regular expressions and
normalized to specific concepts. The summarization component
applies heuristic rules for assigning the labels to the document.

For example, the sentence “probable right old frontal lobe
subcortical infarct as described above,” is processed as an SBI
concept with the corresponding contextual information with

status as “probable,” temporality as “present,” and experiencer
as “patient.”

The domain-specific NLP knowledge engineering was
developed following 3 steps: (1) Prototype algorithm
development, (2) Formative algorithm development using the
training data, and (3) Final algorithm evaluation. We leveraged
pointwise mutual information [20] to identify significant words
and patterns associated with each condition for prototyping the
algorithm (Multimedia Appendix 2). The algorithm was applied
to the training data. False classified reports were manually
reviewed by 2 domain experts (LYL, PHL). Keywords were
manually curated through an iteratively refining process until
all issues were resolved. The full list of concepts, keywords,
modifiers, and diseases categories are listed in Textbox 1.

Figure 1. Rule system process flow. SBI: silent brain infarction; WMD: white matter disease.
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Textbox 1. Silent brain infarction (SBI) and white matter disease (WMD) risk factor and indication keywords.

• Confirmation keywords—disease-finding SBI: infarct, infarcts, infarctions, infarction, lacune, lacunes

• Confirmation keywords—disease modifier SBI: acute, acute or subacute, recent, new, remote, old, chronic, prior, chronic foci of, benign, stable
small, stable

• Confirmation keywords—disease location SBI: territorial, lacunar, cerebellar, cortical, frontal, caudate, right frontoparietal lobe, right frontal
cortical, right frontal lobe, embolic, left basal ganglia lacunar, basal ganglia lacunar, left caudate and left putamen lacunar

• Confirmation keywords—disease-finding WMD: leukoaraiosis, white matter, microvascular ischemic, microvascular leukemic, microvascular
degenerative

• Exclusion WMD: degenerative changes

Machine Learning
The machine learning (ML) approach allows the system to
automatically learn robust decision rules from labeled training
data. The task was defined as a sequential sentence classification
task. We adopted Kim’s convolutional neural network (CNN)
[21] and implemented using TensorFlow 1.1.02 [22]. The model
architecture, shown in Figure 2, is a variation of the CNN
architecture of Collobert R [23].

We also adopted 3 traditional ML models—random forest [24],
support vector machine [25] and logistic regression [26]—for
baseline comparison. All models used word vector as input
representation, where each word from the input sentence is
represented as the k-dimensional word vector. The word vector
is generated from word embedding, a learned representation for
text where words that have the same meaning have a similar
representation. Suppose x1, x2, … , xn is the sequence of word
representations in a sentence where

xi = Exi, I = 1,2, …, n.

Here, Exi is the word embedding representation for word xi with
the dimensionality d. In our ML experiment, we used Wang’s

word embedding trained from Mayo Clinic clinical notes where
d=100 [27]. The embedding model is the skip-gram of
word2vec, an architecture proposed by Mikolov T [28]. Let
xi:i+k-1 represent a window of size k in the sentence. Then the
output sequence of the convolutional layer is

coni = f(wk xi:i+k-1 + bk),

where f is a rectify linear unit function, wk and bk are the
learning parameters. Max pooling was then performed to record
the largest number from each feature map. By doing so, we
obtained fixed length global features for the whole sentence,
that is,

mk = max1≤i≤n-k+1(coni).

Then the features are fit into a fully connected layer with the
output being the final feature vector O=wmk + b. Finally, a
softmax function is utilized to make final classification decision,
that is,

p(sbi│x,θ) = e^(Osbi)/(e^(Osbi)+e^(Oother)),

where θ is a vector of the hyper parameters of the model, such
as wk, bk, w and b.

Figure 2. Convolutional neural network architecture with 2 channels for an example sentence.

Evaluation Metric
For evaluation of the quality of the annotated corpus, Cohen
kappa was calculated to measure the IAA during all phases [29].
As the primary objective of the study is case ascertainment, we
calculated the IAA at the report level.

A 2 x 2 confusion matrix was used to calculate performance
score for model evaluation: positive predictive value (PPV),
sensitivity, negative predictive value (NPV), specificity, and
accuracy using manual annotation as the gold standard. The
McNemar test was adopted to evaluate the performance
difference between the rule-based and ML models [30,31]. To
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have a better understanding of the potential variation between
neuroimaging reports and neuroimages, we compared the model
with the best performance (rule-based) with neuroimaging
interpretation. A total of 12 CT images and 12 MRI images
were stratified—randomly sampled from the test set. A total of
2 attending neurologists read all 24 images and assigned the
SBI and WMD status. The cases with discrepancies were
adjudicated by the neuroradiologist (PHL) The agreement was
assessed using kappa and F-measure [32].

Results

Interannotator Agreements Across Neuroimaging
Reports
Among the total 400 double-read reports, 5 reports were
removed because of invalid scan types. The IAAs across Mayo
and Tufts neuroimaging reports were 0.87 and 0.91. Overall,
there is a high agreement between readers on both reports
(Tables 1 and 2). Age-specific prevalence of SBI and WMD is
provided in Multimedia Appendix 2.

Table 1. Interreader agreement across 207 Mayo neuroimaging reports.

Total (n=207)Magnetic resonance imaging (n=144)Computed tomography (n=63)Interannotator agreement

kappa% agreekappa% agreekappa% agree

0.8797.60.8397.20.9298.4Silent brain infarction

0.9899.00.9798.61.00100.0White matter disease

Table 2. Interreader agreement across 188 Tufts Medical Center neuroimaging reports.

Total (n=188)Magnetic resonance imaging (108)Computed tomography (n=80)Interannotator agreement

kappa% agreekappa% agreekappa% agree

0.9199.50.9499.10.7998.8Silent brain infarction

0.9999.50.9899.11.00100.0White matter disease

Natural Language Processing System Performance
Overall, the rule-based system yielded the best performance of
predicting SBI with an accuracy of 0.991. The CNN achieved
the best score on predicting WMD (0.994). Full results are
provided in Table 3.

According to the McNemar test, we found the difference
between rule-based system and CNN on SBI is considered to
be statistically significant (P value=.03). We found no
statistically significant difference between the rest of the models.

Table 4 lists the evaluation results of NLP and gold standard
derived from reports against the neuroimaging interpretation
for SBI and WMD. Both NLP and gold standard had
moderate-high agreements with the neuroimaging interpretation,
with kappa scores around .5. Our further analysis showed the
practice graded findings (gold standard and NLP) achieved high
precision and moderate recall scores compared with the
neuroimaging interpretation. Through the confirmation with
Mayo and TMC radiologists, we believed such discrepancy was
because of the inconsistency in documentation standards related
to clinical incidental findings, causing SBIs and WMDs
underreported.
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Table 3. Performance on test dataset against human annotation as gold standard.

AccuracyNegative predictive
value

Positive predictive
value

SpecificitySensitivityEvaluation of natural language processing,
model name

Silent brain infarction (n=333)

0.9910.9901.0001.0000.925Rule-based system

0.9520.9540.9290.9930.650CNNa

0.9580.9700.8610.9830.775Logistic regression

0.9790.9771.0001.0000.825SVMb

0.9860.9831.0001.0000.875Random forest

White matter disease (n=333)

0.9280.9210.9330.9090.942Rule-based system

0.9940.9940.9940.9940.994CNN

0.8880.8770.8960.8650.906Logistic regression

0.8770.8300.9170.8940.864SVM

0.9100.9060.9130.8800.932Random forest

aCNN: convolutional neural network.
bSVM: support vector machine.

Table 4. Comparison of the neuroimaging interpretation with gold standard and natural language processing.

RecallPrecisionkappaF-measureEvaluation of natural language processing against the neuroimaging
interpretation

Silent brain infarction (n=24)

0.690.920.500.74Gold standard

0.690.920.500.74NLPa

White matter disease (n=24)

0.800.860.560.78Gold standard

0.730.850.490.74NLP

aNLP: natural language processing.

Discussion

Machine Learning Versus Rule
In summary, the rule-based system achieved the best
performance of predicting SBI, and the CNN model yielded the
highest score of predicting WMD. When detecting SBI, the ML
models were able to achieve high specificity, NPV, and PPV
but moderate sensitivity because of the small number of positive
cases. Oversampling is a technique to adjust the class
distribution of training data to balance the ratio between positive
and negative cases [33]. This technique was applied to the
training data to help boost the signals of positive SBIs. The
performance was slightly improved but was limited by the issue
of overfitting, a situation when a model learns the training data
too well. Due to that, unnecessary details and noises in the
training data can create negative impact to the generalizability
of the model. In our case, the Mayo reports have larger language
variation (noise) because of a free style of documentation
method, whereas TMC uses a template-based documentation
method. According to the sublanguage analysis, Mayo had 212

unique expressions for describing no acute infarction, whereas
TMC had only 12. Therefore, the model trained on oversampled
data had a bias toward the expressions that only appeared in the
training set. When predicting WMD, the ML model
outperformed the rule-based model. The reason is because the
dataset for WMD is more balanced than SBI (60% positive
cases), which allows the system to equally learn from both
classes (positive and negative). The overall performance on
WMD is better than SBI because WMDs are often explicitly
documented as important findings in the neuroimaging report.

False Prediction Analysis
Coreference resolution was the major challenge to the rule-based
model for identifying SBIs. Coreference resolution is an NLP
task to determine whether 2 mentioned concepts refer to the
same real-world entity. For example, in Textbox 2, “The above
findings” refers to “where there is an associated region of
nonenhancing encephalomalacia and linear hemosiderin
disposition.” To determine if a finding is SBI positive, the
system needs to extract both concepts and detect their
coreference relationship.
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Textbox 2. Example of coreference resolution.

“Scattered, nonspecific T2 foci, most prominently in the left parietal white matter <Concept 1>where there is an associated region of nonenhancing
encephalomalacia and linear hemosiderin disposition. <Concept 1/> Linear hemosiderin deposition overlying the right temporal lobe (series 9, image
16) as well. No abnormal enhancement today. <Concept 2>The above findings are nonspecific but the evolution, hemosiderin deposition, and gliosis
suggest post ischemic change. <Concept 2>”

For the ML system, the false positives from the identification
of SBIs were commonly contributed by disease locations. As
the keywords foci, right occipital lobe, right parietal lobe, right
subinsular region, and left frontal region often coexisted with
SBI expressions, the model assigned higher weights to these
concepts when the model was trained. For example, the
expression: “there are a bilateral intraparenchymal foci of
susceptibility artifact in the right occipital lobe, right parietal
lobe, right subinsular region and left frontal region” has 4
locations with no mention of “infarction” appearing in the
sentence. The ML system still predicted it as SBI positive.
Among all ML models, the CNN yielded the worse NPV, which
suggested the CNN was more likely to receive false signals
from disease locations. Our next step is to further refine the
system by increasing the volume of training size through
leveraging distant supervision to obtain additional SBI positive
cases.

Limitations
Our study has several limitations. First, despite the high
feasibility of detecting SBIs from neuroimaging reports, there
is a variation between NLP-labeled neuroimaging reports and
neuroimages. Second, the performances of the ML models are
limited by the number of annotated datasets. Additional training
data are required to have a comprehensive comparison between
the rule-based and ML systems. Third, the systems were only
evaluated using datasets from 2 sites; the generalizability of the
systems may be limited.

Conclusions
We adopted a standardized data abstraction and modeling
process to developed NLP techniques (rule-based and ML) to
detect incidental SBIs and WMDs from annotated neuroimaging
reports. Validation statistics suggested a high feasibility of
detecting SBIs and WMDs from EHRs using NLP.
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Abstract

Background: Inadequate drug monitoring of drug therapy after hospital discharge facilitates adverse drug events and preventable
hospital readmissions.

Objective: This study aimed to analyze the structure and content of drug monitoring advices of a representative sample of
discharge letters as a basis for future electronic information systems.

Methods: On 2 days in November 2016, all discharge letters of 3 departments of a university hospital were extracted from the
hospital information system. The frequency, content, and structure of drug monitoring advices in discharge letters were investigated
and compared with the theoretical monitoring requirements expressed in the corresponding summaries of product characteristics
(SmPC). The quality of the drug monitoring advices in the discharge letters was rated with the domains of an adapted systematic
instructions for monitoring (SIM) score.

Results: In total, 154 discharge letters were analyzed containing 1180 brands (240 active pharmaceutical substances), of which
50.42% (595/1180) could theoretically be amended with a monitoring advice according to the SmPC. In reality, 40 discharge
letters (26.0%, 40/154) contained a total of 66 monitoring advices for 57 brands (4.83%, 57/1180), comprising 18 different
monitoring parameters. Drug monitoring advices only addressed mean 1.9 (SD 0.8) of the 7 domains of the SIM score and
frequently did not address reasons for monitoring (86%, 57/66), the timing of monitoring, that is, the start (76%, 50/66), the
frequency (94%, 63/66), the stop (95%, 63/66), and how to react (83%, 55/66).

Conclusions: Drug monitoring advices were mostly absent in discharge letters and a gold standard for appropriate drug monitoring
advices was lacking. Hence, more effort should be put in the development of tools that facilitate easy presentation of clinically
meaningful drug monitoring advices at the point of care.

(JMIR Med Inform 2019;7(2):e10832)   doi:10.2196/10832
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Introduction

Background
Adverse drug events (ADE) frequently occur after the patient
transitions across interfaces of care, thus making patients prone
to unintended outcomes such as hospital readmissions [1,2].
Indeed, up to 10% of all hospital readmissions occur as a
consequence of ADE, and nearly 1 in 4 of these ADE is caused
by drugs just started during the index hospitalization [1,3-5].
Since during hospitalization, more than 95% of all prehospital
drug therapies are modified, appropriate follow-up monitoring
is particularly important [6-9]. Furthermore, in the discharge
medication, over half of the drugs are newly prescribed during
hospitalization, emphasizing the need for closer monitoring
during the initial postdischarge phase [8]. However, after
hospital discharge, monitoring of safety (ADE) and efficacy is
often lacking, thus causing potentially preventable readmissions
[10]. Interestingly, in the ambulatory setting, preventable ADE
resulting from inadequate monitoring and leading to
hospitalization are more likely associated with commonly
prescribed drugs such as drugs with a cardiovascular indication
[1,3,11-13]. For instance, about one-third of patients treated
with angiotensin-converting-enzyme (ACE) inhibitors do not
undergo serum creatinine and potassium controls at least yearly;
although, it is well established that monitored patients
experience ADE less often [14-17].

Objectives
Hence, it appears useful to include structured and comprehensive
drug monitoring advices in discharge letters concerning the
safety and efficacy of drug therapy to support general
practitioners with drug therapy monitoring and ensure a safe
patient transfer across the interfaces of care. Today, the current
state of drug monitoring recommendations at interfaces is not
well known and except for specific diseases or drugs, a
comprehensive and prospectively evaluated gold standard for
evidence-based drug monitoring advices is lacking [18,19]. As
a first step to develop and subsequently provide suitable drug
monitoring advices at interfaces of care, we performed an
exploratory analysis of the structure and the patterns of current
drug monitoring advices in discharge letters and compared this
information with the statutory information provided in the
pertinent summary of product characteristics (SmPC).

Methods

Context
We analyzed an exploratory sample of consecutive discharge
letters of 3 major departments of a large university hospital to
determine the number, structure, and content of the drug
monitoring advices that are currently provided in daily practice.
Therefore, discharge letters of the divisions of hemato-oncology,
gastroenterology, cardiology, endocrinology, general medicine,
psychosomatics, visceral surgery, vascular surgery, cardiac
surgery, urology, and neurology were included in the analysis.
Although a German drug monitoring guideline was published
in 2013 by the German College of General Practitioners and
Family Physicians, a comprehensive and prospectively evaluated

gold standard for evidence-based drug monitoring advices in
different settings of care is not established at present in Germany
[20]. Therefore, the information in discharge letters was
compared with the generic drug monitoring parameters of the
SmPC. This study was approved by the responsible Ethics
Committee of the Medical Faculty of Heidelberg University
(S-402/2016).

Setting and Data Collection of Drug Monitoring
Parameters in the Discharge Letter
As a point prevalence analysis, all final discharge letters of the
departments of, surgery, internal medicine, and neurology that
were issued on November 15 and November 16 of the year 2016
and stored in the hospital information system were screened by
1 author. The departments were chosen to cover a broad
spectrum of medications of different specialties and generate a
representative overview. All discharge letters containing a
discharge medication were selected, printed, and pseudonymized
by blacking data of the attending physicians and the patient and
attributing a consecutive number code to every letter.

The entire discharge letter was independently read by 2
investigators and screened for drug monitoring advices. The
following information was extracted into a predefined Microsoft
Excel (Microsoft Corporation) sheet with the following
categories: Code of the discharge letter, name of all drugs listed
as discharge medication including their strength, dosage, and
additional information such as administration advices, as well
as potential drug monitoring advices with their content and
placement in the letter (eg, directly adjunct to a drug or included
in the prose text).

A drug monitoring advice was defined as a statement that was
explicitly (eg, “please monitor serum potassium under ramipril
therapy”) or by placement (ie, proximity) connected with the
recommended drug treatment at discharge. Second, a drug
monitoring advice needed to explicitly state tests that should
be performed (eg, electrocardiogram) or parameters that should
be checked (eg, potassium) either in terms of safety and ADE
monitoring (eg, liver function test to detect hepatotoxicity) or
in terms of efficacy (eg, target low-density lipoprotein values
to identify poor or nonresponders).

We did not differentiate in drug monitoring advices for newly
prescribed drugs and those that were already on the patients’
medication list at the time of hospital admission.

Structure and Content of Drug Monitoring Advices in
Discharge Letters
To determine the structure and content of current drug
monitoring advices, the drug monitoring advices were
independently categorized by 2 authors using the domains of
an adapted version of the systematic instructions for monitoring
(SIM) score [21]. The SIM score contains 7 essential domains
of information, which should be addressed in an unequivocal
and comprehensive drug monitoring advice: (1) why to monitor,
(2) what to monitor, (3) when to start monitoring, (4) how
frequently to monitor, (5) what to look for, that is, target values
in terms of drug efficacy or specific ADE such as laboratory
changes, (6) how to respond to findings, and (7) when to stop
drug monitoring. When analyzing the drug monitoring advices,
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we specified for every category whether it was included in the
drug monitoring advice (=1 point) or not (=0 points).

Extraction of Summary of Product Characteristics
Information
The SmPC of all brands reported in the discharge medications
were independently screened by 2 authors. When no brand name
and only an active pharmaceutical substance was provided in
the discharge medication, the SmPC of the brand listed in the
hospital formulary was screened because this was the last
specific brand the patient received. All eligible text passages
concerning drug monitoring of the respective brands were
transferred into an excel sheet once a consensus of the 2
reviewers was reached. If consensus was not reached, a third
reviewer was involved.

In analogy to the discharge letters, a drug monitoring advice
was defined as a parameter that should be measured or a test
that should invariably be performed for safety or efficacy
reasons at a given time during or after the treatment. Extracted
drug monitoring parameters and tests are available in
Multimedia Appendix 1.

Analysis and Statistics
Drug monitoring parameters and tests were rated as concordant
in discharge letters and the SmpC if (1) the drug monitoring
parameter or test was stated explicitly in the SmPC and the
discharge letter, for example, “measure potassium” or (2) if the
SmPC or the discharge letter recommended drug monitoring
parameters or tests that were related to each other. As an
example, when the SmPC recommended potassium controls
and the drug monitoring advices in the discharge letter
recommended controls of electrolytes, these drug monitoring
advices were also rated as concordant. The allocation of
monitoring parameters was done independently by 2
investigators. The frequency of drug monitoring parameters and
tests was determined and averages with SDs were calculated
using Microsoft Excel. Cohen kappa was calculated to determine
interrater reliability of the SIM score rating.

Results

Characteristics of the Included Discharge Letters and
Discharge Medications
On the 2 index days, 158 discharge letters were issued and hence
screened for inclusion. Yet, 4 of these discharge letters did not
contain any discharge medication and were therefore excluded,
leaving 154 discharge letters for analysis. There were 34
discharge letters from the surgery department (22.1%, 34/154),
95 from internal medicine (61.7%, 95/154), and 25 (16.2%,
25/154) from neurology. Overall, the discharge letters contained
1180 brands referring to 240 different active pharmaceutical
substances from 51 different 3-digit anatomical therapeutic

chemical code (ATC) groups (see Figure 1), resulting in an
average of 7.7 (SD 4.3) brands per discharge letter. The most
commonly prescribed brands were antithrombotic agents
(B01, n=161), drugs for acid-related disorders (A02, n=87),
agents acting on the renin-angiotensin system (C09, n=85),
beta-blocking agents (C07, n=81), and diuretics (C03, n=80,
Figure 1).

Drug Monitoring Advices Provided in the Discharge
Letter
Overall, 40 discharge letters (25.9%, 40/154) contained at least
1 drug monitoring advice for, in total, 57 brands (4.83%,
57/1180), and 29 active pharmaceutical substances (details are
shown in Multimedia Appendix 2). Phenprocoumon (n=6),
tacrolimus (n=5), and levothyroxine (n=5) were the active
pharmaceutical substances most frequently accompanied by a
drug monitoring advice (see Table 1). Drug monitoring advices
most frequently suggested monitoring of renal function (n=9),
trough concentrations (n=7), international normalized ratio
(n=6), and blood glucose (n=6). Most drug monitoring advices
were solely located in the text (n=34), some were included in
the discharge medication (n=14), and the advices were rarely
found in both text and discharge medication section (n=9; Table
1), leading to a total of 66 drug monitoring advices with a total
of 69 suggested drug monitoring parameters and tests (referring
to 18 different parameters and tests).

Structure and Content of Drug Monitoring Advices in
Discharge Letters
Of the 66 drug monitoring advices, 20 addressed 1 domain, 29
addressed 2 domains, and 15 addressed 3 domains of the SIM
score. Only 1 drug monitoring advice addressed 4 domains
(what to monitor, when to start monitoring, how frequently to
monitor, and when to stop monitoring), and 1 drug monitoring
advice (ie, “we ask for regular endocrinological follow-up
controls”) was too vague and hence did not meet any of the SIM
domains. On average, the drug monitoring advices addressed
1.9 (SD 0.8) domains (see Figure 2).

Nearly all drug monitoring advices (99%, 65/66) contained a
definition of the monitoring parameters or tests that should be
performed. Around a quarter of the drug monitoring advices
specified when drug monitoring should be started (24%, 16/66)
and what should be looked for (29%, 19/66, Figure 2). Only
few drug monitoring advices gave reasons of drug monitoring,
that is, why to monitor (14%, 9/66), or described which actions
to take in case of findings, that is, how to respond to deviations
(17%, 11/66). Adequate timing of drug monitoring was seldom
addressed; almost all drug monitoring advices lacked
information on the frequency of monitoring, that is, how
frequently to monitor (94%, 62/66) and when monitoring may
be stopped (95%, 63/66). Interrater reliability was very good
with a Cohen kappa of 0.89.
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Figure 1. Most common prescribed drug groups (expressed as 3-digit anatomical therapeutic chemical code class) in 154 consecutive discharge letters
of 3 large university departments (internal medicine, neurology, and surgery). ATC: anatomical therapeutic chemical code, RAS: renin-angiotensin
system.
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Table 1. Comparison of the drug monitoring parameters reported in the discharge letters with the monitoring recommendations in the corresponding
summary of product characteristics.

Drug monitoring parameters in the
summary of product characteristics

Drug monitoring parameter in

discharge letter (frequency)c
Drug classLocation in the discharge

letter (frequency)b
Active pharmaceutical

substance (frequency)a

Bleeding signsBlood cell count (1)Factor Xa inhibitorTXTd (1)Apixaban (1/8)

CK, liver function testCKg (1), LDLh (3), liver func-
tion (1)

HMG-CoAf-reductase
inhibitor

MEDe (3), TXT (1)Atorvastatin (3/37)

Only in special patient populations
(hypertension and impaired renal
function, heart failure)

Blood pressure (1), renal func-
tion (1)

Angiotensin-II- recep-
tor antagonist

MED (1), TXT (1)Candesartan (1/20)

Only in special patient populations
(heart failure with low blood pres-
sure or ischemic heart disease)

Blood pressure (1), heart rate
(1)

Nonselective beta
blocker

MED (1), TXT (1)Carvedilol (1/10)

No parameters mentionedInflammatory parameters (1)CephalosporinTXT (1)Cefuroxime (1/4)

Serum potassium, serum magne-
sium, serum lipids, uric acid, renal

Blood concentration (2)Calcineurin inhibitorMED (1), TXT (1)Ciclosporin (2/2)

function, liver function, ciclosporin
concentrations, blood pressure, and
physical examination

No parameters mentionedInflammatory parameters (2),
renal function (1)

FluorquinoloneTXT (2)Ciprofloxacin (2/12)

Blood cell count, liver function test,
and renal function test

Inflammatory parameters (1)LincosamideTXT (1)Clindamycin (1/1)

Calcium in serum and urine, creati-
nine

Serum calcium (1)VitaminTXT (1)Colecalciferol (1/8)

Renal function, signs and symptoms
of bleeding or anemia

Liver function (1), renal func-
tion (1)

Thrombin inhibitorMED (1)Dabigatran etexilate (1/3)

Only in special patient populations
(old patients, hypertension, or heart
disease)

Serum sodium (2)Selective serotonin
and norepinephrine
reuptake inhibitor

TXT (2)Duloxetine (2/3)

Platelet countBlood cell count (2)Low-molecular-
weight heparin

TXT (2)Enoxaparin (2/36)

Serum potassiumRenal function (1), electrolytes
(1)

Mineralocorticoid re-
ceptor antagonist

MED (1)Eplerenone (1/4)

Potassium, sodium, calcium, bicar-
bonate, creatinine, blood urea, uric
acid, and blood glucose

Renal function (1), electrolytes
(1), body weight (1)

Loop diureticsTXT (2)Furosemide (2/11)

Serum potassium, serum sodium,
and serum magnesium

Renal function (1), electrolytes
(1),

Thiazide diureticMED (1), TXT (1)Hydrochlorothiazide
(1/14)

Blood glucoseBlood glucose (6)InsulinTXT (6)Insulin (6/30)

No parameters mentionedStool consistency (2)EnzymesTXT(2)Pancreatic enzyme sup-
plement (2/6)

Suicidal ideationRenal function (1)AntiepilepticTXT (1)Levetiracetam (1/8)

No parameters mentionedThyroid function (5)Thyroid hormoneMED (1), TXT (5)Levothyroxine (5/34)

No parameters mentionedHeart rate (1)Selective beta blockerTXT (1)Nebivolol (1/7)

Serum sodium, suicidal ideationSerum sodium (1)AntiepilepticTXT (1)Oxcarbazepine (1/1)

Liver function test, INRINRi (6)Vitamin K antagonistMED (2), TXT (5)Phenprocoumon (6/13)

Only in special patient population
(patients with myopathy, impaired

LDL (1)HMG-CoA-reductase
inhibitor

MED (1)Pravastatin (1/16)

renal function, hypothyroidism, or
alcohol abuse)

Serum potassium, renal function,
and leukocytes

Blood pressure (1)Angiotensin-convert-
ing-enzyme inhibitor

MED (1)Ramipril (1/44)
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Drug monitoring parameters in the
summary of product characteristics

Drug monitoring parameter in

discharge letter (frequency)c
Drug classLocation in the discharge

letter (frequency)b
Active pharmaceutical

substance (frequency)a

No parameters mentionedBlood pressure (1), heart rate
(1)

Phosphodiesterase
type 5 inhibitor

MED (1)Sildenafil (1/2)

CK, liver function testLDL (1)HMG-CoA-reductase
inhibitor

MED (1)Simvastatin (1/9)

Potassium, sodium, calcium, bicar-
bonate, creatinine, blood urea, uric
acid, and acid-base balance

Renal function (1), electrolytes
(1), body weight (1)

Mineralocorticoid re-
ceptor antagonist

TXT (2)Spironolactone (2/13)

Electrolytes, liver function, renal
function, fasting blood glucose,
hematological parameters, coagula-
tion, plasma proteins, blood concen-

tration, blood pressure, ECGj, neuro-
logic status, and vision

Blood concentration (5)Calcineurin inhibitorMED (5), TXT (2)Tacrolimus (5/6)

Electrolytes, creatinine, uric acid,
blood glucose, lipids, leukocytes,
erythrocytes, and platelets

Body weight (1), electrolytes
(1), renal function (1)

Loop diureticMED (2), TXT (1)Torasemide (2/32)

aThe first number in parenthesis shows the number of active pharmaceutical substances with a drug monitoring advice; the second number in parenthesis
indicates the total amount of discharge letters, which had the active pharmaceutical substance included.
bThe number in parenthesis indicates how often the drug monitoring advice was located in the text or in the discharge medication.
cThe number in parenthesis indicates how often the drug monitoring parameter was recommended for the corresponding active pharmaceutical substance.
dTXT: text.
eMED: discharge medication.
fHMG-CoA: hydroxymethylglutaryl-coenzyme A.
gCK: creatine kinase.
hLDL: low-density lipoprotein.
iINR: international normalized ratio.
jECG: electrocardiogram.

Figure 2. Overview of the frequency of systematic instructions for monitoring score domains used in the drug monitoring advices of the discharge
letters.
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Comparison With Summary of Product Characteristics
Information
For 52 of the 57 brands with an actual drug monitoring advice
in the discharge letter, the SmPC also mentioned a drug
monitoring advice, but of the 69 drug monitoring parameters
and tests mentioned in the discharge letters, only 35 parameters
(51%, 35/69) were also listed in the corresponding SmPC. In
contrast, 29 of the 71 SmPC parameters (41%, 29/71) were
included in the discharge letters, whereas the remaining 42
parameters (59%, 42/71) were not mentioned in the discharge
letters at all (Table 1 and Multimedia Appendix 2). However,
the SmPC suggested drug monitoring advices for many more
drugs. Indeed, for 595 of the 1180 brands (50.42%) included
in the discharge letters (referring to 132 out of 240 active
pharmaceutical substances; 55.0% (132/240), the SmPC
contained suggestions for drug monitoring that could be
theoretically applied.

Discussion

Principal Findings
Drug monitoring advices were provided only for about 1 in 20
brands recommended in the discharge medication and most
often did not offer all information domains a “best-practice”
monitoring advice should contain. Following the SIM score,
the advices only infrequently specified what to look for, why
one should monitor, and what should be done in case of finding
deviations. Regarding the timing of drug monitoring, a quarter
of the advices specified a start of drug monitoring, but only 1
in 20 advices stated a frequency or defined an end of drug
monitoring.

Evidence Gap Regarding the Need of Drug Monitoring
To finally judge the quality of drug monitoring advices and also
to subsequently derive an evidence-based information support
tool, information on monitoring advices that have been shown
to be clinically relevant is needed. Thereby, clinically relevant
information might be particularly determined by the severity
and probability of the potential ADE or efficacy loss as well as
the chances that the ADE or efficacy loss can be reliably
detected and prevented by the monitoring activity. The SmPC
rather follows a generic approach and suggest up to 10 times
more advices than were currently included in the letters.
However, it remains unclear whether these advices are all
clinically relevant and need to be followed in all patients [21,22].
Conversely, there are first hints suggesting that even the SmPC
lacks relevant advices that are included in clinical guidelines.
For instance, the 2016 heart failure guideline of the European
Society of Cardiology recommends close monitoring of
creatinine, serum potassium, and urea upon ACE inhibitor
therapy initiation, which was not similarly mentioned in the
German ramipril SmPC [23]. Although clinical guidelines might
be expected to be a good source for clinically meaningful drug
monitoring advices, this aspect is not a standard request for
good guideline development, which mainly focuses on proper
guideline development methods [24], and preliminary analyses
suggest that drug monitoring advices are included only
sporadically and certainly not systematically.

In daily practice, there are only few drugs with precise and
unambiguous monitoring recommendations in the SmPC, for
example, agranulocytosis monitoring with clozapine [25].
However, in most drugs, the monitoring need is vague and a
specification requires clinical context factors such as (1) patient
characteristics, (2) stage of therapy (eg, dose titration), and (3)
comedication. This is also reflected by the discrepancies between
the mentioned drug monitoring parameters and tests in the
discharge letters and the SmPC in this study, which can be
attributed to the evaluation of clinical context factors. As an
example, blood glucose monitoring was recommended for a
patient under insulin therapy in a discharge letter. This was
consistent with the SmPC recommendations, but it also might
appear rather obvious and lead to alert fatigue if integrated
routinely in discharge letters. Regarding the clinical context
factors, the respective patient had had pancreatectomy and
therefore a clear clinical indication for close glucose monitoring
in the postoperative phase, justifying the explicit drug
monitoring advice.

This study therefore supports the hypothesis that there is an
evidence gap in terms of a consistent definition of indications
for drug monitoring and populations benefitting of it. Therefore,
to close this gap, future research should address changes in ADE
incidence over time and evaluate protective and risk factors that
might have an impact on the need of drug monitoring. There
are first approaches to develop such information tools, such as
a recent recommendation providing suggestions for drug
monitoring of high-risk medicines in primary care, which were
derived from a range of guideline sources and expert opinions
[20,26].

Concept and Structure of Comprehensive and Practical
Drug Monitoring Advices
If drug monitoring is indicated, the drug monitoring advices
should be clearly formulated and support physicians in the
development of individual monitoring plans. A comprehensive
drug monitoring advice should follow the information clusters
suggested in the SIM score [21]. The need of drug monitoring
defined by a sole indication of a drug, for example, clozapine
therapy, or a combination of clinical context factors define the
domains “why to monitor” (SIM score domain 1) and what to
monitor (SIM score domain 2). The stage of therapy (eg, drug
initiation, maintenance, or tapering) is an important determinant
regarding the proper timing of drug monitoring activities and
specifies the start (SIM score domain 3), the frequency (SIM
score domain 4), and the end of drug monitoring (SIM score
domain 7). Timing is a crucial aspect of any monitoring because
the risk of ADE varies over time as some drugs have a high risk
of ADE early after drug initiation, for example, hyperkalemia
with ramipril intake or dosage changes, whereas, other ADE
more likely occur after longer time periods, for example,
pulmonary toxicity caused by amiodarone [27-30]. The SIM
score domain “what to look for” (SIM score domain 5) and
“how to respond” (SIM score domain 6) are domains that were
rarely addressed and, if addressed, sufficient information was
lacking. For instance, the drug monitoring advice “please check
liver function” lacks detailed information on what explicitly to
look for because drug-induced liver injury occurs in different
clinical patterns such as hepatic, cholestatic, or mixed, which
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can easily be detected by characteristic laboratory patterns
[31,32].

Limitations of the Study Design
This study has several limitations. First, a sample of 154
discharge letters was analyzed, which could be deemed as
relatively small. To ensure representability, we included
consecutive discharge letters of 2 working days rather than
deliberately choosing letters of different patient populations;
this approach covered a broad range of different brands (n=1180)
and a sizeable number of different 3-digit ATC-codes (n=51).
Moreover, the sample size was estimated on the basis of
previous studies analyzing the quality and structure of drug
monitoring advices in drug labels, which had similar or even
lower sample sizes [21,22,33]. Second, direct clinical
implications of missing drug monitoring parameters neither
were nor could have been assessed in this study, and they neither
were in the focus of our study. Furthermore, the clinical
implications of infrequent drug monitoring are well known, and
there is no obvious reason to omit proper monitoring of
pharmacotherapy after discharge from tertiary care [3,34].
Therefore, the study focused on the structure and content of
drug monitoring advices at interfaces of care to analyze potential
areas for improvement and interventions, targeting the problem

of infrequent drug monitoring in patient care. Third, we did not
consider the date of onset of a specific drug as this information
was scarcely available in the discharge letters. ADE of some
active pharmaceutical substances (eg, hyperkalemia with
ramipril intake) might occur more likely during dosage titration
and monitoring periods could be longer, when long-term
maintenance doses are taken uneventfully [27,29]. Consequently,
it might be possible that the real monitoring need was
overestimated or, on the other hand, that drug monitoring
advices were not precise enough. Finally, we solely evaluated
the drug monitoring advices of one other data source, that is,
the SmPC. Yet, as the legally binding document also in terms
of drug therapy monitoring, it could be the first reference
consulted by prescribers and information therein should be
reliable also in this regard.

Conclusions
Drug monitoring advices were included in discharge letters only
for a minority of brands; however, respective SmPC information
was broad and unspecific in most parts, suggesting that a future
monitoring database should consider not only the drug and its
indication but also further patient characteristics, the stage of
therapy, and the comedication.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a common chronic disease. Exacerbations of COPD (eCOPD)
contribute to the worsening of the disease and the patient’s evolution. There are some clinical prediction rules that may help to
stratify patients with eCOPD by their risk of poor evolution or adverse events. The translation of these clinical prediction rules
into computer applications would allow their implementation in clinical practice.

Objective: The goal of this study was to create a computer application to predict various outcomes related to adverse events of
short-term evolution in eCOPD patients attending an emergency department (ED) based on valid and reliable clinical prediction
rules.

Methods: A computer application, Prediction of Evolution of patients with eCOPD (PrEveCOPD), was created to predict 2
outcomes related to adverse events: (1) mortality during hospital admission or within a week after an ED visit and (2) admission
to an intensive care unit (ICU) or an intermediate respiratory care unit (IRCU) during the eCOPD episode. The algorithms included
in the computer tool were based on clinical prediction rules previously developed and validated within the Investigación en
Resultados y Servicios de Salud COPD study. The app was developed for Windows and Android systems, using Visual Studio
2008 and Eclipse, respectively.

Results: The PrEveCOPD computer application implements the prediction models previously developed and validated for 2
relevant adverse events in the short-term evolution of patients with eCOPD. The application runs under Windows and Android
systems and it can be used locally or remotely as a Web application. Full description of the clinical prediction rules as well as
the original references is included on the screen. Input of the predictive variables is controlled for out-of-range and missing values.
Language can be switched between English and Spanish. The application is available for downloading and installing on a computer,
as a mobile app, or to be used remotely via internet.

Conclusions: The PrEveCOPD app shows how clinical prediction rules can be summarized into simple and easy to use tools,
which allow for the estimation of the risk of short-term mortality and ICU or IRCU admission for patients with eCOPD. The app
can be used on any computer device, including mobile phones or tablets, and it can guide the clinicians to a valid stratification
of patients attending the ED with eCOPD.
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Trial Registration: ClinicalTrials.gov NCT00102401; https://clinicaltrials.gov/ct2/show/results/NCT02434536 (Archived by
WebCite at http://www.webcitation.org/76iwTxYuA)

International Registered Report Identifier (IRRID): RR2-10.1186/1472-6963-11-322
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Introduction

Chronic obstructive pulmonary disease (COPD) is one of the
most common chronic diseases, and its prevalence is expected
to increase over the next few decades [1]. COPD is a leading
cause of death in developed countries, and patients with COPD
generally suffer a substantial deterioration in their quality of
life [2]. COPD is a complex and heterogeneous condition with
different clinical manifestations and variable disease activity.
There is a continuing interest in using clinical and pulmonary
function variables and other disease indicators that may help
predict outcomes [3].

The exacerbation of COPD (eCOPD) is defined as an event in
the natural course of a patient’s COPD characterized by a change
in baseline dyspnea, cough, or sputum, that is beyond normal
day-to-day variations and that may have warranted a change in
medication or treatment [4]. Exacerbations are common among
patients with COPD [5]. These sudden worsenings of COPD
contribute to disease progression, reduce quality of life, increase
the risk of death, and account for substantial use of health care
resources [2,6,7]. Currently, emergency department (ED)
physicians must rely largely on their experience and the patient’s
personal criteria to gauge how an eCOPD will evolve. Clinical
prediction rules that could help predict eCOPD evolution would
allow ED physicians to make better-informed decisions about
treatment [8].

Prediction models are gaining importance as a support for
decision-making processes. Decisions such as the most
appropriate treatment for a disease; whether or not a given
patient should be discharged; or the development of effective,
acceptable, and cost-efficient prevention strategies are based
on the individual patient’s risk of suffering some undesirable
event. Clinical prediction models provide estimates for an
individual’s risk of an adverse event over a specific period on
the basis of a combination of a number of patient characteristics,
which we call variables. Often, clinical prediction models are
extended to include clinical prediction rules, risk scores, or
prognostic models. The literature includes well-known
prediction models, which have been developed to predict the
development of a disease, death, or poor evolution caused by a
current disease, including eCOPD. More precisely, the
Investigación en Resultados y Servicios de Salud COPD
(IRYSS-COPD) Appropriateness Study group has developed
clinical prediction rules for short-term outcomes in eCOPD
patients attending an ED. These outcomes include (1) mortality
during hospital admission or within a week after the ED visit
[9] and (2) admission to an intensive care unit (ICU) or an
intermediate respiratory care unit (IRCU) during the eCOPD
episode [10].

Nowadays, clinicians and patients are both actively involved
in deciding therapeutic interventions or choosing medical
treatments in a shared decision-making process. It is well known
that the estimation of an individual’s risks of various adverse
events by means of prediction models may provide the necessary
input for shared decision-making [11]. Therefore, the application
of clinical prediction rules in daily clinical practice is one more
step in this process. The translation of clinical prediction rules
into easy-to-use computer tools would allow the use of these
models in clinical practice. The goal of this work was to create
a computer application to predict various outcomes related to
adverse events of short-term evolution in eCOPD patients
attending an ED based on valid and reliable clinical prediction
rules. We present the Prediction of Evolution of patients with
eCOPD (PrEveCOPD) tool for prediction of 2 outcomes: (1)
mortality during hospital admission or within a week after the
ED visit and (2) admission to an ICU or IRCU during the
eCOPD episode. The algorithms included in the computer tool
are based on the clinical prediction rules previously published
by Quintana et al [9,10] for the IRYSS-COPD study.

The rest of the paper is organized as follows. The Methods
section presents a brief description of the IRYSS-COPD study,
including the development of the predictive models and clinical
rules, and provides the methodology used to create the
PrEveCOPD computer tool for different environments. The
Results section describes the PrEveCOPD tool and shows how
it runs with individual cases. Finally, the paper closes with a
discussion in which the novelty and usefulness of the
application, some limitations, and future work are reviewed and
conclusions are drawn.

Methods

The Investigación en Resultados y Servicios de
Salud-Chronic Obstructive Pulmonary Disease Study:
Description and Outcome Prediction Rules
A detailed description of the IRYSS-COPD study has been
reported in depth in the study protocol [12]. In brief, this
prospective cohort study included subjects with an eCOPD
attending the ED of 16 hospitals in Spain between June 2008
and September 2010. The study was approved by the
institutional review boards of the participating hospitals, in
accordance with all applicable regulations. All patients were
informed of the goals of the study and invited to voluntarily
participate in it; confidentiality was guaranteed. All who agreed
to participate provided written consent.

Data from several time points were collected in the study.
However, for the purpose of this study, we concentrated on
variables collected at 2 time points. First, data were collected
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when the decision was made to hospitalize the patient or
discharge him or her home. If the patient was hospitalized, then
additional data were collected in the medical ward up to 1 week.
Otherwise, if the patient was discharged, he or she was contacted
by phone, and similar information was recorded up to 1 week
after the index ED visit. The selected predictive variables were
previously described [12]. The selected 2 outcome variables
were also previously described when the predictive models were
developed [9,10]. However, because of the importance of the
2 outcomes for the purpose of this study, we present a brief
definition of them. The 2 outcome variables were as follows:

• Death, if it occurred during the hospital admission or within
7 days of the index ED visit among patients discharged to
home.

• ICU or IRCU admission: The patient needs an ICU
admission or invasive mechanical ventilation (IMV) or
suffers a cardiac arrest; or the patient needs a noninvasive
mechanical ventilation (NIMV) for 2 or more days, when
mechanical ventilation was not used at home before
admission or needs an admission to an IRCU for 2 or more
days. A minimum of 2 days was chosen to include only
those patients needing more intensive and prolonged
therapeutic interventions.

This description is restricted to the variables finally considered
for the development of the 2 prediction rules. Table 1 shows
the distribution of the selected predictive variables by outcome.

The 2 clinical prediction rules were developed following similar
methodological approaches. Detailed description is provided
elsewhere [9,10], although a brief summary is given below.

Univariate logistic regression analysis was initially performed,
and variables with statistically significant results at P<.20 were
posteriorly entered into a multiple logistic regression model.
Internal validation of the variable selection process and
modeling was performed until the final predictive model was
reached. A score was developed by assigning a weight to each
variable or category in the final multiple logistic regression
model, as suggested in the literature [13]. Finally, the score was
categorized into a manageable number of risk classes based
mainly on the estimated risk of event for each outcome.

Discrimination of the score and the risk categories was assessed
by the area under the receiver operating characteristic curve.
All the modeling, scoring, and categorization processes were
validated by split-sample validation (50% development and
50% validation). Figure 1 shows the whole process of score
development and categorization and the resulting risk categories
for the 2 outcomes, death and ICU or IRCU admission. The
Cochran-Armitage trending statistic was performed to assess
whether classification provided by the score could differentiate
low-risk patients from high-risk patients in a fashion of graded
response based on the level of risk present.

Results of the developed risk categories and association with
the 2 outcomes are shown in Table 2. Note that because of

missing values in predictor or response variables, the total
number of subjects for which the 2 risk scores were estimated
differed. Detailed information regarding missing values can be
obtained in the original papers where these scores were
developed.

The Computer Application: Prediction of Evolution
of Patients With Exacerbation of Chronic Obstructive
Pulmonary Disease
The PrEveCOPD computer application has been implemented
to be installed both in Windows and Android systems and can
also be used on the Web without installing any application.

The application for Windows and Web platforms has been
developed using Microsoft Visual Studio 2008 [14], and a tool
called Eclipse [15] was used to develop the instrument to be
run on an Android system.

For the Windows application, we used C# programming
language [16] to develop the application and then install and
run locally on the user’s computer. The Web application was
also created in C# and implemented on a computer workstation
so that users could access it remotely. The application is
available for downloading and installing on the computer or to
be used remotely as a Web application [17]. Therefore, anyone
with an internet connection and browser could access the website
and run the application. The application operates exactly in the
same way when the access is local and remote. The performance
of the Windows application has been checked under Windows
7, in a 32-bits personal computer. The most common browsers
(Internet Explorer, Firefox, Chrome, and Safari), with updated
plugins installed for Java version 8 or posterior, have been tested
for the Web application. For the Android app, we used the Java
programming language to develop the app in the Eclipse
development environment and install it and run it on any device
with an Android operating system. The Android app is available
on Google Play under the medicine category, with the name
PrEveCOPD. The performance of the app has been tested under
Android version 7.0 or posterior.

The minimum equipment requirements that we recommend to
run the application are Windows 7 with 32 bits and 4 GB of
RAM memory for local access under Windows, Java version
8, and one of the following browsers: Internet Explorer 11,
Firefox 59, or Chrome 69 for remote access or Android Nougat
7.0 release for the Android app.

Figures 2 and 3 show a screenshot of the Android app running
on a mobile phone (Figure 2) and the tool under Windows
(Figure 3). The computer application has been developed in
English and Spanish. For electronic devices running under
Android, the language is automatically detected depending upon
the default settings, with English being the default option for
any language other than Spanish. For a computer running under
Windows, the application has an option to switch between the
2 languages, with Spanish being the default option.
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Table 1. Distribution of the predictive variables by outcome. The 2 outcomes are mortality during hospital admission or within a week after the
emergency department visit and admission to an intensive care unit or intermediate respiratory care unit during the exacerbation of chronic obstructive
pulmonary disease episode (N=2487).

Admission to intensive care unit or
intermediate respiratory care unit

MortalitySample, n (%)Predictive variable

P valuean (%)P valuean (%)

—258 (10.37)—b59 (2.37)Total

Age (years)

<.001166 (13.06)<.00118 (1.42)1271 (51.11)<75

<.00180 (7.62)<.00128 (2.67)1050 (42.22)75-85

<.00112 (7.27)<.00113 (7.88)165 (6.63)>85

Previous long-term home oxygen therapy or noninvasive mechanical ventilation

<.001190 (22.59)<.00143 (5.11)841(33.82)Yes

<.00168 (4.13)<.00116 (0.97)1646 (66.18)No

Altered consciousness

<.00136 (51.43)<.0019 (12.86)70 (2.81)Yes

<.001220 (9.11)<.00149 (2.03)2415 (97.10)No

Use of inspiratory accessory muscle

<.001111 (20.75)<.00134 (6.36)535 (21.51)Yes

<.001147 (7.53)<.00125 (1.28)1952 (78.49)No

Dyspnea (Medical Research Council)

<.00121 (8.40)<.00118 (7.20)250 (10.05)Missing

<.00110 (5.32)<.0010 (0)188 (7.56)Grade 1

<.00144 (7.33)<.0011 (0.17)600 (24.13)Grade 2

<.00145 (8.98)<.0017 (1.40)501 (20.14)Grade 3

<.00181(12.05)<.00110 (1.49)672 (27.02)Grade 4

<.00157 (20.65)<.00123 (8.33)276 (11.10)Grade 5

pH

<.001121 (6.08).0240 (2.01)1991 (86.75)≥7.35

<.00187 (34.80).0211 (4.40)250 (10.89)7.26-7.35

<.00138 (70.37).023 (5.56)54 (2.35)<7.26

Pressure of carbon dioxide (PCO2)

<.00132 (2.60)<.00116 (1.30)1232 (57.20)≤45

<.00147 (9.71)<.00114 (2.89)484 (22.47)45-55

<.00158 (24.07)<.00110 (4.15)241 (11.19)55-65

<.001107 (54.31)<.00113 (6.60)197 (9.15)>65

aChi-square test for homogeneity.
bNot applicable.

The main screen incorporates a help button, where the specific
definition of all the predictive variables is detailed exactly the
same as in the manuscripts where prediction rules were
developed [9,10]. The computer tool also incorporates a
predefined range of acceptable values for each variable to
control for typing mistakes or out-of-range values. An error
message prevents invalid values to be introduced, with strict
instructions about the accepted range of values. The application

accepts a missing value in any of the predictive variables,
leading in that case to a lower bound for the corresponding
score.

A button with information for users about the legal responsibility
derived from the use of the application is also incorporated in
the Android platform, and this information is displayed on the
main screen in the Windows and Web platforms.
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Figure 1. Summary of the process for the 2 outcomes (death and intensive care unit or intermediate respiratory care unit admission): score development
and stratification into risk categories. ED: emergency department; ICU: intensive care unit; IRCU: intermediate respiratory care unit; LTHOT: long-term
home oxygen therapy; MRC: Medical Research Council; NIMV: noninvasive mechanical ventilation; PCO2: pressure of carbon dioxide.

Table 2. Distribution of the developed risk categories for each of the outcomes.

P valueaNo, n (%)Yes, n (%)Outcome

Short-term mortality risk

<.0011078 (99.72)3 (0.28)Mild (n=1081)

<.001854 (98.73)11 (1.27)Moderate (n=865)

<.001421 (95.46)20 (4.54)Severe (n=441)

<.00173 (75.26)24 (24.74)Very severe (n=97)

Intensive care unit or intermediate respiratory care unit admission risk

<.0011191 (99.00)12 (1.00)Minor (n=1203)

<.001659 (82.07)144 (17.93)Moderate (n=803)

<.00160 (40.54)88 (59.46)Severe (n=148)

aCochran-Armitage trend-test.
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Figure 2. Screenshot of the application running under the Android platform. Data for an imaginary subject with complete information displayed as an
example. ED: emergency department; ICU: intensive care unit; IRCU: intermediate respiratory care unit; LTHOT: long-term home oxygen therapy;
MRC: Medical Research Council; NIMV: noninvasive mechanical ventilation; PCO2: pressure of carbon dioxide.
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Figure 3. Screenshot of the application running under Windows and Web platforms. Data for an imaginary subject with incomplete information
displayed as an example. ED: emergency department; ICU: intensive care unit; IRCU: intermediate respiratory care unit; LTHOT: long-term home
oxygen therapy; MRC: Medical Research Council; NIMV: noninvasive mechanical ventilation; PCO2: pressure of carbon dioxide.

Results

The final product is an application with a user-friendly interface
that comprises a screen where the values of the specific
predictive variables are introduced. Then, by pushing the Get
SCORE button, the estimated score for the 2 outcomes, death
and ICU or IRCU admission, are automatically shown. The
screen also shows the stratification of risk into categories for
both scores.

Furthermore, 5 parameters defined the final model for predicting
death during hospital admission or within 1 week of discharge
from the ED to home: age, previous history of long-term home
oxygen therapy (LTHOT) or need for NIMV, altered
consciousness measured by Glasgow coma scale (GCS), use of
accessory inspiratory muscles or paradoxical breathing upon
ED arrival, and baseline dyspnea measured by the Medical
Research Council (MRC) scale. The final predictive model for
ICU or IRCU admission was defined by 3 variables. One of
them was the same as in the previous model for death, namely,
previous history of LTHOT or need for NIMV. The other 2
were elevated PCO2 and decreased pH upon ED arrival. Previous
history of LTHOT or need for NIMV, altered consciousness
measured by GCS, and the use of accessory inspiratory muscles
or paradoxical breathing upon ED arrival are tick variables. It

means that by default they were stated as No, whereas selecting
them with a tick changes their state to Yes. Age and baseline
dyspnea (Grade 1-5) must be introduced in the integer format.
PCO2 and pH are numerical values formatted with 1 and 2
decimal digits, respectively. The application does not allow data
outside the established range or erroneous data entry, as stated
on the help screen. If values for any of the variables included
in the application are missing, the names of these variables as
well as the estimated score and the risk category will appear in
red. Moreover, it is indicated that the real value will be greater
than or equal to the value on screen.

For instance, Figure 2 shows how data on a 55-year-old patient
who arrives at ED with eCOPD, pH=7.35, PCO2=56.7, level of
dyspnea-MRC=3, previous history of LTHOT or need for
NIMV, use of accessory inspiratory muscles, and altered
consciousness measured by GCS were introduced in the app
running under Android. For a patient with these specific
characteristics, the application estimates a value of 10 for the
score that measures the risk of death during the first 7 days,
which means a severe risk of death. The same patient, or another
one with these characteristics, has an estimated value of 10 for
the score that measures the risk of admission to ICU or IRCU,
which is translated to a moderate risk of admission to ICU or
IRCU.
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Figure 3 shows how data on a patient arriving at ED with
eCOPD who has a previous history of LTHOT or need for
NIMV, use of accessory inspiratory muscles, altered
consciousness measured by GCS, PCO2=46.7, level of
dyspnea-MRC=4, and missing values for age and pH were
introduced in the application running under Windows. For a
patient with these specific characteristics, the application
estimates a value greater than or equal to 10 for the score that
measures the risk of death during the first 7 days, which means
a severe or very severe risk of death. The same patient, or
another one with these characteristics, has an estimated value
of 8 or higher for the score that measures the risk of admission
to ICU or IRCU, which is translated to a moderate or severe
risk of admission to ICU or IRCU.

Discussion

Principal Findings
We have developed a computer application that implements the
prediction models previously developed for 2 relevant adverse
events in the short-term evolution of patients with eCOPD. The
2 adverse events selected as outcomes were mortality during
hospital admission or within a week after the ED visit and
admission to an ICU or IRCU during the eCOPD episode. The
main strength of the app is that it is based on clinical predictive
rules derived from models previously developed and validated
for both outcomes.

The short-term evolution of patients with eCOPD is a critical
issue regarding the health care provided at the EDs. Decision
on medication, treatment, or hospitalization could be extremely
benefited by any reliable information of the estimated risk of
adverse evolution. Previous studies showed that relevant events
in terms of bad evolution during the initial days would be death,
ICU admission, need for IMV, cardiac arrest, need for NIMV
if mechanical ventilation was not used at home before, or
admission to an IRCU for some days [18,19]. Although some
of the adverse events are obviously more severe than others,
there is no continuum on the severity of all of them. Therefore,
measuring the risk of any such events at the same time and
through the same instrument could have a potential benefit over
individual tools or crude predictive models.

As stated in the literature, the development and validation of
prediction models require strict methodological norms [11].
When prediction models are developed, it may be necessary to
make several assumptions regarding the structure of the data or
the relation between covariates. If the aim is to apply the
prediction model in practice, it is important to show that it is
valuable when applied to new data, which is called validation.
Internal validation evaluates the validity of the model when it
is applied to data derived from the same sample in which they
have been developed. Conversely, external validation examines
the generalizability of the model to other samples. Usually,
there are no data or funding available to do external validation.
Hence, when a prediction model is developed, a good internal
validation should be ensured at the least. The 2 logistic models
we have selected to develop the app have been developed
following proper procedures for derivation and validation, and
they provide very good predictive validity. In addition, both

models were derived from a large multicenter prospective
cohort, and they use clinical data generally available in the ED
and also at the primary care level.

Nowadays, the transference from clinical research to clinical
practice is a relevant issue. The development of a clinical
prediction rule goes one step further than predictive modeling.
The development of a model does not mean that results predicted
by the model would be used in daily clinical practice. Moreover,
the success of a well-validated prediction model in practice will
depend on 2 factors: its transfer to a reliable clinical rule and
its availability in an easy-to-use tool. Implementation of a
validated model into a user-friendly tool is a key step in
developing risk models, which can increase the uptake of the
model [20]. Thecalculator.co provides all kinds of free Web
tools such as calculators, where one of the areas of interest is
devoted to health [21]. Specifically for COPD, the website offers
calculators for the well-known BODE Index (based on the
body-mass index (B), the degree of airflow obstruction (O) and
dyspnea (D), and exercise capacity (E), measured by the
six-minute–walk test) [22] and for COPD stages classification
by the Global Initiative for Chronic Obstructive Lung Disease
GOLD guidelines [3]. Nevertheless, these tools are not all based
on prediction models or clinical prediction rules.

Other studies have developed prediction models of evolution
for patients with eCOPD [18,19] or have validated existing
prediction models for other respiratory diseases [23,24]. Some
of them have been translated into clinical prediction rules or
scores for predicting short-term outcomes or stratifying patients
based on their probability of adverse evolution [18,24,25].
However, as far as we know, none of them have been
incorporated on an available and easy-to-use computer
application that only needs to be downloaded to a computer
device, such as a tablet or mobile phone, to be used. The
implementation of a theoretical model into an easy-to-use
application would allow its rapid and easy incorporation to the
clinical management of eCOPD patients at the ED to guide their
treatment. Nowadays, information systems are created
differently across regions and countries. For the moment, we
have stored our tool on a server so that it can be used in any
health system in the world. As technology advances in each
health system, our instrument could serve as the basis to
automatically include information relative to the individual
patient at the bed-side where decisions should be made. We are
aware that until these tools are able to use information from
electronic health record directly, emergency physicians will
have to duplicate introduction of data, and this fact is a limitation
for the generalization of the use of prediction models in clinical
practice. We recommend lead efforts in this direction. Strictly,
the use of these models in practice will allow us to properly
validate them and, if necessary, update them.

Regarding other clinical fields, we have found some prediction
rules that have been integrated into computer applications
[26-28]. For instance, in the context of the Framingham Heart
Study, several risk prediction models have been developed
[29,30]. These risk scores are available either as an interactive
calculator or a spreadsheet [26]. Another example is showed
by Moreno-Cid et al, who performed a systematic review of the
clinical prediction rules for the risk of Down syndrome based
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on ultrasound findings in pregnancy [31]. These authors showed
that only 3 of the rules were validated (2 internally and 1
externally) and 4 of them were incorporated into a software
application [32-35]. Moreover, a recent systematic review
evaluated Web-based cardiovascular disease risk calculators in
terms of clinical validity, understandability, and actionability
[36]. The authors concluded that although the number of
available Web-based tools is high, developers need to address
actionability as well as clinical validity and understandability
to improve usefulness. We believe that with regard to the
prediction of evolution in the context of eCOPD, our software
application verifies the 3 conditions highlighted by the authors,
namely, validity, understandability, and actionability.

Limitations and Future Work
This study inherits the limitations derived from the development
of the 2 clinical prediction rules that have been translated into
the application. These limitations were missing data for some
key variables and the absence of biomarkers. These limitations
were already previously cited and discussed in the original
papers [9,10]. However, we would like to incorporate some
discussion related to a third limitation, which was the lack of
external validation of the developed predictive models. Authors
of the clinical prediction rules for adverse events in the
short-term evolution of patients with eCOPD asseverate that
proper validation in future studies should further demonstrate
their value in clinical practice. The use of the computer
application that we present could easily allow for the storing of

new data on patients attending to an ED with eCOPD, which
could be posteriorly used to externally validate the original
models and prediction rules in different populations. This
easy-to-get bank of data would also allow for the description
of types and profiles of patients attending an ED with an
eCOPD. We should mention a new limitation, restricted to the
app and not to the prediction rules, which is the fact that the
selected outcomes were predefined. The application in its actual
form does not allow for prediction of other outcomes apart from
the ones included in the original prediction rules and clearly
stated before. The prediction of any different outcome would
require a previous development and validation of a new
prediction rule and posterior incorporation into the app. Finally,
we have reported the characteristics of the computer, the
operating system, and the software versions under which the
app has been developed and tested. We are not able to guarantee
the correct performance of the application under different
conditions.

Conclusions
The proposed computer application shows how clinical
prediction rules derived from multiple logistic regression models
can be summarized into simple and easy-to-use tools that allow
the estimation of the risk of short-term mortality and ICU or
IRCU admission for patients with eCOPD. The app can be used
in any computer device, including mobile phone or tablets, and
it can guide the clinicians to a valid stratification of patients
attending the ED with eCOPD.
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Abstract

Background: Hospitals have deployed various types of technologies to alleviate the problem of high medical costs. The cost
of pharmaceuticals is one of the main drivers of medical costs. The Prescription Automatic Screening System (PASS) aims to
monitor physicians’ prescribing behavior, which has the potential to decrease prescription errors and medical treatment costs.
However, a substantial number of cases with unsatisfactory results related to the effects of PASS have been noted.

Objective: The objectives of this study were to systematically explore the imperative role of PASS on hospitals’ prescription
errors and medical treatment costs and examine its contingency factors to clarify the various factors associated with the effective
use of PASS.

Methods: To systematically examine the various effects of PASS, we adopted a quasi-experiment methodology by using a
2-year observation dataset from 2 hospitals in China. We then analyzed the data related to physicians’ prescriptions both before
and after the deployment of PASS and eliminated influences from a variety of perplexing factors by utilizing a control hospital
that did not use a PASS system. In total, 754 physicians were included in this experiment comprising 11,054 patients: 400
physicians in the treatment group and 354 physicians in the control group. This study was also preceded by a series of interviews,
which were employed to identify moderators. Thereafter, we adopted propensity score matching integrated with
difference-in-differences to isolate the effects of PASS.

Results: The effects of PASS on prescription errors and medical treatment costs were all significant (error: 95% CI –0.40 to
–0.11, P=.001; costs: 95% CI –0.75 to –0.12, P=.007). Pressure from organizational rules and workload decreased the effect of
PASS on prescription errors (95% CI 0.18-0.39; P<.001) and medical treatment costs (95% CI 0.07-0.55; P=.01), respectively.
We also suspected that other pressures (eg, clinical title and risk categories of illness) also impaired physicians’ attention to alerts
from PASS. However, the effects of PASS did not change among physicians with a higher clinical title or when treating diseases
demonstrating high risk. This may be attributed to the fact that these physicians will focus more on their patients in these situations,
regardless of having access to an intelligent system.

Conclusions: Although implementation of PASS decreases prescription errors and medical treatment costs, workload and
organizational rules remain problematic, as they tend to impair the positive effects of auxiliary diagnosis systems on performance.
This again highlights the importance of considering both technical and organizational issues to obtain the highest level of
effectiveness when deploying information technology in hospitals.

(JMIR Med Inform 2019;7(2):e11663)   doi:10.2196/11663
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Introduction

Background
Hospital information systems (HISs) have been adopted as
effective tools to mitigate medical treatment costs and improve
quality of care [1]. According to the report from Healthcare
Information and Management Systems Society analytics, the
rates of adoption of hospital intelligence solutions for the US
health care market in 2017 increased up to 62% [2] and those
for Chinese health care market during 2017-2018 increased up
to 55% [3]. However, from the HIS users’ perspective, 36.36%
of users show their dissatisfaction toward the effects of hospital
information technology (HIT). This indicates that despite
extensive investments on HISs, the effects of related systems
remain somewhat questionable and controversial, in particular,
under various environments and for various individuals [4].

Most HISs in China provide informative guidance to the decision
makers, which further aim to support their judgments and
adoption of the systems [5]. As a significant part of the HIS,
the Prescription Automatic Screening System (PASS) focuses
on rational drug usage (eg, drug interactions, pharmacologic
antagonism, and chemical incompatibility) and searches for
available drug information. Past literature posited that PASS
could provide high-quality alerts for users [6] and is an effective
approach to improve prescribing behavior [7]. Compared with
other HISs (eg, electronic medical record [EMR] and HIS),
PASS could directly help in the avoidance of adverse drug
reactions (ADRs) and adverse drug events (ADEs) and in the
reduction of high medical treatment costs caused by
inappropriate drug usage [1,8]. Considering the benefits of
PASS, many hospitals have already adopted this system.
However, the effects of PASS and ways to improve the
effectiveness of using PASS are still unclear [9]. Organizations
generally develop related rules to enhance the positive effects

of PASS, such as a weekly report of dosage; how these rules
influence the effects of PASS on medical performance is less
explored. Studies have also presented an insignificant correlation
between the system in hospitals and prescription behavior [4,9].
Hence, exploring the factors that may influence the effectiveness
of PASS implementation, such as individual characteristics and
environmental factors, would contribute to further understanding
the mechanism of effects of PASS.

Research Context
PASS is an aided diagnosis system that aims to monitor
physicians’ prescription behavior via reminders to avoid the
potential risks and uncertainties inherent in preparing the
prescriptions. The primary affordances include supporting the
information retrieval and monitoring a prescription. Information
retrieval provides a related knowledge database for physicians
to search for information when they are unsure about a situation.
PASS provides the detailed usage information of medicines
including incompatibility, interactions, drug instructions,
warnings, and others. Prescription monitoring provides support
for physicians to avoid repeated diagnoses, drug interactions,
and medication contraindications and to ensure dosage control
through the reminders. During the decision process, a
knowledge-centered design system promotes more direct
interactions between physicians and the system using differently
colored alerting lights. These lights represent different risks and
facilitate increased communication between physicians and
patients, thus helping acquire more patient information to avoid
ADRs/ADEs. Specifically, the level of risks existing in
prescriptions is presented by these alerting lights, including
exclamation marks (for serious problems), red (for
incompatibility), yellow (for drug interactions), and orange (for
cautious use of drugs, or drugs of the same composition). Such
reminders are a form of in-process control and serve as the
foundation for our subsequent statistical analysis. Figure 1
presents all the above-mentioned information in detail.
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Figure 1. Example of the Prescription Automatic Screening System interface.

Literature Review in Hospital Information Systems
Previous literature on HISs has 2 streams, with one focusing
on the exploring factors related to HIS adoption [10] and the
other focusing on the effects of implementing an HIS in medical
institutions. Increasing number of empirical studies have
explored the effects of HISs, with studies suggesting that HISs
have inconsistent effects on medical performance, such as the
medial cost and prescription errors [11,12]. To unfold the black
box of the impact of HIS investment, studies further explored
various types of HISs to investigate how HISs could improve
the medical performance [12-14]. Studies also investigated the
mediators between the HIS and performance to explore the
underlying mechanism of HIS effects [12]. However, the HIS
(eg, EMR) mainly improves the efficiency of physicians’ work,
which then influences physicians’performance. Limited studies
explore the effects of systems such as PASS on physicians’
performance by using actual behavior data. Such systems (eg,
PASS) have specific functions, such as monitoring and
controlling, which differ those of the EMR. Besides, previous
studies mainly adopted a descriptive analysis or regression
model to explore the relationships in the literature on HIS
effects; limited studies deployed a quasi-experiment to explore
the effects of an HIS, which is a well-designed methodology to
explore the causal relationships [12-14]. Hence, considering
these research gaps, this study further explored the contingency
factors related to PASS effects by a quasi-experiment in
hospitals, which could be generalized to the literature of HIS
effects.

Theoretical Foundation
This study was theoretically based on the knowledge-based
view [15] and pressure perspective [16]. As tacit technical
knowledge of physicians is quite difficult to transfer to another
individual [17], coordination among individuals who have
expertise in various domains of knowledge becomes a key factor
to enhance the quality of performance of hospitals [18]. To
improve the coordination efficiency among different groups of
individuals within the hospital setting, information technology
(IT) provides a technical framework to facilitate the integration
of knowledge among various individuals [19]. In this way, IT
could not only promote effective knowledge exchange [20] but
also provide a pathway for the mapping of knowledge to fulfill
the knowledge gaps of a particular individual or group of
individuals. Hence, benefiting from the knowledge integration,
PASS could provide more information for physicians’ decision
making, which could improve medical performance.

However, the effectiveness of the effects of knowledge-based
view on decision making may vary when individuals face both
internal and external pressures. Hence, to fulfill the research
gaps of exploring contingency factors between PASS and
medical performance, this study built a theoretical model from
the pressure perspective and adopted the measurements based
on theoretical literature and qualitative results from interviews
with caregivers. Regarding the definition of pressure, pressure
refers to “those organizational events which cause the individual
anxiety, restlessness and irritation” [21]. Hence, in line with
this theoretical logic, individual pressure refers to the
psychological emotion coming from individual factors (eg,
clinical title and perceived illness risks), whereas organizational
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pressure comes from organizational factors (eg, medical policy
and workload). Given the psychological aspects, physicians
generally make decisions based on the balance and
appropriateness between evidence (eg, patients’ real-time
conditions) and their cognition (eg, a domain of knowledge and
previous experience) [22]. Furthermore, anchoring bias is quite
common in the decision-making process, most particularly in
situations with a high level of uncertainty regarding individual
heterogeneity in both patients (eg, health evidence) and
physicians (eg, cognition). Hence, under pressure from an
individual and organization, the effects of PASS vary with
various types of pressure by having different reactions to the
implementation of PASS.

In the context of this study, PASS provides not only the basic
functions for integrating knowledge from diverse sources (eg,
information retrieval) but also supports the decision through
the integration of knowledge presented through advanced
technology (eg, alerting light). Despite the similarities of
intelligent decision-making support between PASS and smart
diagnoses, the visualization information derived from PASS
could provide more efficiency in updating the knowledge of
physicians to enhance their decision-making processes. For
example, physicians will know what types of new drugs are
inappropriate for specific cases by merely observing the alerting
lights. Hence, based on the limited research exploring related
topics, this study will investigate the correlation between the
adoption of PASS and medical performance from the
knowledge-based view.

To further explore the moderators in this context, we conducted
several interviews with caregivers working in hospitals (ie, 3
physicians, 2 nurses, 4 IT employees, and 3 administrators), so
as to further explore the actual usage behavior of PASS (details
of interview results are provided in Multimedia Appendix 1).
The findings of these interviews are presented as follows:

• Physicians may ignore the alerting information when
working under high workload.

• The weekly report of medicine usage may influence
physicians’ performance. In some hospitals, departments
will have a statistic report of medicine usage for each
physician every week. This report will calculate the specific
dose of each medicine per physician, such as antibiotics.

• Physicians who have an elevated position and level of
responsibility may have different opinions that may
contradict the alerting information.

• Physicians may spend more time to make a decision when
confronting cases with a high risk (details shown in
Multimedia Appendix 1).

On the basis of the above-mentioned findings, we identify 4
moderators: workload, organizational rules, clinical title, and
risk of diseases. In line with the knowledge-based view and
pressure theory, workload and organizational rules are
organizational events that will create pressure on physicians;
physicians’ clinical title and the risk of diseases are individual
issues. High pressure may distract physicians’attention, which,
to some extent, will influence the effects of PASS on medical
performance. For example, with high pressure of workload,
physicians may accelerate the decision process and follow their
anchoring cognitions, which may impair the effects of PASS.
The research framework is shown in Figure 2.

The objectives of this study were to (1) explore the effects of
PASS (an auxiliary system of the HIS) on prescription errors
and medical treatment costs and (2) examine how the effects of
PASS vary when physicians are under pressure from the
organization (eg, a high workload and organizational rules from
administrators) and individual (eg, clinical title and risk of
diseases).

Figure 2. Framework of the Prescription Automatic Screening System (PASS) working principle.
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Methods

Experiment Design
To test the proposed relationships, we used the quasi-experiment
methodology in this study. We used 2 groups to compare the
outcomes, that is, the control group and the treatment group.
To be specific, in our context, we chose a hospital that had
already deployed a PASS into practice as the treatment group
(group A) and a hospital that had not deployed a PASS as the
control group (group B) as presented in Figure 3.

There may exist endogeneity problems because of the effects
of physician-specific unobserved factors on prescription errors
and costs. To be specific, physicians’ individual preferences
toward the system may simultaneously influence their using
behavior of the system. Thus, to solve the endogeneity problems
arising from the self-selection, this study adopted the propensity
score matching (PSM) integrated with the
difference-in-differences (DID) analysis as recommended by
the current literature [23,24].

Furthermore, the methodology of DID estimates the difference
in pre- and postbehavior or outcome differences between the 2

groups of physicians, the treatment group (ie, physicians who
use PASS) and the control group (ie, physicians who do not use
PASS). Because a comparison of the differences between pre-
and postbehavior could not eliminate the extraneous factors,
the DID provides a method to adopt the benchmark physicians
who do not use the PASS to control the influence of extraneous
factors. Thereafter, to eliminate the differences between groups,
the physicians in these 2 groups should have similar individual
features, such as similar clinical title and gender. Hence, this
study used the PSM to match the similar physicians in 2 groups,
which could impair the temporally invariant estimation bias and
also simulate a randomized experimental setup [25].

Finally, the endogeneity problem may arise from the actual use
behavior of physicians. First, because PASS is an assistant tool
in HIS, caregivers will use it from the day the system is
launched, as the implementation of this system is mandatory
for hospitals. Furthermore, in the evidence of the interviews
with physicians, IT employees, and administrators, their answers
support that physicians adopt PASS while they are making
prescriptions. Hence, the physicians in the treatment group
actually use PASS.

Figure 3. Research design. PASS: Prescription Automatic Screening System.

Data Collection
To test the model, we collected data from 2 hospitals in the
same province in China. They are all public grade III hospitals,
which are also the best hospitals in each city. They have similar
features in basic medical conditions, technology facilities, and
organizational environment. Specifically, both hospitals, have
approximately 1000 medical caregivers and 0.5 million
inpatients, and they make use of advanced HITs (ie, EMR and
HIS). Moreover, these 2 hospitals are located in the same
province having a similar natural environment, such as the cold
weather, which causes respiratory illnesses in residents. The
control hospital has a higher gross domestic product (GDP) than
the treatment hospital, but this may have little impact on the
experiment. This is because both hospitals invested similar
advanced information systems; physicians and patients share
similar economic status, which explains that GDP has little
impact on physicians’decisions and medical costs. Visualization
of basic information has been shown in Figure 4. Robustness
check also proves that the confounding effect is not from the
differences between the 2 hospitals.

PASS deployed in hospital A is developed by 1 of the 2 biggest
software firms. PASS provides information and decision support
to physicians and pharmacists. To ensure the information
quality, a database of PASS collects information (eg, medicine

information, medical policy, and rules) from an authoritative
medical dataset and updates every 2 years. Hence, PASS could
provide reliable information for physicians to assist their
decisions.

We chose the general inpatients as the sample frame of this
study. This is because inpatients would be taking an array of
medicines; as such, prescribing another medication could easily
lead to incompatibility and interactions among them. Next, we
used medicine usage information and medical information based
on our selected hospitals in China during the period between
2011 and 2013. In group A, the hospital using a PASS, this
system was introduced in May 2012, which enabled examination
before and after system implementation of PASS.

According to descriptive statistics, the overall data included
754 physicians (400 in group A and 354 in group B), and 11,054
patients (5199 in group A and 5855 in group B). Group A
included 55.5% (222/400) of male physicians and 44.5%
(178/400) of female physicians, whereas group B included
58.2% (206/354) of male physicians and 41.8% (148/354) of
female physicians. Moreover, our data indicated 26.7%
(201/754) of high clinical title physicians (ie, chief physicians),
28.9% (218/754) of physicians of medium clinical title (ie,
attending physicians), and 44.4% (335/754) of low clinical title
physicians (ie, physicians).
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Figure 4. Hospital descriptions. EMR: electronic medical record; HIS: hospital information systems; PASS: Prescription Automatic Screening System;
GDP: gross domestic product.

Variables Description
To measure medical performance, we adopted medical treatment
costs and prescription errors as the dependent variables of this
study. We calculated the medical treatment costs by ∑(aij/ni),
where aij denotes the fee of each medical category j for patient
i. We then calculated the number of prescriptions withdrawn
within 10 min, and we excluded the data of prescriptions that
were withdrawn because of patients’ reasons. We assumed that
withdrawing prescriptions within 10 min was unnecessary,
which could be well avoided during the process of prescription
making.

Hospitals usually implement relevant policy to ensure the
effectiveness of information systems. Hence, we used a dummy
variable to measure the organizational rules, that is, if the
department implements rules related to the use of PASS, then
the dummy variable is 1, otherwise the dummy variable is 0.
We calculated the total number of patients per physician to
measure the workload. Finally, based on a reference to the
existing classification about the severity of illness, this study
identified 4 categories (ie, 1-4) of illness risk by manual labeling
[26]. Because the decisions of physicians depend partially on
the individual’s characteristics, we used gender as the control
variable as presented in Table 1.
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Table 1. Variable definitions.

MeasurementsSymbolsVariables

Dependent variable

The average number of prescriptions withdrawn within 10 min per physi-
cian in a month

ErrorPrescription errors

The average medical costs per physician, ∑(aij/ni)CostMedical treatment costs

Independent variable: implementation of PASSa

The time of the system launched, 0=No, 1=YesInSysTime of PASS

Whether hospitals implement the PASS, 0=No, 1=YesTreatmentTreatment

Moderator: organizational pressure

The daily number of patients seen by a physician per monthWorkLoadWorkload

Whether the physicians stay in the department having a statistical report
related to usage of PASS every month, 0=No, 1=Yes

Ins_presOrganizational rules

Moderator: individual pressure

The risk category based on the case information, for example, readmission

times, age, inpatient health condition, and ICD-10b
RiskRisk category of illness

Dummy variables of physicians’ clinical title, such as chief physician and
attending physician

TitlePhysicians’ clinical title

Control variables

Gender of physicians, that is, male or femaleGenderGender

aPASS: Prescription Automatic Screening System.
bICD-10: International Classification of Diseases, Tenth Revision.

Model Specifications

Propensity Score Matching
To measure the causality between the system and user
performance and to eliminate the sample differences between
the 2 hospitals, we formed group A (the treatment group) and
group B (the control group) using the PSM method to compare
the effects. We created a statistical equivalence to balance all
relevant characteristics that existed before the system launch
[27]. Data before the intervention were available in both groups,
and we used 12 months of data pertaining to patient
characteristics for both groups before the launch of the PASS.

We used the kernel-based method in PSM. As physicians’
gender partly influences prescriptions, this reflects differences

in attitude toward technology adoption [28]. In addition, the
physicians’clinical title and the number of patients per physician
also play a role in physicians’ use intentions, as an overworked
physician will possess lower work efficacy and face greater
pressure. On the basis of the preceding section, we considered
these variables as covariant variables (see Multimedia Appendix
1). After matching the 2 groups, we had 695 physicians. To
check the substantial overlap in the characteristics of the
physicians who adopted PASS and those who did not (ie,
common support conditions), we conducted a visual analysis
of the propensity score distributions through box plots and
histograms (see Figure 5) and found evidence for the existence
of common support.
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Figure 5. A visual analysis of propensity score distributions through box plots and histograms.

Effects of Prescription Automatic Screening System on
Prescription Errors and Medical Treatment Costs
This study combines the PSM and DID methods to verify the
before and after effects of (1) prescription errors and (2) medical
treatment costs. For treatment and control groups, the logarithm
of the error of the prescription is modeled as follows:

Ln(Erroit) = δoj + δ1Treati + δ2InSysit + δ3Treati ×
InSysit + ΘXi + ξit (1)

The independent variables in the equation of the other 2
dependent variables are the same. In equation 1, i denotes a
treatment group or a control group physician and t denotes the
time period. Treati is the treatment dummy variable (1 denotes
that the physician is in the treatment group and 0 denotes that
the physician is in the control group), whereas InSysit is a
dummy variable denoting the launch of PASS, taking the values
0 and 1 for periods before and after the system launch,
respectively. For physicians belonging to the matched pair i, Xi

represents a vector of control variables, with Θ being their
corresponding estimated coefficients.

δoj refers to the physician-specific fixed effects that capture the
differences in baseline relationship intensity, which enable the
controlling of unobserved heterogeneity among physicians. It
is to be noted that in the above formula consisting of matched
treatments and control group physicians, monthly data that span
both pre- and postlaunch time periods of PASS of this study
are used (December 2011-December 2012), resulting in
time-series data that are then stacked for estimation. The main
parameter is δ3, which captures the changes in the average length
of stay for treatment and physicians post adoption compared
with physicians of the control group who did not adopt the
system.

Moderating Effects of Individual and Organizational
Pressure
Next, we described an alternative version of the model to the
one presented previously (in equation 1), which enabled us to
test the hypotheses posited earlier. Therefore, to investigate the
impact of moderating variables, we used the following formula:

Ln(Errorit) = γoj + γ1TreatDi + γ2InSysit + γ3TreatDi

× InSysit + γ4 TreatDi × Moderatori + γ5InSysit ×
Moderatori + γ6TreatDi × InSysit × Moderatori + ΩXi

+ ε_it (2)

In equation 2, the variables have the same meaning as in
equation 1, and Moderatori refers to the moderators in this study
including organizational rules and workload per physicians, the
risk category of illness, and the clinical title of physicians.

Results

The Impacts of Prescription Automatic Screening
System on Errors of Prescription and Medical
Treatment Costs
This paper estimated a series of alternative models to measure
the results and statistical fit of our DID model. We used a basic
DID model without any control variables in model 1 while
inserting control variables and physicians’ information into
model 2. Next, we included moderators in model 3. According
to the results presented in Multimedia Appendix 2, the result

of fit statistic (R2) was seen to increase from model 1 to model
3 toward every variable, which supports the validity of the
results.

With reference to the error of prescription, the results in
Multimedia Appendix 2 indicate that the parameter of
interactions between system onset and time lapse was
continuously significant and negative from model 1 to model
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2 (beta=–.246 P=.001; beta=–.257 P<.001). This indicates that
physicians withdraw fewer times of prescriptions in hospital
after system use. With the control variables to measure validity,
the interaction variable parameter was still significantly negative
in model 2 (95% CI –0.40 to –0.11; P<.001), indicating a
negative impact of the system on the error of prescription. With
reference to medical treatment costs, the results in Multimedia
Appendix 2 show that the parameters of interaction between
the system and cost are continuously significant and negative
from model 1 to model 2 (beta=–.371 P=.007; beta=–.389;
P=.007). With the control variables to measure the validity, the
interaction variable parameter was still significantly negative
in model 2 (95% CI –0.75 to –0.12; P=.007). This illustrates
that PASS used in group A helped in lowering the costs for
patients’hospital stay, thus reflecting a lowered medical burden.

However, according to R2, the model in this study could explain
more about physicians’ medical performance.

The Impact of Individual and Organizational Pressure
The effects of PASS implementation for the different moderating
variables and the results of the difference-in-difference-
in-difference (DDD) model are presented in model 3 in
Multimedia Appendix 2. Moderating results relatively impact
the moderating variable on dependent variables based on the
2-way interactions of the treatment effects in the DDD model.

Moreover, the effects of system implementation on the error of
prescriptions will differ depending on whether physicians belong
to the department having PASS-related organizational rules.
The parameters of interactions between the implementation of
organizational rules and treatment effect
(Treatment×InSys×Ins_pres) in model 3 (Multimedia Appendix
2) showed that PASS has fewer effects on prescription errors
when physicians perceive high pressure from organizations
(95% CI 0.07-0.55; P=.01). With respect to the medical
treatment costs, the parameter of the interaction between
workload and treatment effect (Treatment×InSys×Workload)
was positively significant (95% CI 0.18-0.39; P<.001).

Additional Analysis
To examine the differences in hospitals before the
implementation of PASS, we constructed the parallel trend test.
Specifically, we added 2 indicator variables for each month
before the system change, 3 indicators for each month after the
system change, and the interaction terms of indicators and
treatment. We chose 2 months before PASS as the baseline; the
final results are presented in Table 2. According to the results
in Table 2, there are no significant differences between the 2
hospitals before PASS implementation. Significant decrease in
cost was observed in the month of adoption. The results also
showed that the overall costs continued to decrease after the
system change. We visualized this pattern in Figure 6.

Table 2. Results of parallel trend test.

Ln (cost)Variables

–0.286aTreatment

–0.0161 month before

–0.196aMonth of adoption

–0.197b1 month after

–0.276a2 months after

0.129Title_dummy1

0.067Title_dummy2

0.191bTitle_dummy3

–0.071Ln(Workload)

0.257aGender

9.244c_cons

0.097R 2

aP<.05.
bP<.01.
cP<.001.
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Figure 6. Time trends relative to month of adoption of the Prescription Automatic Screening System (PASS).

Discussion

Prescription Automatic Screening System Reduces
Prescription Errors and Medical Treatment Costs
Because the interaction of Treatment and InSys is negatively
significant, applying PASS will reduce the prescription errors
(beta=–.246, P=.001; beta=–.257, P<.001) and medical treatment
costs (beta=–.371, P=.007; beta=–.389, P=.007). The results
are consistent with the previous study that HISs decrease the
prescription errors [14] and medical treatment costs [29]. As
the primary role of IT, as applied to hospitals, the PASS system
integrates knowledge derived from diverse individual specialists
to support prescription-making decisions. This shortens the time
in the treatment process and improves the effectiveness of using
IT to support the diagnoses. Moreover, these findings highlight
the various roles of IT to promote more appropriate coordination
among individuals within the hospital setting, which could be
used to improve the quality of health care. However, IT does
exert a variety of effects when applied to different environmental
considerations.

Individual Pressure Presents No Impact
Contrary to the hypothesis, the moderators, risk categories
(beta=.057, P=.33) and clinical title (beta=.272, P=.29;
beta=.190, P=.47; beta=.200, P=.47) exerted insignificant
effects, which is inconsistent with previous studies [30]. This
may be due to the features of the medical domain; physicians
will focus high attention on patients’health conditions regardless
of whether patients stay in high- or low-risk conditions. Further
referring to the moderating effect of physicians’ title, the effects
of the system on mitigating the anchoring bias are quite low
because this factor will also influence the physicians’ behavior
for physicians with both high and low clinical statuses. Hence,
in the context of health care, personal characteristics will not

limit the effects of the intelligent diagnosis system, which
manifests a significant potential if hospitals could deploy more
IT into their protocols to provide supplemental support for
physicians’ decisions.

Workload and Implementation of Organizational Rules
Related to Usage of Prescription Automatic Screening
System Decrease the Impact of Prescription Automatic
Screening System
The parameters of interactions between organizational rules and
the main model show that PASS has fewer effects on
prescription errors when physicians perceive high pressure from
organizations (95% CI 0.18-0.39; P<.001). With respect to the
medical treatment costs, the parameter of the interaction between
workload and main model is positively significant (95% CI
0.07-0.55; P=.01). The findings of the moderating effect indicate
that environmental factors affect how IT alters users’
performance. Previous literature depicted an insignificant impact
concerning related IT systems on physicians’performance [24].
However, the findings of this study expanded on the previous
model and proved that organizational rules might help clarify
that the impact of IT will decrease when physicians perceive
high pressure from organizations [31]. These results highlight
the critical roles of management within organizations when they
adopt IT in the workplace. The findings also emphasize that
further exploration is needed to determine why pressure tends
to eliminate the impact of IT from a psychological perspective.

Concerning the medical treatment costs, the results of the
moderating effects related to the workload indicate that when
physicians have more patients awaiting treatment, the effects
of IT will decrease. This may be due to the fact that a high level
of work pressure motivates physicians to depend more on their
knowledge and experience, which will then lead them to ignore
or disregard important alerting information, which is consistent
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with the previous study [32]. On the basis of this premise, the
performance will not lead to significant differences even after
the hospital deploys the PASS system.

In general, when hospitals adopted the IT system to enhance
medical performance, they also implemented a corresponding
policy designed to increase the effectiveness of IT usage.
However, based on our findings, when the policy places too
much pressure on the physicians, it will have a paradoxical
result. Hence, our findings provide some significant new insights
for policy implementation in hospitals, such as how to
appropriately balance the policy between IT and organizational
management protocols and how to effectively enact the
evaluation criteria with regard to physicians’ performance.

Strengths of This Study
In this study, we examined the impact of the PASS system by
conducting a quasi-experiment, which could help eliminate the
effects from various confounding factors and further highlight
the causality between PASS and medical performance.
According to the previous study, the impact of PASS may be
quite varied based on the level of pressure exerted by the
organizational environment. Through several cooperative
interviews with physicians and administrators in hospitals, we
obtained detailed information relating to the physicians’attitudes
and actual usage of PASS as further guidance in the exploration
of environmental impact. Thus, we were able to evaluate how
PASS plays its role in hospitals. We firmly believe these
findings will provide practical suggestions for hospitals and
their administration to garner a higher level of performance
from their workforce after deploying the related systems.

Limitations and Directions for Future Research
This study has 2 limitations. First, because some of the
moderating effects in this study are insignificant, further

exploration of these factors (ie, title and risk) is necessary,
particularly, when emerging technologies (eg, artificial
intelligence) are considered for use in hospitals. The problems
to mitigate the new uncertainty, which derives from the new
adoption behavior, are critical to improving the effectiveness
of implementing HIS. To ascertain extended performance from
PASS, attention must be paid to more categories of different
hospitals with different characteristics. Second, based on the
preliminary investigations, we need to proceed to provide a
more specific classification of alerts, that is, physicians’decision
stages. This process requires further discussions with physicians,
and the results will provide support for hypotheses on
physicians’performance and decision stages. We are aware that
much more cooperation and data are required. In addition,
although this paper examines the effects of the adoption of the
PASS, the effective use of such a system will attract greater
attention because of a higher quality of the treatment process,
which we will investigate in our future research.

Conclusions
This study found that PASS, a potential tool to integrate
knowledge from various expertise, has positive effects on
medical performance; however, organizational pressure raises
a concern on the effectiveness of PASS. Specifically, we found
that compared with individual pressure (eg, clinical title and
disease risk), it is the pressure from the organization (eg,
organizational rules and workload) that reduces the effectiveness
of PASS. Hence, the strategies adopted by hospitals, which are
used to improve the effectiveness of HIS implementation, may
not work. The findings indicate that management in hospitals
needs to balance the relationship between HIS implementation
and policy making to augment the positive effects of HIS.
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Abstract

Background: Electronic health records (EHRs) have become a standard in the health care setting. In an effort to improve health
literacy, foster doctor-patient communication, and ease the transition from adolescent to adult care, our institution created a policy
that allows patients aged between 13 and 17 years to have EHR portal access. A literature review revealed predictable differences
in portal registration among different ethnicities and socioeconomic statuses. Consequently, a cross-sectional survey was developed
to investigate barriers to EHR portal access in a sample of culturally diverse adolescents.

Objective: The aim of this study was to assess for barriers to EHR portal access in a culturally diverse adolescent population.

Methods: A 42-item anonymous survey was completed by 97 adolescents aged between 13 and 18 years, attending general
pediatrics clinics. The results were analyzed using descriptive statistics and t tests.

Results: The average participant age was 15.5 (SD 1.5) years with 60% (58/97) male and 40% (39/97) female. Participants
were 44% (43/97) black, 41% (40/97) Hispanic, 9% (9/97) Caucasian, 3% (3/97) Asian, and 2% (2/97) others. There were
statistically significant differences in perceptions of confidentiality in age (13 to 15 years vs 16 to 18 years; P=.001) and insurance
status (government vs private; P=.012) but not in gender, ethnicity, or parental education level. Younger adolescents with
governmental insurance were more confident in the level of confidentiality with their physician. A total of 94% of participants
had heard of the term EHR, but only 55% were familiar with its function. Furthermore, 77% of patients primarily accessed the
internet through phones, and 50% of participants knew that patients aged under 18 years could obtain care for mental health,
substance abuse, sexual health, and pregnancy.

Conclusions: This research has identified gaps in EHR technology with regard to the pediatric patient population. The results
of our survey show that adolescents may have misconceptions regarding the doctor-patient relationship, their ability to obtain
care, and the modalities present in an EHR. As technology progresses, it is essential to have a deeper understanding of adolescents’
perceptions of confidentiality, technology, and available resources to design an EHR system that encourages patient education
and communication while limiting barriers to care.

(JMIR Med Inform 2019;7(2):e11570)   doi:10.2196/11570
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Introduction

Background
Since the passing of the Health Information Technology for
Economic and Clinical Health Act within the American
Recovery and Reinvestment Act of 2009, electronic health
record (EHR) systems have become a standard of care within
the health care field [1]. Providers are not only encouraged to
use these systems but are also reimbursed for their meaningful
use. These systems have been shown to provide benefits for
patients and clinicians in terms of improved access to
information, reduction of errors, faster test results, and improved
outcomes [2-4]. However, EHR systems may lack some of the
resources needed to address the complexities that exist in
adolescent care settings with regard to confidentiality, autonomy,
and access to care [3,5].

Adolescent patients, although formally considered part of the
realm of pediatrics, provide an interesting challenge to health
care providers because of their physical, social, and emotional
changes. These patients are distinctive owing to the rapid
development of autonomy, self-awareness, and responsibility.
The Society for Adolescent Health and Medicine has affirmed
that confidentiality is essential for the development of maturity,
autonomy, and the willingness of adolescent patients to disclose
sensitive information and seek care [6-8]. Special considerations
are therefore needed when caring for this population, particularly
when dealing with sensitive information such as sexual activity,
pregnancy, substance use, and mental health. All or most of this
information is available through patient EHR portals, although
the portals lack functionality to manage confidentiality in an
adequate manner. What information is present, how it is
accessible, and what resources exist for learning and
communicating with the physician can play a vital role in the
care of an adolescent [8,9].

Objectives
The University of Miami and Jackson Memorial Health Systems
are 2 major academic medical centers in an urban setting that
are frequently presented with a number of medically and
ethically challenging pediatric cases. Miami-Dade County is
unique in its ethnically and socially diverse community and has
the highest rate of new HIV infections in the country, with up
to 34% of new cases occurring between ages 13 and 29 years
[10]. In Florida, like many other states, pediatric patients are
legally able to consent for care that involves sexually transmitted
infections (STIs), drug and alcohol abuse, pregnancy, and mental
health [11]. This presents a challenge toward confidentiality
when trying to document and bill for care in any of these areas.
Although the patient can legally consent for these services, it
is often their parent/guardian who pays for them. Furthermore,
because of their limited interaction with the nonclinical aspects
of health care, adolescents often lack knowledge of the resources
and privileges available to them [6,12,13]. Therefore, in an
effort to improve health literacy, foster communication between
patients and providers, and ease the transition from adolescent
to adult care, members of the Ethics Committee at Holtz
Children’s Hospital sought to create a new policy for allowing
pediatric patients to have proxy access to their EHR through a

Web-based portal. A literature review and direct contact with
8 major academic and community hospitals around the country
suggested that very few institutions have formal policies
regarding pediatric patient access to their EHR portals [14-16].
On the basis of the information collected, the decision was made
to create a policy allowing adolescent patients aged between 13
and 17 years to have proxy access to their EHR portal.

Studies suggest that there are predictable differences in portal
registration patterns among different ethnicities and
socioeconomic statuses [17-20]. These studies demonstrated a
decrease in portal enrollment and activation by black and
Hispanic adolescents, particularly those with governmental
insurance [17]. Miami-Dade County has a very ethnically
diverse population, with 18% black and 69% Hispanic residents
and 20% of residents under the age of 18 years [21]. To our
knowledge, no studies exist regarding pediatric patient
perception and preferences for an EHR portal. Therefore, as a
follow-up to our institution’s newly approved policy for proxy
EHR portal access, a 42-item anonymous survey was created
to investigate barriers to accessing EHR portals in this culturally
distinct population.

Methods

Survey Creation
A 42-item survey was created to assess for barriers to and
understanding of EHR portals for participants aged between 13
and 18 years. A literature review of existing surveys regarding
EHR use demonstrated that there were very few published
questions that would be applicable to a pediatric patient
population. Survey items were therefore created de novo,
including questions concerning the perception of confidentiality
in the doctor-patient relationship, understanding of EHR
systems, and knowledge of access to care as a pediatric patient.
The completed survey was sent for review for clinical relevance
by practicing pediatricians from Jackson Memorial Hospital
and the University of Miami Health Systems. The University
of Miami Biostatistics Collaboration and Consulting Core
assessed the survey for question design and organization. Once
the final survey was completed, questions were grouped together
based on the content and separated into 6 sections: (1) what is
a medical record and how does it work, (2) abilities when using
a computer, (3) statement questions, (4) assessing knowledge
of confidentiality, (5) obtaining care, and (6) understanding
cultural barriers (Multimedia Appendix 1). These groupings
were created to assist with the survey ease of use and eventual
data analysis. Survey packets containing an informational flyer,
consent forms, demographic section, and the 42-item survey
were assembled and individually labeled for distribution.

The study was approved by the University of Miami Institutional
Review Board (IRB; study number 20160624).

Survey Distribution
Participants were identified by the age criteria before their
arrival and were recruited in the waiting rooms at 3 different
IRB-approved general pediatric clinics at both institutions.
Inclusion criteria included subjects aged between 13 and 18
years, proficient in written and spoken English, and who were
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comfortable filling out the survey without parental assistance.
Although the intended proxy portal would not be applicable to
those aged 18 years and above, it was believed that the feedback
from those soon to be transitioning into adult care was vital for
the study. Upon arrival to the clinic, participants and their
guardians were greeted and informed of the nature of the study.
If both the adolescents and their parents or guardians expressed
interest, written consent was obtained by the guardians or
adolescents aged 18 years and written assent was obtained by
all adolescents aged between 13 and 17 years. For accuracy
purposes, the demographic portion of the survey was completed
separately by the parent or guardian. Surveys were completed
in the clinic waiting rooms. To increase validity, guardians were
encouraged to allow participants to complete surveys by being
apart from them, without assistance. Participants who completed
the survey were given a US $5 gift card. The survey distribution
was performed by IRB-approved study coordinators.

Analysis
The survey responses were coded into IBM’s SPSS statistical
software and questions were assessed for response frequency,
mean, mode, and SD. To compare responses between groups
of participants, 2 different subgroups were created using the
mean score of select questions addressing similar themes. The
first subsection, Sum of Perceptions Regarding Confidentiality
in the Doctor-Patient Relationship, comprised the sum and
mean of survey questions 21, 22, and 23. The second subsection,
Cultural Barriers, comprised the sum and mean of questions
20, 31, 32, and 33 (Multimedia Appendix 1). These questions
were chosen for analysis owing to previous literature reporting
differences in communication, technology, and services rendered
among different ethnicities and age groups [9,12,13,22-24]. The
mean scores for these subsections were then compared using
demographic parameters including ethnicity, highest level of
parental education, gender, and age. The scores were compared
using an independent sample t test.

The objectives of this study included understanding (1)
perceptions of adolescents with regard to patient-physician
relationship, (2) adolescents’ knowledge of EHR systems, and
(3) practical concerns of designing an EHR system that best
protects patient confidentiality while helping to facilitate

patient-physician communication to improve health outcomes
and patient adherence.

Results

Survey Demographics
There were 97 completed surveys (96% (97/101) of those
approached) with an average participant age of 15.5 (SD 1.5)
years with 60% (58/97) male and 40% (39/97) female
participants. The majority of survey participants were black
(44%, 43/97) and Hispanic (41%, 40/97), with substantially
fewer Caucasian, Asian, and other participants. Insurance status
was mainly governmental or public (48%, 46/97) or private
(27%, 26/97), followed by hospital-based (5%, 5/97) or
unknown (20%, 18/97). The level of parental education was
stratified into 5 categories but grouped together into high school
or below (46%, 45/97) or college and above (54%, 52/97). In
total, 4 individuals declined to participate in the survey with an
average age of 16.00 (SD 2.00) years. These data points included
1 male and 3 females, 1 private insurance and 3 governmental
or public insurance, and 2 with parental education of high school
or below and 2 with parental education of college or above.

Statistical Analyses
Both descriptive statistics and t tests were employed in this
study. For descriptive statistics, clinically relevant questions
from the 42-item survey were classified under 5 categories: (1)
perceptions regarding confidentiality in the doctor-patient
relationship, (2) understanding of EHR systems, (3) practical
concerns for the design of an EHR system, (4) cultural barriers
affecting care, and (5) knowledge of access to care (Tables 1-6).
Participants rated each statement on the survey on the Likert
scale with the value 1 classified as least true and the value 10
classified as most true. The mean scores, SDs, and mode values
for the descriptive statistics were interpreted on the Likert scale
(Tables 7 and 8). Independent t tests were performed for the
subsections (1) perceptions regarding confidentiality in the
doctor-patient relationship and (2) cultural barriers (Tables 9
and 10). The t tests examined the patient ethnicity (black vs
Hispanic), parents’ highest level of education (high school vs
college and above), patient gender (male vs female), and age
(13 to 15 years vs 16 to 18 years).

Table 1. Questions regarding confidentiality in the doctor-patient relationship.

Frequency false (%)Frequency true (%)ModeMean (SD)Survey question

——a105.794 (3.649)21. My doctor tells my parents about all our conversations, even
those we have in private

——14.505 (3.773)22. My doctor will tell my parents if I am smoking marijuana or
drinking alcohol

——15.041 (3.6)23. My doctor will not tell my parents if I am having sex

6634——26. Parents must be in the room when kids under 18 years see the
doctor

aDenotes inapplicable data points.
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Table 2. Questions regarding understanding of electronic medical record systems.

Frequency false (%)Frequency true (%)Survey question

6941. I have heard the term medical record before

45552. When my parents log in to the hospital website, they can read about what my doctor and I talked about
during the visit

30705. Patients can go online to see information about their visit to the doctor

Table 3. Questions regarding practical concerns for the design of an electronic medical record system.

Frequency false (%)Frequency true (%)ModeMean (SD)Survey question

1684——a3. I would like to log in to an electronic medical record so I can
see my health information

——108.629 (2.205)16. I want my record to show what medicines I am taking

——108.464 (2.471)17. I want to be able to see my test results online

——107.155 (2.848)18. I would be comfortable sending my doctor messages online

aDenotes inapplicable data points.

Table 4. Preferences toward internet access and use.

Percent (%)Survey question and modality

11. I access internet mainly through (select all that apply)

77Phone

26Home computer

4Public library

5School

4Others

12. I use the internet mainly for (select all that apply)

63School work

50Social media

28Email

44Games

8Others

Table 5. Questions regarding cultural barriers affecting care.

Frequency false (%)Frequency true (%)ModeMean (SD)Survey question

——a109.33 (1.539)20. I trust my doctor

——106.67 (3.201)31. I would be willing to talk to my doctor about my boyfriend or
girlfriend

——107.258 (2.91)32. I would be willing to talk to my doctor about sex

——108.082 (2.656)33. I would be comfortable talking to the doctor alone

6634——25. Sometimes it’s hard for me to tell the doctor everything as I’m
afraid he or she might judge me

aDenotes inapplicable data points.
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Table 6. Questions regarding knowledge of access to care.

Frequency false (%)Frequency true (%)ModeMean (SD)Survey question

——a106.299 (3.395)24. Kids under 18 years can get screened for sexually transmitted
diseases without their parents’ knowledge or consent

5941——28. Patients under 18 years can get a pregnancy test at the doctor’s
office without parents’ permission

5050——29. Patients under 18 years can get treatment for certain conditions
such as depression, drug addiction, and sexually transmitted dis-
eases without their parents’ knowledge or consent

aDenotes inapplicable data points.

Table 7. Mean response to questions regarding the perception of confidentiality in the doctor-patient relationship stratified by ethnicity.

Average of 3 questionsMean value of responseEthnicity

Question 23cQuestion 22bQuestion 21a

6.8525.6677.3337.556Caucasian

5.3335.1254.9755.900Hispanic

4.5354.7213.5355.349Black

5.0006.3333.005.667Asian

aMy doctor tells my parents about all our conversations, even those we have in private.
bMy doctor will tell my parents if I am smoking marijuana or drinking alcohol.
cMy doctor will not tell my parents if I am having sex.

Table 8. Mean response to questions regarding cultural barriers stratified by ethnicity.

Average of 4 questionsMean value of responseEthnicity

Question 33dQuestion 32cQuestion 31bQuestion 20a

8.3618.7787.6677.5569.444Caucasian

7.9638.6507.1006.7759.325Hispanic

7.5877.4657.2096.3029.372Black

8.0839.0007.0007.0009.333Asian

aI trust my doctor.
bI would be willing to talk to my doctor about my boyfriend or girlfriend.
cI would be willing to talk to my doctor about sex.
dI would be comfortable talking to the doctor alone.

Table 9. Independent t test: questions regarding perception of confidentiality in the doctor-patient relationship. Statistically significant data points have
been italicized.

95% CIMean difference (SE)P valuet (df)Variable

−0.250 to 1.8470.798 (0.527).1341.515 (81)Ethnicity

−0.689 to 1.2950.303 (0.500).5460.606 (94)Level of parental education

−0.067 to 1.9040.919 (0.497).0671.851 (95)Gender

−2.664 to −0.830−1.747 (0.462)<.001−3.781 (95)Age

0.334 to 2.6211.477 (0.573).0122.578 (70)Insurance
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Table 10. Independent t test: questions regarding cultural barriers.

95% CIMean difference (SE)P valuet (df)Variable

−0.481 to 1.2310.375 (0.430).3860.873 (81)Ethnicity

−0.495 to 0.9590.232 (0.366).5270.634 (94)Level of parental education

−1.000 to 0.577−0.212 (0.397).595−0.533 (95)Gender

−1.453 to 0.070−0.691 (0.384).075−1.802 (95)Age

−0.189 to 1.6830.747 (0.469).1161.591 (70)Insurance

In section 1 of the survey, 94% of participants acknowledged
they had heard the term electronic health record before but only
55% answered positively when asked if they knew how EHRs
function (Multimedia Appendix 1). In total, 84% of participants
expressed interest in viewing their records online and reported
a mean score of 8.46 out of 10 when asked if they would like
to see the test results online. The majority of participants (77%)
used their cell phones as their primary internet access. Only
50% of participants knew that patients aged under 18 years
could get treatment for sexual health, mental health, and
drug/alcohol abuse without parental consent.

Independent t tests performed on subsection 1: questions
regarding perception of confidentiality in the doctor-patient
relationship revealed significant differences for patient age and
insurance status but not for ethnicity, level of parental education,
or gender. The independent t tests for subsection 2: questions
regarding cultural barriers did not result in significant
differences for any of the categories.

Discussion

The objectives of this study included understanding the (1)
perceptions of adolescents with regard to patient-physician
relationship, (2) adolescents’ knowledge of EHR systems, and
(3) practical concerns of designing an EHR portal that best
protects patient confidentiality while helping to facilitate
patient-physician communication to improve health outcomes
and patient adherence.

Confidentiality and Cultural Barriers
For the subsection, perceptions regarding confidentiality in the
doctor-patient relationship, there were statistically significant
differences in age (13 to 15 years vs 16 to 18 years) and
insurance status (governmental vs private) but not gender,
ethnicity, or highest parental education level. These results
indicate that the younger age group (aged 13 to 15 years) and
those with governmental insurance have more confidence in
the confidentiality of their discussions with their physician.
These results are concordant with the study by Carlisle et al,
which reported older teenagers to be more concerned about
confidentiality than younger teenagers [24]. However, if one is
to presume that governmental insurance status is correlative to
lower socioeconomic status, our results would be contradictory
to Ford et al, who reported that adolescents with higher
socioeconomic status were more willing to disclose confidential
information [6]. Interestingly, there were no statistically
significant differences found between gender, ethnicity, or
parental education with regard to confidentiality in the
physician-patient relationship. These results are discordant with

previous studies which demonstrated significant differences
between gender and ethnicity [12,24]. The lack of gender results
may be due to our limited power owing to the decreased sample
size, as well as a male predominance (58 males vs 39 females).
With regard to ethnicities, we only compared black with
Hispanic patients because of a marginal sample size of other
ethnicities; thus, a direct comparison with previous studies is
unfortunately inapplicable.

The subsection questions regarding cultural barriers had no
significant differences for any of the categories including age,
ethnicity, gender, or highest level of education. These results
are promising in that there were no identifiable cultural barriers
to patient’s trust of physicians, which should facilitate improved
communication and care given upon implementation of the new
patient portal.

For the questions regarding perceptions of confidentiality in the
physician-patient relationship, there did not appear to be a strong
positive or negative response, with mean results between 4.51
and 5.79 out of 10, indicating that the survey participants may
be unsure of what topics are considered to be confidential
between them and their physician (Table 1). However, when
the results were stratified by race, there seemed to be a marked
variation in response to question 22: My doctor will tell my
parents if I am smoking marijuana or drinking alcohol, ranging
from 3.00 and 3.53 for Asian and black participants compared
with 4.98 and 7.33 for Hispanic and white participants,
respectively. This variation may be due to the differences in
how often these individuals see their doctor and the level of
communication occurring during those visits, a phenomenon
that has been previously documented in the literature [13]. This
markedly neutral response to questions regarding confidentiality
may also explain some of the results about the knowledge of
access to care. Only 50% of survey participants positively
indicated that patients aged under 18 years could be treated for
depression, drug addiction, and sexually transmitted diseases
without their parent’s consent. Furthermore, even fewer (41%)
participants were aware that a pregnancy test could be ordered
without parental consent (Table 6). These findings demonstrate
a possible disconnect in communication and education between
providers and the adolescent population. This issue presents as
a significant concern as there has been evidence that adolescents
who have concerns about confidentiality may forego seeking
necessary care [12,23]. If these individuals do forego care, it
may lead to significant morbidity, and possibly even mortality,
as these sensitive conditions (pregnancy/STIs/substance
use/mental health) can have significant short- and long-term
side effects.
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The findings regarding cultural barriers to care showed that the
adolescent population places a great amount of trust in their
doctors, averaging 9.33 out of 10 with a minimal score variation
between ethnicities. This was offset however by a slightly lower
score for questions regarding talking about sex or one’s
significant other, with average responses of 6.67 and 7.26,
respectively (Tables 5 and 8). These results, although still
positive, may be the result of the decreased perception of
doctor-patient confidentiality seen in our results, combined with
the average age of our study population of 15.5 years. Previous
studies have shown that although adolescents do encourage
confidentiality, it often comes toward the end of their teenage
years [23].

Understanding and Use of Electronic Health Record
Portals
Although 94% of participants have heard of the term electronic
health records, only 55% knew of their function (Table 2).
These findings were supplemented with a noteworthy 84% of
patients expressing interest in being able to log in to their EHRs
and see their information. These data indicate that the adolescent
population is not naïve to the concept of EHRs and are very
interested in their content. They, as minors, may simply not
have the exposure and formal education about accessing records
that an adult with a full EHR access would have. As an essential
component of the administration of care, we recommend that
physicians educate all developmentally appropriate patients on
the content, function, and limitations of their EHR portal. This
not only prophylactically addresses potential issues regarding
the confidentiality of EHR content but may also further the
health literacy and autonomy of adolescent patients [6].

Design of an Electronic Health Record Portal
The final objective of this study was the practical concerns for
the design of an EHR portal. Our findings demonstrate that
adolescent patients are very interested in an EHR portal that
contains the ability to view test results, current medications,
and send messages to their provider (Table 3). These aspects
are commonly offered in most adult EHR portals but have been
a controversial topic in the pediatric population because of the
risk of sensitive content appearing in the portal [16]. Although
a proxy access EHR portal would not necessarily prevent these
issues, it is expected that this concept would be discussed before
parental consent for access, therefore limiting potential future
issues. It is also important to note the methods in which EHR
portals can be accessed. Previous literature describes limited
adoption and access of EHR portals in ethnically diverse
populations with low incomes and limited internet access [22].
A total of 77% of survey participants reported that they used
their cell phone as their primary tool for accessing the internet.
Owing to the relatively low cost and high prevalence of

internet-capable mobile phones present in low income
populations, the previously described barriers may not be as
applicable. Therefore, it is highly recommended that when
designing an EHR portal, the system should be easily accessible
from a mobile device.

Limitations
This study has several limitations. The first is that because of
the limited sample size, statistical comparisons were only able
to be performed between black and Hispanic patients. This
somewhat hinders the generalizability of our dataset and limits
the identification of ethnically based barriers to EHR portal
access. Second, our survey as the first adolescent-directed EHR
survey to our knowledge required creation of a de novo and
unvalidated question set. Finally, our data collection was
primarily performed in a large, urban, academic center, which
may not accurately reflect the demographic of patients in the
suburban or rural community. In addition, because of the
limitations with access to translator services, the survey was
only able to be offered in English. This limited the number of
patients available to take the survey and may have skewed the
dataset away from the large immigrant population present in
South Florida.

Conclusions
The objectives of this study included understanding the (1)
perceptions of adolescents with regard to patient-physician
relationship, (2) adolescents’ knowledge of EHR systems, and
(3) practical concerns of designing an EHR portal that best
protects patient confidentiality while helping to facilitate
patient-physician communication to improve health outcomes
and patient adherence. Our findings demonstrated that although
cultural barriers to EHR portal access may be limited, there is
a noteworthy deficit in the adolescent population’s
understanding of confidentiality and access to care. The results,
although preliminary, lend support to the previous studies
assessing differences in the understanding of and access to EHR
portals in different ethnicities and socioeconomic groups
[17-19]. Physicians treating adolescent patients must take an
active effort to educate their patients on what topics remain
confidential and the availability of resources present in caring
for sensitive issues such as substance use, STIs, pregnancy, and
mental health. We also recommend that when designing an EHR
portal for adolescents, it should be accessible by a mobile device
and that it should contain test results, current medications, and
the ability to securely message providers. This will allow for
easier patient access to their EHR portal, as well as an increase
in autonomy, health literacy, and more communication for those
who participate. We plan to use the results of this study as the
basis for future investigations on EHR portal access in which
we may obtain a larger sample size and control group.
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Abstract

Background: Long-term care for patients with chronic diseases poses a huge challenge in primary care. In particular, there is
a deficit regarding monitoring and structured follow-up. Appropriate electronic medical records (EMRs) could help improving
this but, so far, there are no evidence-based specifications concerning the indicators that should be monitored at regular intervals.

Objective: The aim was to identify and collect a set of evidence-based indicators that could be used for monitoring chronic
conditions at regular intervals in primary care using EMRs.

Methods: We searched MEDLINE (Ovid), Embase (Elsevier), the Cochrane Library (Wiley), the reference lists of included
studies and relevant reviews, and the content of clinical guidelines. We included primary studies and guidelines reporting about
indicators that allow for the assessment of care and help monitor the status and process of disease for five chronic conditions,
including type 2 diabetes mellitus, asthma, arterial hypertension, chronic heart failure, and osteoarthritis.

Results: The use of the term “monitoring” in terms of disease management and long-term care for patients with chronic diseases
is not widely used in the literature. Nevertheless, we identified a substantial number of disease-specific indicators that can be
used for routine monitoring of chronic diseases in primary care by means of EMRs.

Conclusions: To our knowledge, this is the first systematic review summarizing the existing scientific evidence on the standardized
long-term monitoring of chronic diseases using EMRs. In a second step, our extensive set of indicators will serve as a generic
template for evaluating their usability by means of an adapted Delphi procedure. In a third step, the indicators will be summarized
into a user-friendly EMR layout.

(JMIR Med Inform 2019;7(2):e10879)   doi:10.2196/10879

KEYWORDS

monitoring of chronic diseases; indicators; primary care; systematic review; electronic medical record; diabetes mellitus type 2;
arterial hypertension; asthma; osteoarthritis; chronic heart failure

Introduction

In 2016, the World Health Organization estimated that 71% of
the overall deaths worldwide occurred due to noncommunicable
diseases [1]. The majority of these diseases include
cardiovascular diseases, chronic respiratory diseases, and
diabetes. In particular, the prevalence of type 2

(non-insulin-dependent) diabetes mellitus, arterial hypertension,
asthma, chronic heart failure, and musculoskeletal diseases is
increasing rapidly around the world leading to increased
multimorbidity and polypharmacy, especially in the older
population [1,2]. The burden of these diseases consequently
imposes a significant threat to health, quality of life, and
economic status in the affected population. Moreover, the
regular monitoring of chronic diseases poses huge challenges
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and requires knowledge and communication skills, as well as
the capability of organization and coordination. The chronic
care model (CCM) was originally introduced to graphically
picture the concept of disease management [3]. The eHealth
enhanced chronic care model was subsequently introduced as
the means to improve the CCM in view of the progress and
development of information and communication technology
[4]. This model shows the existing variety of technically
well-advanced applications as part of the monitoring process.
Too many clinical offices in Switzerland lack basic electronic
devices since many general practitioners still use paper-based
patient records.

In 2012, 31 European countries were ranked based on the usage
of electronic medical records (EMRs) in primary care [5]. In
this global ranking of EMR usage, Switzerland ranked number
24. In a Swiss study, only up to 44.8% of the participating
primary care physicians reported the usage of EMRs [6].
Therefore, it is currently almost impossible to exchange data
with digital applications that are increasingly available and used
by patients [6]. To efficiently monitor patients with chronic
diseases, a well-structured and organized EMR system is crucial
to ensure that all necessary information can be easily entered
and retrieved, while no essential information is missed.
Surprisingly, there are no evidence-based specifications
concerning the indicators that should be monitored at regular
intervals. On one hand, there are currently no international
standards for the monitoring of patients with chronic diseases
by means of EMR in primary care. On the other hand, there are
deficits regarding the actual monitoring and structured
follow-up. Therefore, we aimed to identify and collect a set of
evidence-based indicators that could be used for monitoring
patients with chronic conditions at regular intervals in primary
care using EMRs.

Methods

Systematic Identification and Assessment of
Supporting Evidence
We followed the principles of systematic reviews [7] and
developed a protocol a priori to guide the identification and
assessment of the monitoring indicators.

Inclusion Criteria
We included clinical guidelines and primary peer-reviewed
studies of any design, carried-out mainly in primary care (ie,
family health care) patients aged 18 years and older, who were
diagnosed with type 2 (non-insulin-dependent) diabetes mellitus,
arterial hypertension, asthma, chronic heart failure, or
osteoarthritis. The first four diseases are among the most
common noninfectious diseases worldwide. Osteoarthritis, in
particular, generates a large part of indirect costs [2]. In order
to be included, studies must have also reported on indicators
that allow the assessment of care and help monitor the status
and process of disease for these five chronic conditions.
Therefore, we considered disease indicators that help reduce
the risk of exacerbation, such as intermediate outcome indicators
(eg, hemoglobin A1c [HbA1c] for diabetics or blood pressure
measurements for hypertensive patients) and process indicators

(eg, regular foot care or nutrition counselling). We included
studies regardless of whether specific interventions were
evaluated. In addition, all studies and clinical guidelines should
have been published in English or German.

Search Methods and Study Identification
We developed a comprehensive search strategy in collaboration
with an expert librarian. The librarian conducted the search and
produced a set of studies that matched the predefined search
criteria. We identified studies published between 2000 and 2015
by applying this strategy in MEDLINE (Ovid), Embase
(Elsevier), and the Cochrane Library (Wiley). No restrictions
were made regarding the country of origin of the studies. The
search strategy included a combination of the concepts and
terminology, synonyms and related words for monitoring and
for medical, health, electronic, patient, or file records. It also
included primary, family, health care, or general practitioner,
and the five chronic conditions (ie, type 2
[non-insulin-dependent] diabetes mellitus, arterial hypertension,
asthma, chronic heart failure, and osteoarthritis). The focused
search also included the terminology indicators, parameter, and
management. An example of the full search strategy is available
in Multimedia Appendix 1.

We identified additional publications by manually searching
the reference lists of included studies and relevant reviews. We
also searched for monitoring indicators in the clinical guidelines
in order to identify as many indicators as possible and to enable
a holistic management of chronic diseases. Given that most
guidelines are not indexed in the former medical literature
databases, and to identify the clinical guidelines related to any
of the five chronic diseases, we searched World Wide
Web-based databases, including the National Guideline
Clearinghouse for US guidelines [8] and the
Arbeitsgemeinschaft der Wissenschaftlichen Medizinischen
Fachgesellschaften eV (AWMF) [9] for German guidelines.

Study Selection and Assessment
For study selection, we created a system to prioritize the studies.
One reviewer identified eligible studies by first screening the
titles and abstracts of all records retrieved by the searches based
on the inclusion criteria. All potentially eligible abstracts were
rated manually from one to five stars according to their
relevance for this review. The stars were assigned based on
whether or not the key terms were mentioned (ie, “indicator,”
“monitoring,” “assessment,” “management,” and/or
“guideline”). The ranking was assigned as follows:

1. One star: Remote reference to the key terms; no indicators
expected in full text.

2. Two stars: Little reference to the key terms; indicators in
full text unlikely.

3. Three stars: Reference of at least one key term; indicators
in full text possible.

4. Four stars: Reference of at least one key term; indicators
in full text very possible.

5. Five stars: Reference of indicators, monitoring, or interval
of measuring indicators.

The full text of all studies with an abstract that was rated with
at least two stars was obtained, if available, and further evaluated
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based on the reporting of indicators. For studies where the full
text was not available but were deemed important to inform our
monitoring tool, we used the data reported in the abstract. When
it was necessary, the study team was consulted throughout the
evaluation process to confirm the eligibility of indicators.

Data Extraction and Synthesis
For each included study, we extracted the bibliographic details
(ie, author, year, and country of origin), all the monitoring
indicators reported, the guideline on which the indicators were
based, and the country of origin of the guidelines for each of
the five chronic diseases. One reviewer extracted all data, and
another reviewer verified the extracted data. We compiled a

data profile for each study or guideline, and generated a set of
indicators using Microsoft Excel. We report a descriptive
summary of the indicators for each of the chronic conditions.

Results

Our literature searches identified 795 original records (see
Figure 1). After deduplication and perusal of titles and abstracts,
we screened 621 records (range by disease: 33-180) and
excluded 408 records that did not meet our inclusion criteria
(eg, focused on specific therapy or medication or did not cover
the topic). We examined in detail the full text, where available,
of 213 publications (range by disease: 13 to 82).

Figure 1. Flowchart demonstrating the identification and selection of evidence. a: type 2 diabetes mellitus; b: asthma; c: arterial hypertension; d: heart
failure; e: osteoarthritis; *: 5 of 87 publications (6%) reported indicators for more than one disease of interest.
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We included 87 original publications, 5 (6%) in abstract form
only, reporting indicators for diabetes mellitus [10-63], asthma
[60,64-70], arterial hypertension [10,35,39,71-81], heart failure
[33,82-92], and osteoarthritis [93-96]. Multimedia Appendix 2
presents a list of all included studies that reported monitoring
indicators for the five chronic conditions. A total of 5
publications (6%) reported indicators for more than one chronic
disease [10,33,35,39,60]. The number of included publications
by disease with at least one indicator ranged from 4 to 54. Most
records (54/87, 62%) were published on type 2 diabetes mellitus,
while osteoarthritis was the most underrepresented of the five
diseases, with only 4 records (5%). A total of 74 of all 87

included studies (85%) contained process indicators, the most
significant type of indicators. Concerning diabetes mellitus, a
third of all publications (54/179, 30.2%) reported at least one
indicator. For arterial hypertension and heart failure, only 8%
(7/87) of all publications reported at least one indicator. Overall,
most records used guidelines from the United States, followed
by the United Kingdom. For diabetes mellitus, the American
Diabetes Association and the National Institute for Health and
Care Excellence were the most-used guidelines. The most
frequently mentioned indicators for diabetes are presented in
Table 1. The indicators for the other four diseases are presented
in Multimedia Appendices 3-6.

Table 1. Diabetes mellitus indicators that are most frequently mentioned in guidelines and studies. The indicators are sorted first by guidelines and
then by studies.

Number of studies where indicators are mentionedNumber of guidelines where indicators
are mentioned (guidelines)

Indicators for diabetes mellitus

20 [10,12,13,18,21,23,25,30-32,41,43-46,50-52,60,61]7 (a-g)aFundoscopic examination

33 [11-16,18,20,21,23-25,27-29,32,33,35,40,41,44,45,48,
49,53-56,58-60,62,63]

7 (a-g)Height, weight, and body mass index

45 [11,13,15-27,29-36,39-45,47-49,52,53,55,56,58-63]7 (a-g)Blood pressure measurement

N/Ab7 (a-g)10 g monofilament

46 [10,12,13,15-23,26,28-37,39-45,47-54,56-63]7 (a-g)Hemoglobin A1c (ie, glycated hemoglobin)

17 [12,15,18,21,23,25,30-32,43-46,50-52,61]7 (a-g)Foot inspection

N/A7 (a-g)Erectile dysfunction

18 [12,13,18,22,23,25,31,32,35,41,43-46,51,55,61,62]7 (a-g)Albuminuria

8 [25,26,30,43,45,46,52,61]7 (a-g)Lipid profile

30 [11,12,15,18-20,22-24,29,31-37,41-44,47-49,52-54,63]N/ALow-density lipoprotein

14 [11,20,23,28,29,33,37,39,49,51,53,54,62,63]N/AHigh-density lipoprotein

15 [20,29,30,33,37,39,48,49,51,53-55,57,62,63]N/ATriglyceride

18 [13,15,16,22,25-27,29,33,41,46,51,55,57-60,62]7 (a-g)Creatinine

2 [24,53]7 (a-g)Alcohol intake

3 [18,20,55]7 (a-g)Neuropathy and history of foot lesion

2 [18,22]6 (a-f)History of myocardial infarction (ie, cardiovas-
cular disease)

3 [18,32,60]6 (a-f)Foot pulses

24 [11-15,18,20,22-24,26,28,29,31,35,41,44,48,50,53,
58-61]

6 (a-f)Smoking status

N/A5 (a, b, d, e, g)Orthostatic hypotension

N/A5 (a, b, d, f, g)Skin inspection

1 [60]5 (a-d, g)Vibration by 128 Hz tuning fork

12 [11,21,24,33,39,45,51,54,55,57,59,63]4 (b-d, g)Plasma glucosis

9 [11,18,22,23,28,48,55,58,59]3 (b, c, f)Onset of diabetes

N/A225Indicators appeared in fewer than five guide-
lines

76N/AIndicators appeared in fewer than 10 studies

aThe letters a-g refer to the guidelines listed in Multimedia Appendices 7-11.
bN/A: not applicable.
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In total, there were 249 indicators for type 2 diabetes mellitus,
183 for asthma, 335 for arterial hypertension, 231 for chronic
heart failure, and 164 for osteoarthritis. The majority of
indicators were identified by screening both peer-reviewed
articles and clinical guidelines. A few extra indicators were
reported only in peer-reviewed articles. That is, clinical
guidelines on their own contributed to the great majority of all
indicators identified. Surprisingly, only a few guidelines, such
as the American guideline for asthma, included a section
dedicated to monitoring or follow-up. Most of the guidelines
that we screened did not specify the interval at which the
indicators should be monitored. Also, in some guidelines,
self-monitoring was a big topic for chronic heart disease (ie,
weight control), asthma (ie, peak expiratory flow), and type 2
diabetes mellitus (ie, glucose monitoring).

Our systematic review also found that the term “monitoring,”
in the sense of long-term patient care, was not widely used.
Although publications reported the actual monitoring indicators,
the process of monitoring for the different diseases, including,
for example, the potential risks associated with overmonitoring,
was only scarcely addressed. The publication by Glasziou was
the only one giving a broader overview on the topic [97]. Only
a handful of publications reported a complete set of indicators
that can be used for monitoring, but these were either not
specific for primary care or not eligible for implementation in
EMRs [98-101].

Discussion

Principal Findings
To our knowledge, this study represents the first summary of
the existing scientific evidence about the indicators that help
standardize the monitoring of chronically ill patients in primary
care by the use of EMRs. Long-term care of patients with
chronic diseases is challenging and there are deficits regarding
their monitoring and structured follow-up. Chronic care often
involves collaboration between several people involved in the
treatment process. That is only one reason for its complexity.
Interpersonal differences in monitoring can decrease the quality
of monitoring processes. Surprisingly, there are currently no
gold standards or consensus regarding the systematic monitoring
of patients with chronic diseases, in particular by means of
EMRs. To efficiently monitor patients with chronic diseases, a
well-structured and organized EMR system is crucial to ensure
that all necessary information can be easily entered and retrieved
and that no essential information is missed. Our study is, thus,
the first initiative toward the urgent need of standardization for
monitoring patients with chronic diseases in primary care.

Our systematic literature review showed that the term
“monitoring” in terms of disease management and long-term
patient care is not widely used. There is a plethora of literature
about quality indicators that might have the potential to improve
the outcome of a disease. The Quality and Outcomes Framework
(QOF) in the United Kingdom, for example, assesses indicators
for such purposes [102]. Beyond identifying indicators that can
be easily assessed, such as the indicators used by the QOF, our
goal was to summarize the existing literature on all the indicators
available for long-term monitoring.

So far, only a few authors have focused on the topic of the
monitoring of chronic diseases. According to Glasziou, the
process of monitoring aims to establish the response to treatment
and to detect both adverse effects and the need to adjust
treatment [97]. The process of monitoring can be divided into
different phases (ie, pretreatment, during treatment, and after
treatment). Each phase requires measurements at different
intervals.

When analyzing different diseases, monitoring is probably most
widely mentioned in blood pressure management. There are
various publications reporting on the optimal way and interval
of measuring blood pressure [76,103,104]. However, literature
beyond the indicator of blood pressure measurement remains
scarce. Regarding diabetes mellitus, there is an extended
monitoring tool that was designed as a disease management
tool for practice nurses [101]. The tool’s design is based on a
traffic light scheme to detect any deficit and need for action. In
addition, a detailed guideline on how to monitor the diabetic
foot is provided by the International Working Group on the
Diabetic Foot [105]. As for bronchial asthma, two study groups
have addressed the optimal way and potential problems of
finding and evaluating indicators to monitor patients with
asthma, including an overview of the most important indicators
[98,100]. Similarly, Grypdonck presents a small set of indicators
for monitoring patients with osteoarthritis of the knee [93].
Self-monitoring seems to be an important topic concerning
osteoarthritis and asthma. An English study conducted by
interviewing general practitioners about osteoarthritis showed
that the majority of respondents thought monitoring of
osteoarthritis is important, even though almost half did not
monitor patients at all. Interestingly, more than half of the
respondents felt that patients should do self-monitoring [106].
Patient involvement is crucial for monitoring. Particularly, in
high-frequency monitoring situations such as chronic heart
failure, telecardiological service, including transtelephonic
monitoring, reduces the length of hospitalization and improves
quality of life [91]. Surprisingly, publications concerning
monitoring of chronic heart failure seem to be scarce [90]. The
underrepresentation of osteoarthritis and chronic heart failure
is also reflected in the number of indicators detected in the
primary literature, compared to a large number of records
reporting on indicators for type 2 diabetes mellitus. Another
topic repeatedly found in the results was the involvement of a
clinical practice nurse in monitoring [101,107-109]. The clinical
nurse can, for example, fill out a monitoring questionnaire in
face-to-face sessions with the patient, on the phone, or even
electronically. This could counteract the problem of workload
and time constraints as a frequent response to why monitoring
is not conducted [106].

Strengths and Limitations
To our knowledge, this study represents the first scientifically
founded recommendation for the standardized long-term
monitoring of chronically ill patients in primary care. Usually,
systematic reviews only concentrate on primary literature and
do not include guidelines in their search strategy, since most
guidelines are not indexed in databases. In our study, we
explicitly searched for guideline programs such as the National
Guideline Clearinghouse for American guidelines and the
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AWMF for German guidelines. We added a substantial number
of manual searches within reference lists and search engines in
order to gain a maximal insight of the existing literature. This
strategy was worth the extra effort, considering that most
relevant indicators were found in guidelines and not in the
primary literature. Possible confounders are that publications
and guidelines reported in languages other than German and
English were excluded.

Outlook
In a second step, our extensive set of indicators obtained from
this work will serve as a generic template for a monitoring tool.

By means of an adapted Delphi procedure, the indicators will
be further evaluated in terms of their usability. In a third step,
the indicators will be summarized into a user-friendly EMR
layout.

Conclusion
This is the first study that systematically summarizes the existing
scientific evidence about the standardized long-term monitoring
of chronic diseases by means of EMRs. It aims to help improve
care for patients with chronic diseases in primary care.
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Abstract

Background: Social determinants of health (SDH) are increasingly seen as important to understanding patient health and
identifying appropriate interventions to improve health outcomes in what is a complex interplay between health system-,
community-, and individual-level factors.

Objective: The objective of the paper was to investigate the development of electronic health record (EHR) software products
that allow health care providers to identify and address patients’ SDH in health care settings.

Methods: We conducted interviews with six EHR vendors with large market shares in both ambulatory and inpatient settings.
We conducted thematic analysis of the interviews to (1) identify their motivations to develop such software products, (2) describe
their products and uses, and (3) identify facilitators and challenges to collection and use of SDH data—through their products or
otherwise—either at the point of care or in population health interventions.

Results: Our findings indicate that vendor systems and their functionalities are influenced by client demand and initiative,
federal initiatives, and the vendors’ strategic vision about opportunities in the health care system. Among the small sample of
vendors with large market shares, SDH is a new area for growth, and the vendors range in the number and sophistication of their
SDH-related products. To enable better data analytics, population health management, and interoperability of SDH data, vendors
recognized the need for more standardization of SDH performance measures across various federal and state programs, better
mapping of SDH measures to multiple types of codes, and development of more codes for all SDH measures of interest.

Conclusions: Vendors indicate they are actively developing products to facilitate the collection and use of SDH data for their
clients and are seeking solutions to data standardization and interoperability challenges through internal product decisions and
collaboration with policymakers. Due to a lack of policy standards around SDH data, product-specific decisions may end up
being de facto policies given the market shares of particular vendors. However, commercial vendors appear ready to collaboratively
discuss policy solutions such as standards or guidelines with each other, health care systems, and government agencies in order
to further promote integration of SDH data into the standard of care for all health systems.

(JMIR Med Inform 2019;7(2):e13849)   doi:10.2196/13849

KEYWORDS

electronic health records; social determinants of health

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e13849 | p.149http://medinform.jmir.org/2019/2/e13849/
(page number not for citation purposes)

Freij et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:freij-maysoun@norc.org
http://dx.doi.org/10.2196/13849
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Health care reform initiatives over the past decade have
incentivized value-based care payment models and the adoption
and development of electronic health records (EHRs) [1,2].
Emphasis on value over volume has drawn attention to the
importance of social determinants of health (SDH) in potentially
affecting health outcomes. SDH include a wide range of social,
economic, and environmental factors that contribute to the health
of individuals (Figure 1) [3].

A 2014 report by the National Academies of Medicine (NAM)
argued that the integration of SDH into EHRs would better
enable health providers to address health inequities and support
research into how social and environmental factors influence
health [4]. Federal initiatives have spurred SDH data collection
through EHRs, including the Comprehensive Primary Care Plus
(CPC+) model and Medicare Accountable Care Organizations
(ACOs) and Accountable Health Communities (AHCs) [5]. The
Centers for Medicare & Medicaid Services (CMS) 2016
Medicaid Managed Care rule has encouraged states to include
more community-based, nonclinical services that may address
SDH [6,7]. At the local level, health care providers, health
departments, universities, legal aid, and social service
organizations are developing health improvement interventions
that rely on the collection and use of SDH data [8].

Numerous screening tools and approaches have been developed
to screen and address SDH [9,10]. Three widely recognized
SDH screening tools in the United States are (1) the NAM

(2014) set of social and behavioral measures [11]; (2) the
National Association of Community Health Center (NACHC)
Protocol for Responding to and Assessing Patients’ Assets,
Risks, and Experiences (PRAPARE) tool [12]; and (3) the
Center for Medicare and Medicaid Innovation’s Accountable
Health Communities tool [13]. These tools vary in terms of the
overall number of domains or questions, and health care
organizations may choose to include additional SDH domains
or measures to meet all the needs of their patients. A recent
study of six health systems found they all included domains in
their SDH screening tools that are not among NAM’s
recommended domains, including housing, food insecurity, and
transportation [14]. By adapting screening tool questions and
domains, organizations have effectively created many different
SDH screening tools. Lack of standardization for incorporating
data from various screening tools and measures has limited the
usefulness of the data within and across EHR systems [15].

With expanded government interest in value-based care (VBC)
and quality, health information technology companies that serve
as EHR vendors have had both indirect and direct roles in
working with policymakers and health care systems. Their
indirect role in policymaking has occurred through partnerships
with the federal government, health care systems, and other
technology companies [16,17]. In forging these relationships,
policymakers have directly contributed to the evolution of EHR
vendors’ interest in actively engaging in population health as
opposed to only developing medical record-keeping products
[18,19].

Figure 1. Social determinants of health. Adapted from: Healthy People 2020: Social Determinants of Health [3].
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Further, vendors are increasingly incorporating SDH into their
EHRs as a way to help their clients respond to the anticipated
quality demands of value-based purchasing [20]. Some have
dubbed this as a shift from EHRs to comprehensive health
records [21]. While health care systems may influence the
development of EHR features, there are concerns that the large
market shares of relatively few EHR vendors may make vendors
less responsive to designing EHRs to meet patients’ and
clinicians’ needs, particularly while controlling costs and
promoting interoperability [22].

Because of their unique position at the nexus of health systems
and health policies and the significant impact their
organizational decisions have on EHR-based data capture and
clinical practice, we conducted key informant interviews with
top EHR vendors focused on SDH. This paper describes vendor
perspectives on current challenges and promising opportunities
to improve the capture and usability of SDH data in EHRs.

Methods

We began with a scan of PubMed for peer-reviewed literature
and grey literature involving EHRs, SDH, and/or health
disparities. Results were limited to articles published in English
between January 2012 and June 2018. Through a preliminary
review of over 250 articles, we identified 52 for in-depth review
and thematic analysis of current practices for collecting and
using SDH data through EHRs, uses of SDH data in EHRs for
clinical care, and promising opportunities for improving such
data collection.

Building on this information, we conducted key informant
interviews with research and product development staff at EHR
vendor companies to learn more about their current activities
related to the integration of SDH in EHRs. To draw a purposive
sample, we identified 10 vendors with the largest market shares
in hospital and ambulatory settings (a total of 17 vendors) and
selected the three vendors that held the largest shares in both
settings. We then included the three other vendors among the
five vendors with the largest shares in either inpatient or
ambulatory settings, for a total of nine vendors [23,24]. Through
email solicitation, we gained participation from six vendors but
were unable to reach appropriate staff for three vendors during
the study period. One to three representatives for each vendor
joined the phone interviews in March and April 2018. The
vendor and participant names have been kept confidential. The
interviews were 60 minutes in length and were audio-recorded
and transcribed for the purposes of analysis. We explored
motivators, successes and facilitators, challenges and barriers,
and lessons learned from SDH product development and
solicited feedback for policymakers to consider that would
improve the collection and use of SDH data for patient care.
This study was reviewed and approved by the University of
Chicago’s Institutional Review Board.

We conducted a thematic analysis of interview transcripts using
NVivo software (QSR International Pty Ltd). To conduct this
analysis, we developed a code book based upon topics discussed
during the interviews and also a conceptual model that emerged
from the interviews. In the conceptual model, vendors’ clients
(ie, health care systems or providers) have their own interests

and preferences in relation to the policy environment, needs of
their patients, resources in their community, and their own
models of health care. Health care system clients provide sites
for implementation and testing of SDH tools and are often part
of the development of the vendors’ SDH products themselves.
Our analysis explored the intersection of health policy and health
systems in vendor perspectives on SDH product development.

The code book included definitions of individual codes related
to policy demands, client demands, vendor’s motivators’ and
experiences, SDH data sources and products, research and
development of SDH products, implementation experiences,
and vendor requests in terms of policies or strategies to facilitate
the collection and use of SDH data through EHRs. A senior
researcher developed the codebook and trained three research
analysts to each code two to three interviews that they had
observed and transcribed. The team met to review and discuss
the coding process. Testing of intercoder reliability involved
multiple staff coding samples of the same text using an initial
codebook. We revised the codebook and refined code definitions
as needed to assure consistency across staff coding styles. The
senior staff also reviewed coded transcripts to assure accuracy
and consistency in coded material. Once transcripts were coded,
the authors integrated and interpreted findings across codes to
understand current practices in the development of SDH-related
products in EHRs and the challenges and opportunities for using
these products to address patients’ nonmedical needs in health
care settings.

Results

Motivators of Social Determinants of Health Product
Development
All vendors in our sample stressed the importance of meeting
their clients’ needs and demands. One of the main drivers of
their clients’ interests in collecting and using SDH in the course
of health care delivery is the expansion of VBC programs.
Vendors cited Patient-Centered Medical Homes, CPC+, and
ACOs as motivating their clients to ask for SDH products within
their EHRs. Two vendors noticed the most demand came from
federally qualified health centers (FQHCs) or community health
centers, whereas another observed more widespread interest
from academic medical centers, integrated delivery systems,
and pediatric and/or specialty groups, stating, “there is interest,
not only in utilizing [SDH] from a workflow standpoint, but
also making sure that [SDH] becomes an integral part of the
patient’s story over different settings, so that it’s becoming more
[of a] norm as part of the handoff between care settings.”

Additionally, four vendors identified the Promoting
Interoperability (formerly Meaningful Use) incentives for EHR
use and Office of the National Coordinator for Health
Information Technology (ONC) health IT certification
requirements as main drivers for the integration of SDH in
EHRs. As a result, all providers using certified EHRs are
collecting some SDH data (ie, race, ethnicity, gender
identification, and sexual orientation), although they may not
necessarily view it or act upon it as such. One vendor explained,
“with Meaningful Use, every practice has access to EHRs and
there is an immense amount of data that is available [that] has
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not widely been used for outcomes data research,” such as
research or interventions on SDH.

Types of Social Determinants of Health Products and
Their Use Cases
Vendors in the study sample varied in their level of investment
and development of SDH products. Our findings affirm that the

types of SDH products created and used by vendors varies
greatly based on their client needs and input and their own
strategic planning. In general, vendors have or are in the process
of incorporating SDH data in screening tools, population health
management tools, tools to improve referral management, and
analytic tools (Figure 2).

Figure 2. Types of available social determinants of health (SDH) tools and products among sample of vendors (n=6).

Screening Tools Are the Most Common Type of Social
Determinants of Health Product
All vendors mentioned the use of screening tools as a part of
their platform to collect SDH data. Among the types of screening
tools, most vendors described using a configuration of the
NACHC’s PRAPARE tool due to their clients’current demands
and its use of structured data and distinct outcomes. PRAPARE
EHR templates exist on most top vendor platforms, and the tool
is also free as part of a publicly available toolkit [12]. Beyond
enabling clients to use the PRAPARE tool or collect whatever
other SDH data they choose through their EHRs, one vendor
has developed a fully integrated screening product that includes
eight NAM recommended measures and two from PRAPARE.
Another is working through the intellectual property rights to
fully integrate PRAPARE into applications to make it more
usable for all of its clients and not just community health centers.
Most vendors also described the use of standardized tools to
capture data on behavioral health—a common SDH
domain—including the Columbia-Suicide Severity Rating Scale
[25] and 9-Item Patient Health Questionnaire [26].

All vendors described offering clients multiple or customizable
screening tools to focus on fewer or additional measures as
needed. As one vendor explained, “Our overarching strategy is
to collect SDH data at the individual level in a structured way
that is flexible for clients.” Another vendor described the
multiplicity of screening tools its clients use and the
back-and-forth dynamic with clients that ultimately leads to the
development and tailoring of tools:

A number of organizations were using [our social
history] form that has been there for a long time. They
were creating their own forms to be able to collect
this data in a variety of different ways. In some cases
they were using other tools, such as the PRAPARE
tool, that a number in our group liked and adopted,
and it made sense... And so, in some cases it really
is...customers being innovative and using different
tools and giving us feedback that is determining the
best way for us to standardize this on a go-forward
basis. We certainly never want to restrict customers

from doing what they think they need to be successful
or to be innovative.

Variation in screening tools was attributed to the variable
demands of particular patient populations (ie, pediatrics) and
to the lack of common screening requirements across different
federal or state programs. One vendor explained the challenges
of developing screening tools that account for federal and state
requirements and clients’ preferences and integrate into
providers’ workflows:

Mostly what I’ve seen is each state has a different set
of requirements in terms of content, questionnaires,
screening tools.... There is variation in requirements
from state to state or even in a state depending on the
practice size or if they are an FQHC [Federally
Qualified Health Center]... [Also] some things [may
be] a standard [measure] when it comes to a federal
requirement but [how] some [measures] are
[collected may be] more specific to [a client’s]
workflow. In which case we have to make [the
measures] go into different sections [of the EHR
rather than be in one form that matches the federal
requirements]. [The requirements] break the flow
sometimes. The customers just want ease of
documentation so the challenge is how we can bring
everything together into one place. Some being
structured data that is standard and some being
nonstandard customer specific data.

While screening tools are a common way of capturing SDH
data, vendors also described a number of places where SDH
data could be collected or found. These include EHR-specific
data sets or forms, problem tables, free-text fields located in
various places (eg, social history section, clinical notes and
assessments section, details section of structured screening
tools), the demographic section of the patient’s health record,
and the patient portal.

Population Health Management is a Common Use Case
for Social Determinants of Health Data
Three vendors described the development of proprietary
population health management tools capable of using algorithms,
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extracting data, and/or researching community-level patient
needs. Although there is not widespread use of SDH data in
population health initiatives, one vendor expected that they
could be used for diabetes management and food security or
medication adherence and utilities. Another described analysis
of opioid use, pain tolerance, and pain medication abuse mapped
to SDH in areas of opioid addiction. One vendor also described
a common request from clients to use secondary survey data to
identify “hot spots” or areas of high social need in the
communities they serve. It uses data from the CDC Social
Vulnerability Index to improve providers’ understanding of
community-level social health needs [27]. All vendors
recognized growing demand from clients to, as one put it, “move
the needle in population health.”

For Most Vendors, the Use of Referral Products is Still
in Early Development or Newly Integrated Into Their
Platform
For the five vendors with products capable of making referrals
for community services, the common methods are (1) the use
of a third-party tool like Aunt Bertha [28], (2) using an
EHR-integrated tool like order forms, or (3) using a proprietary
tool that allows information exchange among health care
systems and outside service providers. These tools are capable
of improving care transitions, finding community resources
available within a specified radius of a patient’s home address,
providing a list of requests or interventions that have been
recommended for a patient or assigning a patient to a certain
referral program, and providing direct messaging between
clinical providers and community-based social service providers
for a warm handoff and coordination of complex cases. One
vendor describes options that clients have in creating and using
referral tools:

One tool that [we] developed is a search tool that
finds community resources given the SDH factors that
are at the highest risk. For example, using the
patient’s home address, we can look within say a
5-mile radius and show all of the transportation
services or all of the food pantries. In order to do so
our customers can build a list [themselves] or use a
third-party vendor that can compile a list that helps
them manage the rapidly changing community
landscape. Relying on a [third-party] vendor in this
space is a strategy that makes sense.

Further, the vendor has created a portal so that the health system
and the community service provider can communicate about
shared clients. One interviewee explained:

The portal was really to close that loop from a
community referral perspective so that they could be
on the same care team, they could share parts of the
record as appropriate, and they could even contribute
feedback by way of notes or simple assessments to
really round out the whole picture of someone’s care.

The vendor views such tools as a way of connecting to
community-based service providers that historically have not
used EHR products but that are integral to addressing the whole
health of a patient.

Other vendors also want to close the feedback loop with
information on whether patients followed through or benefited
from the referral and to have that information reflected in the
EHR. Typically, this is done by someone on the clinical care
team documenting that the referral has been fulfilled. However,
as one vendor observed, among community health clinics,
referrals are often made to a service offered within a clinic’s
facility or by phone to known community-based service
providers; as such, these interactions are not commonly
documented in the EHR. Vendors also recognized that there is
a lack of consistency in how referrals are documented or
managed across EHR systems due to variations in standards
implementation, proprietary designs, and also challenges with
simply making electronic referrals from health systems to
community service providers.

Vendors Varied in Their Ability to Provide Data
Analytics and Reporting
Similar to the use of referral products and capabilities, vendors
are still in the early stages of developing mechanisms for
analytics and reporting related to SDH. Three vendors
interviewed reported using SDH data from the EHRs for risk
stratification and outcome assessment. One mentioned the
specific use of SDH for reporting to Medicaid for VBC
incentives. Another described the use of analytics and reports
for following a patient’s progression but was unsure if there is
a specific mechanism for reporting SDH. Specifically, the
vendor noted concerns with maintaining flexibility in screening
tools available to clients and mapping those tools to the same
field for analysis. One vendor described strategic development
efforts to allow SDH to be included in existing report functions
with the goal of better enabling the identification of gaps in care
and population management.

In terms of assessing health outcomes, vendors report that
measuring both short-term outcomes, such as the completion
of the referral, and long-term outcomes, such as changes in
costs, utilization, and health outcomes, are difficult both
technically and due to challenges addressing SDHs. One vendor
has observed clients defining impacts in terms of quality metrics
such as reducing readmission rates or reducing emergency
department use; it reported that one client assessed outcomes
from the person’s perspective of their wellness.

To develop better analytic tools, one vendor has developed a
proprietary value set which it is analyzing for the development
of risk algorithms that incorporate SDH. It has found that SDH
indicators are highly concentrated among a third of the clients
or that 30% of clients have collected 90% of the SDH that have
been found in the data set. Further, it reports that 90% of what
is being collected is only for 13 types of SDH measures, namely
separation or divorce, death in the family, unemployment,
problems living alone, addiction in family, and caregiver roles;
less common are issues like homelessness or child abuse.

Coding Standards and Interoperability
Data standards are codes for the capture and exchange of
electronic health data that govern and ease their integration with
other data sets for analysis and use. Specifically, vendors report
the use of International Statistical Classification of Diseases
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and Related Health Problems, 10th Revision (ICD-10) and
accompanying Z-codes, Logical Observation Identifiers Names
and Codes (LOINC) and Systematized Nomenclature of
Medicine (SNOMED), and current procedural terminology
(CPT) codes, which are necessary for the standardized coding
of multiple aspects of the patient record [29-31]. To screen for
SDH, there are LOINC and SNOMED codes that cover the
same SDH domains; to assess or diagnose SDH, there are
SNOMED and ICD-10 codes that cover the same diagnosis; to
document an intervention on an SDH (ie, making a referral),
there are SNOMED and CPT codes that cover the same
procedures [32]. In addition to having multiple terminologies
of codes, there are also multiple codes within the same SDH
domain.

Due to a lack of standardization, vendors described challenges
with the multiplicity and ambiguity of coding SDH measures.
One vendor explained, “When looking at the ICD-9 codes, there
are about 45 codes that can be used for SDH and when you look
at cross-walking those there are about 127 codes in SNOMED
that link back to a SDH.” Another vendor described challenges
that emerge from the absence of standard terminology. For
example, since LOINC and SNOMED do not provide codes for
transportation assistance, practices may use a dummy CPT code
to track it.

Vendors reported that even with well-known tools like
PRAPARE, vendors must sometimes make idiosyncratic coding
decisions. In general, the PRAPARE tool has very specific
questions and answers—for example, a click list of options for
level of education that can link to LOINC terms for each of the
responses. Where the ambiguity arises is mapping questions
like, “What is the highest level of school you’ve finished?”
Although the LOINC and SNOMED answer options might be
the same, the vendor would not feel comfortable making the
decision to code to one terminology over the other. From the
vendor perspective, ideally PRAPARE would be hard coded to
a single standard to ensure consistency and interoperability.

Further, not all SDH information can be coded, and free-text
fields are frequently used. In spite of the tens of thousands of
codes among ICD, LOINC, and SNOMED, some vendors
commented that a lot of information that is collected cannot be
characterized by a given code and falls into free text. One vendor
explained:

In an ideal world all of this [SDH] information would
be collected in a codified way, and there would be a
table where they can see all of this information.

However, in the world today all of the information
can be variable in terms of where and how it is
collected. It sometimes comes up in the problem table,
but we have not begun to even look at the free-text
physician notes section, where they anticipate even
more information may be collected.

Three vendors reported that some depression surveys are
challenging to analyze because they combine yes/no questions
with free-text fields intended to capture more detailed
information about the patient. Clients appreciate being able to
capture these explanations from patients via the free text, in
spite of the challenges with codifying them.

In terms of interoperability, lack of standards in both what SDH
data is collected and how it is coded also makes its exchange
among health care providers difficult. While vendors can use
the Consolidated Clinical Document Architecture (C-CDA) to
make electronic referrals to community service providers and
support system-to-system exchange, one vendor explained that
the C-CDA does not codify specific SDH data elements.

Another vendor reported working on a project with some
Regional Health Information Exchange Organizations (RHIOs)
interested in receiving SDH data. They are starting with race
and ethnicity with the intent of sending additional information
as the project develops and anticipate other RHIOs will express
similar interest.

Finally, vendors described challenges with analysis of SDH
data due to lack of standardization. One vendor spoke of the
need to standardize or structure SDH data while preserving
client flexibility in its collection. An interviewee explained:

If the data is more structured, the analysis is easier.
If we have to scale to many clients, with many
different screening tools, our job is not to force into
one screening tool, but is to normalize the results of
the screening tools, so we can map food insecurity
tools A and B to the same field that can then be used
for analysis. As an IT vendor that kind of data
structure is very important.

Although clearly the benefit of standardization was viewed from
the perspective of the potential benefit to the vendor itself, it is
understood that generally better standardization would allow
health systems to better analyze and interpret SDH data in
clinical decision-making. Figure 3 depicts the chain reaction of
variability that leads to the lack of standardization and its limits
on the use of SDH data in patient care and population health
planning.
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Figure 3. Systemic variability leading to lack of standardization and usability of social determinants of health data. SDH: social determinants of health;
EHR: electronic health record; LOINC: Logical Observation Identifiers Names and Codes; SNOMED: Systematized Nomenclature of Medicine; ICD-10:
International Statistical Classification of Diseases and Related Health Problems, 10th Revision.

Vendor Recommendations on Standardization
Vendors in this sample indicated that in the absence of national
standards, clients are getting “pretty creative” in the collection
and use of SDH data. Vendors showed support for discussions
among vendors, standards bodies, and government organizations
to reduce ambiguity in the code sets, as well as to ensure all
voices are heard. Ultimately, several emphasized that vendors
must follow the recommendations that public agencies outline
and sought direction on standardized tools to collect SDH data,
standards for SDH data coding and interoperability, and
incentives for SDH data collection and use.

Standardized Tools to Collect Social Determinants of
Health Data
Vendors generally agreed that having standardized definitions
of SDH across all government programs would improve the
field from a research and analytics perspective. It would also
help vendors build tools that are more interoperable.
Specifically, if different federal programs can agree on a set of
measures, it would facilitate more standardization. For example,
one individual commented that, “The PRAPARE tool is great,
but the private sector does not seem to be open to it, and it is
not an exact match to some of the other national programs
already, so there is some disconnect there” that leads to the
implementation of differing SDH tools across health systems.

Standards for Social Determinants of Health Data
Coding and Interoperability
Vendors encouraged the use of standard terminology to enable
interoperable exchange of SDH-related data. In some cases,
more than one standard is assigned to a particular data element.
Vendors would appreciate guidance on the preferred standard
to be used for a minimum set of data elements. However, they
also caution that not all elements can be codified, and how a
specific tool is implemented in the EHR should be at the client’s
discretion. In particular, this relates to making determinations
about the tools that are most useful to their practices, with the
recognition that the data they capture must roll up to meet
federal reporting standards.

Vendors are involved in discussions and workgroups related to
SDH standards that promote data capture and interoperability
(Textbox 1). Some participated in national standards
development organization activities like the Health Level-7
International C-CDA standards workgroup. Some were involved
with nongovernmental initiatives such as one led by the Social
Interventions Research & Evaluation Network (SIREN) to
improve interoperability of SDH data in EHRs [33]. Finally,
vendors continue to engage in industry efforts focused on health
information exchange. One vendor reported participation in an
industry-wide interoperability initiative called Carequality that
grew out of the Sequoia Project [34].
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Textbox 1. Two vendors’ views on their role in creating coding standards.

Yes, we have a role to play [in developing standards for coding social determinants of health data], but we also want
to be cognizant of the optics and want other vendors to participate. We don’t want to be perceived as commandeering
the narrative.

It’s hard as an [information technology] company to push a standard, because others may perceive it as bias. When
an open standard for social determinants is pushed from a national group it is better and that’s something we support.

Incentives for Social Determinants of Health Data
Collection and Use
From the demand side, clients drive demand, investment, and
more development, as do policies, including incentives and
VBC programs. However, vendors wonder whether the
incentives will be fair and whether SDH collection is a fad
versus a priority with longevity. One vendor posed the question
of whether SDH will come to be as large a movement as quality
improvement was for health care.

Discussion

Principal Findings
Vendor systems and their functionalities are the result of the
multiple, interrelated forces of federal policy and regulation,
client demand, and the vendors’ own strategic vision for
opportunities in the health care system. Through interviews
with vendors, we explored the roles of client demand and federal
policies related to SDH capture and use. We also explored issues
related to use of standards and interoperable information sharing,
use cases for SDH to improve clinical care and processes, and
potential avenues for growth in use of SDH data. In doing so,
we see the influence of numerous stakeholders—federal, state,
and local policy makers; health systems; social services systems;
health information technology vendors; and patients—on the
development of SDH-related products in EHRs (Figure 4).
Health information technology companies that serve as EHR
vendors must adhere to federal policies set out by ONC, and
health care systems and the delivery models they use must
adhere to federal policies set out by CMS (among others) as
well as state and local health-related policies. Both types of
stakeholders may also have some influence on such policies as
well. The SDH-related products that vendors make to enable
population analysis, advanced analytics, and referrals and care

transitions seek to better integrate care delivered in health care
settings with social services outside of those settings, thereby
addressing patients’ nonmedical needs. Yet many interests,
policies, and products need to align in order for this to happen.

In this study, we found that even among vendors with large
market shares in both ambulatory and inpatient settings, SDH
is a new area for investment, and there is room for growth in
terms of product development and analytic capacity. While all
vendors interviewed use or have enabled some SDH data
collection screening instruments or measures in their EHR
platform, they vary in terms of capacity to track referrals and
analyze data. Vendors activities also ranged from simply seeking
to help clients meet regulatory obligations to those engaged in
research to develop products that will help clients better target
and address needs, including those related to SDH, of their
patients.

Vendors identified a number of challenges primarily with
analyzing SDH data and sharing them among health systems.
This includes challenges with multiple overlapping but distinct
performance metrics and indicators across various federal and
state programs, lack of agreement on mapping SDH measures
to codes, and lack of codes for all measures. Finally, there is a
general problem with interoperability among different health
care systems that makes sharing and using SDH data difficult.
Vendors appear to have taken a role in resolving these
challenges through participation in policy development,
standardizing bodies, and vendor-specific solutions and
decisions. With the lack of policy regulations around SDH data,
product-specific decisions may end up being de facto policies
given the market share of particular vendors. However, vendors
appear ready for formal policymaking discussions to seek
solutions that may further promote the integration of SDH data
into mainstream health care delivery.
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Figure 4. Stakeholders that inform vendors’ social determinants of health–related products in electronic health records. CMS: Centers for Medicare
and Medicaid Services; ONC: Office of the National Coordinator for Health Information Technology; FQHC: Federally Qualified Health Center; CHC:
community health center; PCMH: patient-centered medical home; ACO: Accountable Care Organization; EHR: electronic health record.

Limitations
The findings from this study are based on a purposive,
qualitative sample with a small number of vendors. They are
not intended to represent the state of the EHR field at large but
rather to help identify trends in the development and use of
SDH screening tools and data among vendors with considerable
stake in this area given their market shares in inpatient and
outpatient settings. The study was also limited to vendors we
could reach during a limited study period. With more time, we
would have sought more input from representatives working
on this increasingly commercialized component of health care
systems.

Conclusions
In order to advance the collection and use of SDH data in health
care settings through EHRs, the findings from this study suggest
at least three next steps:

• Identify core SDH measures where standard development
is still needed. For example, since LOINC and SNOMED
do not provide codes for transportation assistance, additional
code development may be needed.

• Provide guidance on preferred terminology standards for
some SDH measures. For example, since education and
bereavements have several codes that can be used, providing
guidance on preferred terminology would eliminate vendors
and health care organizations making idiosyncratic coding
choices.

• Identify standards for a subset of SDH measures that health
systems can routinely collect through EHRs. Building upon
earlier work by ONC to require certified EHRs to collect
SDH measures such as race and ethnicity, initiatives to
develop standards around specific SDH domains may help
encourage their widespread use in EHRs. SIREN and its
Gravity Project are a current example of such an effort.
This national collaborative seeks to promote interoperable
documentation of three priority SDH domains: food
security, housing stability and quality, and transportation
[35].

This study has shown that in the absence of standardization of
SDH screening instruments, measurements, and codification,
EHR vendors will provide their clients multiple options and
flexible tools to meet their varying needs and interests. We were
limited to a small number of vendors that we could reach in a
short time frame, but the vendors have large market shares and
were consistent in the need to remain adaptable and responsive
to client needs and federal and state requirements. They
appreciated the potential for standardized SDH data to identify
patients with high social need, improve care coordination
between health care providers and community service providers,
and build further evidence on the connections between SDH
and health outcomes through better data analytics and population
health management. Vendors and providers seek approaches
that balance the use of existing data with the need to collect
standardized new data in order to streamline the integration of
SDH data in providers’ workflow and create a holistic picture
of patients that may ultimately reduce health disparities.
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Abstract

Background: Health information exchange (HIE) among care providers who cooperate in the treatment of patients with diabetes
mellitus (DM) has been rated as an important aspect of successful care. Patient-sharing relations among care providers permit
inferences about corresponding information-sharing relations.

Objectives: This study aimed to obtain information for an effective HIE platform design to be used in DM care by analyzing
patient-sharing relations among various types of care providers (ToCPs), such as hospitals, pharmacies, and different outpatient
specialists, within a nationwide claims dataset of Austrian DM patients. We focus on 2 parameters derived from patient-sharing
networks: (1) the principal HIE partners of the different ToCPs involved in the treatment of DM and (2) the required participation
rate of ToCPs in HIE platforms for the purpose of effective communication.

Methods: The claims data of 7.9 million Austrian patients from 2006 to 2007 served as our data source. DM patients were
identified by their medication. We established metrics for the quantification of our 2 parameters of interest. The principal HIE
partners were derived from the portions of a care provider’s patient-sharing relations with different ToCPs. For the required
participation rate of ToCPs in an HIE platform, we determine the concentration of patient-sharing relations among ToCPs. Our
corresponding metrics are derived in analogy from existing work for the quantification of the continuity of care.

Results: We identified 324,703 DM patients treated by 12,226 care providers; the latter were members of 16 ToCPs. On the
basis of their score for 2 of our parameters, we categorized the ToCPs into low, medium, and high. For the most important HIE
partner parameter, pharmacies, general practitioners (GPs), and laboratories were the representatives of the top group, that is,
our care providers shared the highest numbers of DM patients with these ToCPs. For the required participation rate of type of
care provide (ToCP) in HIE platform parameter, the concentration of DM patient-sharing relations with a ToCP tended to be
inversely related to the ToCPs member count.

Conclusions: We conclude that GPs, pharmacies, and laboratories should be core members of any HIE platform that supports
DM care, as they are the most important DM patient-sharing partners. We further conclude that, for implementing HIE with
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ToCPs who have many members (in Austria, particularly GPs and pharmacies), an HIE solution with high participation rates
from these ToCPs (ideally a nationwide HIE platform with obligatory participation of the concerned ToCPs) seems essential.
This will raise the probability of HIE being achieved with any care provider of these ToCPs. As chronic diseases are rising because
of aging societies, we believe that our quantification of HIE requirements in the treatment of DM can provide valuable insights
for many industrial countries.

(JMIR Med Inform 2019;7(2):e12172)   doi:10.2196/12172

KEYWORDS

health information exchange; professional-patient relations; diabetes mellitus; Austria

Introduction

Background
Health information exchange (HIE) has been found to improve
quality of care in general [1], and it constitutes an important
aspect of the successful treatment of diabetes mellitus (DM) in
particular [2-6]. Common HIE solutions are disease-specific
DM information systems [2,6], as well as general HIE platforms
at the regional [7] or national [8] level.

The characteristics of DM patient-sharing relations among care
providers can provide useful information for the design and
selection of an efficient HIE solution for the treatment of DM.
According to Barnett et al, the likelihood of 2 care providers
having an information-sharing relation increases with the
number of patients they share [9]. Generalizing this finding
from individual care providers to types of care providers
(ToCPs), such as general practitioners (GPs), pharmacies,
hospitals, and different types of specialists, we reason that those
ToCPs with whom care providers share most of their DM
patients should be integral parts of HIE solutions for DM
treatment. Furthermore, the concentration of DM patient-sharing
relations among different ToCPs allows inferences about the
required participation rates of ToCPs in HIE solutions. As we
will explain in the section entitled Measurement of the required
participation rates of ToCPs in an HIE solution, concentration
values and required participation rates are inversely related.

Earlier work addressed the associations of patient-sharing
relations with health care expenditure, utilization, quality of
care [10], interacting drug prescriptions [11], as well as
medication costs and patient health status [12]. To our
knowledge, patient-sharing networks (PSNs) have not yet been
analyzed to gain insights for HIE solutions, except for an earlier
study we performed on the use of the Austrian electronic health
record system ELGA (acronym for German Elektronische
Gesundheitsakte) [13].

Objectives
This study spans across a wider range of aspects than the study
by Sauter et al [13]: we now consider all ToCPs who provided
health services to our patient cohort rather than considering
primary care physicians alone. We also added an analysis of
the concentration of patient-sharing relations among different
ToCPs, and we suggest a corresponding metric for this purpose.
We now focus on DM to the extent that DM care teams depend
on HIE [2-6], and thus minimize the inclusion of data concerning
random relations among care providers who treat the same
patient for unrelated reasons.

We present, for the first time, a comprehensive quantification
of the requirements for HIE in the treatment of DM patients,
on the basis of a nationwide dataset. The aims of this report
were the following:

1. To identify the most important HIE partners of the different
ToCPs involved in DM treatment on a large scale by
analyzing DM patient-sharing relations among care
providers on a nationwide basis in Austria.

2. To identify the required participation rate of ToCPs in HIE
solutions to achieve effective communication among care
providers in the context of DM management, by analyzing
the concentration of DM patient-sharing relations among
ToCPs.

These characteristics of DM patient-sharing relations can serve
as input for the design of HIE solutions, and they can serve as
a decision-making aid for care providers in selecting the most
suitable HIE platform when several competing platforms exist
in their area. We aim to obtain information concerning the
required participants and participation rates of HIE solutions
for the treatment of DM. Details of implementation, such as
system architecture, interface design, or security mechanisms
are not included in the scope of this work.

Methods

Data Source
Deidentified claims data of the Main Association of Austrian
Social Security Institutions constituted our data source. These
included outpatient (GPs, specialists, and pharmacies) as well
as inpatient care (see Table 1 for numbers of care providers per
type of care provider, ToCP) of 7.9 million persons from all
age groups, who were insured by one of the public Social
Security Institutions in Austria and had one or more contacts
with a care provider between 2006 and 2007. Around 95% of
the Austrian population at the time are covered by the database.
The small gap results from a few insurance carriers not covered
by the database and patients excluded because of inconsistent
data for gender or year of birth.

This study was approved by the ethics committee of the Medical
University of Vienna (#1903/2017).

All database queries and calculations were implemented using
PostgreSQL version 9.4 (PostgreSQL Global Development
Group). In total, our SQL script had 858 lines. The calculation
of our concentration metrics usual provider cooperation (UPCo)
and concentration of cooperation (COCo) is shown in
Multimedia Appendix 1.
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Identification of Study Patients
The Austrian health care system does not prescribe the
documentation of outpatient diagnoses for reimbursement
purposes. Therefore, we identified DM patients on the basis of
their medication. In other words, we focused on DM patients
undergoing pharmaceutical treatment.

Patients were eligible when at least two diabetes-specific
medications had been dispensed to them between 2006 and
2007. In accordance with Chini et al, 9 ATC (Anatomical
Therapeutic Chemical Classification System with Defined Daily
Doses) codes of the groups A10A: insulins and analogues and
A10B: oral antidiabetics were considered diabetes-specific [14].

Patients below 20 years of age in 2006 were excluded (0.90%
(2964/329,313) of our cohort) as, in contrast to older patients,
this age group could not be validated well in comparison with
a reference population [4]. Patients with missing data about
their age (0.49% [1646/329,313] of our cohort) were also
excluded.

Identification of Study Care Providers
We considered all public care providers (those having a contract
with a public Austrian Social Security Institution) who provided

one or more services to this study’s patients between 2006 and
2007. The ToCP was known in each case. Hospital data were
available for inpatient visits but not for walk-in clinics (such as
DM ambulances). Dentists were not considered as a substantial
part of their services is paid privately by patients, and we lacked
the corresponding data.

Measuring the Need for Health Information Exchange
Among Types of Care Providers
Our basic assumption is that the need for HIE with a ToCP is
directly related to the number of patients shared with the ToCP.
The underlying rationale is that the more patients a care provider
shares with other care providers of a particular ToCP, the more
external information is generated by this ToCP for the care
provider’s patients, and the more important it becomes for the
care provider to establish HIE with the respective ToCP.

We originate from the PSNs [15] of each care provider.
Compared with the study by Landon et al [15], the PSNs are
reduced to the patient-sharing relations between the observed
index care provider and other linked care providers, as the
patient-sharing relations among the linked care providers are
not relevant for our metrics. Figure 1 explains how we derived
patient-sharing portions among ToCPs from the PSNs.

Figure 1. A total of 3 reduced patient-sharing networks (PSNs) are presented. (a) The care providers on the left of each PSN are referred to as the index
care providers, whereas the care providers on the right of each PSN are termed linked care providers. An edge between a patient and a linked care
provider means that this patient is shared between the index care provider and the linked care provider. Hence, the PSNs show 3 index health care
providers of the same ToCP (type of care provider; blue) sharing patients with linked care providers from 3 ToCPs (blue, orange, green). (b) Linked
care providers are aggregated per ToCP (shown as colored triangles); an edge between a patient and a linked ToCP means that this patient is shared
among the index care provider and at least one linked care provider of this ToCP. Patient-sharing relations are colored according to the linked care
providers’ ToCPs. (c) Shared patients per linked ToCP are calculated; edges depict the proportions (percentages) of patients shared by the index care
provider with each linked ToCP. (d) Index care providers are aggregated per ToCP (here only blue is available); edges depict the typical (median)
percentages of patients shared with linked ToCPs (here blue, orange, and green).
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Measuring the Required Participation Rates of Types
of Care Providers in a Health Information Exchange
Solution
We see the concentration of DM patient-sharing relations among
ToCPs as an indicator that is inversely related to the ToCPs’
required participation rates in an HIE solution. If, for example,
each DM patient of a care provider gets her medication at a
different pharmacy, a broad participation of pharmacies in the
HIE will be necessary to allow the exchange of medication data
with practically any pharmacy that a DM patient might visit.
However, if a care provider’s DM patients are referred to a small
number of laboratories, the care provider might get by with an
HIE solution with restricted participation of laboratories as long
as it covers the laboratories typically visited by her DM patients.

In this study, 2 care providers who share 1 or more patients are
referred to as cooperating care providers. For measuring the
COCo among care providers, we were inspired by the existing
metrics for the quantification of the continuity of care [16,17].
From the usual provider continuity (UPC) [17] that is the most
frequently applied continuity of care (COC) index in literature
[18], we derived our new metric UPCo by exchanging UPC’s
patient contacts with patient-sharing relations. The new metric
is then defined in the following manner:

UPCo = n i / N

ni is the number of patients the index care provider shares with
the usual linked care provider, and N is the total number of
patient-sharing relations between the index care provider and
all linked care providers in a specific time period. We determine
a usual linked care provider for each ToCP and define the usual
linked care provider for ToCP X (following a typical UPC
procedure) as the linked care provider of ToCP X with whom
the index care provider shares the highest number of her patients.
If 2 or more linked care providers share the same maximum
number of patients with the index care provider, 1 of them is
arbitrarily chosen as the usual linked care provider, whereas the
others are treated as regular linked care providers. The UPCo
for ToCP X then reflects the percentage of an index care
provider’s patient-sharing relations within ToCP X that are
associated with the usual linked care provider of ToCP X.

Figure 2 explains how we derived typical UPCo values among
ToCPs from the PSNs.

As a crosscheck of the robustness of our UPCo measurements,
we additionally calculated a second metric derived from the
frequently used COC [16]. The corresponding results were very
similar to the UPCo measurements (see Multimedia Appendix
2 for details).

Figure 2. Calculation of typical usual provider cooperation (UPCo) values. (a) We originate from the same patient-sharing network as shown in Figure
1 a. (b) Index care providers’ usual linked care providers (shown as enlarged dots) are determined separately for each ToCP (type of care provider),
thereby ties are broken randomly. Patient-sharing relations are colored according to the linked care providers’ ToCPs; relations with the usual linked
care provider are emphasized additionally. (c) UPCo values (depicted on edges both as proportions and percentages) are calculated for each ToCP. By
way of an example, the UPCo value of 75% in the topmost network indicates that 3 out of 4 patient-sharing relations between the first index care provider
and the linked blue care providers are shared with the usual linked blue care provider. (d) Index care providers are aggregated per ToCP; edges depict
the typical (median) UPCo values with linked ToCPs. Trivial UPCo values of 100% in case of an index care provider who shared only 1 single patient
with only 1 single-linked care provider within a particular ToCP were not considered in our analysis. This was the case in 5.7% of the patient-sharing
relations between index care providers and linked ToCPs.
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Results

Identified Study Patients
We identified 324,703 DM patients (3.92% (324,703/8,280,711)
of the mean Austrian population between 2006 and 2007) who
satisfied our inclusion and exclusion criteria (see section
Identification of study patients).

Identified Study Care Providers
We identified 12,226 care providers who satisfied our inclusion
and exclusion criteria (see section entitled Identification of study
care providers). Table 1 shows the distribution of these
providers across the different ToCPs.

Need for Health Information Exchange Among Types
of Care Providers
Figure 3 shows the results of the procedure described in Figure
1, that is, the median portions of DM patients shared by care
providers of any 2 ToCPs.

The rows of Figure 3 show median portions of patients shared
by an index care provider of a particular ToCP. As an example,
the row entitled GP shows how many of her patients a GP
typically shares with linked care providers of each ToCP. The
columns of Figure 3 show median portions of patients shared
with a linked care provider of a particular ToCP. For instance,
the column entitled GP shows how many of their patients the
index care providers of each ToCP typically share with a GP.

The bottom right cell of Figure 3 shows that the average median
percentage of DM patients shared by our index care providers
with any single-linked ToCP was 41%. According to the
right-most column entitled Mean, the corresponding range was
between 35% (GPs, pharmacies) and 46% (physical medicine).

According to the bottom row entitled Mean, linked ToCPs
differed strongly in the average median percentages of patients
that index care providers shared with them. We grouped the
linked ToCPs according to these portions and assigned each of
them to 1 of the 3 categories: (0%-33%), (33%-66%), and
(66%-99%), on the basis of the observed range. Pharmacies
(99%), GPs (97%), and laboratories (86%) were located in the
top category. Radiologists (62%), ophthalmologists (58%),
hospitals (56%), and internal medicine specialists (46%) were
assigned to the middle category. All other linked ToCPs
belonged to the bottom category.

We noted similar values within each column of Figure 3, except
for the main diagonal. This means that the number of patients
shared with any single-linked ToCP was similar for all index
ToCPs. In most cases, cells along the main diagonal of Figure
3 contain low values compared with the other values in their
column. In other words, care providers usually share more of
their patients with care providers of other ToCPs than with their
own ToCP.

Required Participation Rates of Types of Care
Providers
Figure 4 shows the results of the procedure described in Figure
2, that is, the median UPCo values among care providers of any
2 ToCPs.

The bottom right cell of Figure 4 shows that the average median
concentration of our index care providers’ shared patients on
the usual linked care provider of any single-linked ToCP was
34%. The strongest deviations (compare right-most column
mean) from this average occurred for laboratories (17%) and
pharmacies (44%).

Table 1. Numbers of study care providers per type of care provider.

nType of care provider

4892General Practitioner

2240Pharmacy

949Internal medicine

778Gynecology

510Ophthalmology

441Surgery

407Orthopedics

391Neurology/psychiatry

329Dermatology

299Otolaryngology

277Radiology

258Urology

165Pulmology

132Hospital

102Laboratory

56Physical medicine
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Figure 3. Typical (median) portion of patients shared by an index care provider of the ToCP shown in the leftmost column, with linked care providers
of the ToCP shown in the topmost row. ToCPs are sorted by the number of care providers per ToCP (compare Table 1). Cells are color-coded with
colors ranging from dark green for high values to dark red for low values. Intermediate values are shown in graded color intensities. The bottom row
and the right-most column show the mean value of the corresponding column’s respectively row’s values. As a measure of variance, interquartile ranges
are given in Multimedia Appendix 3. GP: general practitioner; pharm: pharmacy; int med: internal medicine; gynaec: gynecology; ophthalm: ophthalmology;
surg: surgery; orthop: orthopedics; neurol/psych: neurology/psychiatry; dermat: dermatology; otolaryng: otolaryngology; radiol: radiology; urol: urology;
pulm: pulmology; hosp: hospital; lab: laboratory; phys med: physical medicine.

Figure 4. Typical (median) UPCo values of an index care provider of the ToCP shown in the left-most column with a linked care provider of the ToCP
shown in the topmost row. ToCPs are sorted by the number of care providers per ToCP (compare Table 1). Cells are color-coded with colors ranging
from dark green for high values to dark red for low values. Intermediate values are shown in graded color intensities. The bottom row and the right-most
column show the mean value of the corresponding column’s respectively row’s values. As a measure of variance, interquartile ranges are given in
Multimedia Appendix 3. GP: general practitioner; pharm: pharmacy; int med: internal medicine; gynaec: gynecology; ophthalm: ophthalmology; surg:
surgery; orthop: orthopedics; neurol/psych: neurology/psychiatry; dermat: dermatology; otolaryng: otolaryngology; radiol: radiology; urol: urology;
pulm: pulmology; hosp: hospital; lab: laboratory; phys med: physical medicine.

The bottom row entitled mean shows the range of average
median UPCo values with the different linked ToCPs. We
grouped the linked ToCPs according to these values and
assigned them to 1 of the 3 categories: (8%-25%), (25%-42%),
and (42%-58%), on the basis of the observed range.

Physical medicine (58%), pulmology (45%), and urology (42%)
were located in the top category. GPs (8%) and pharmacies
(14%) were the only ToCPs in the bottom category. All other
ToCPs were assigned to the middle category.

Overall, Figure 4 shows a rather smooth increase of UPCo
values from left to right. This seems to indicate that the
concentration of patient-sharing relations is associated with the
number of care providers per linked ToCP. The row entitled
lab shows unusual values in this respect; they indicate that the

laboratories’ concentration of patient-sharing relations with
other ToCPs is rather constantly low, regardless of the number
of care providers per linked ToCP.

Discussion

Material and Methods
We relied on an established research database as our main data
source. The database has been successfully used in various
earlier research projects related to HIE [4,13,19]. This study’s
population of DM patients was shown to be plausible, on the
basis of a comparison with the Austrian Health Survey of
2006/07 [4].

The UPCo and COCo (see Multimedia Appendix 2) metrics
used to measure the concentration of patient-sharing relations

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e12172 | p.166http://medinform.jmir.org/2019/2/e12172/
(page number not for citation purposes)

Duftschmid et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


were simple to calculate and could thus be easily implemented
in PostgreSQL. Selecting the linked care provider with whom
the index care provider shared the highest number of her patients
as the usual provider in the calculation of the UPCo seems
reasonable to us when aiming for a measure for the
concentration of patient-sharing relations.

Barnett and coworkers showed that the likelihood of a
professional relationship between 2 care providers increases
with the number of patients shared between them [9]. According
to the authors, 9 or more shared patients indicate an actual
professional relationship with a likelihood of more than 80%.
We did not apply a minimum number of shared patients to
consider a relationship between 2 care providers as our focus
was on HIE with ToCPs. If, for example, a care provider shares
each of her patients with a different pharmacy, pharmacies will
still be an important HIE partner in our context, and it will be
important to know that the COCo with pharmacies is low for
this care provider.

We did not perform a stratified analysis for different patient
attributes such as age and gender, as it would not provide useful
conclusions for our research question. Each care provider
typically treats a variety of patients with different characteristics
and should be covered by a single HIE solution that is most
suitable for all her patients. For HIE solutions that are optimized
for different patient groups, it would not be realistic for a care
provider to use multiple HIE solutions in parallel.

Need for Health Information Exchange Among Types
of Care Providers
Ideally, each care provider involved in the treatment of DM
patients would have access to an HIE platform that would allow
her to exchange any health information with any care provider
of any type. However, in current practical settings, this is usually
not the case. As current platforms typically provide only partial
HIE (ie, the content of selected ToCPs is shared or a subset of
care providers participates in the HIE platform), it seems
reasonable to categorize ToCPs according to their relevance for
HIE. This knowledge could help to determine priorities for
integrating ToCPs in an HIE platform.

According to Figure 3, we interpret pharmacies, GPs, and
laboratories as HIE partners of high priority for any care
provider involved in DM treatment insofar as the highest
portions of patients are shared with them (compare the columns
GP, lab, and pharm. in Figure 3). It should be noted that
patient-sharing portions with laboratories are highly variable
(compare interquartile ranges for the column entitled lab in
Multimedia Appendix 3). In other words, laboratories might
not be top priority HIE partners for all care providers.

Radiologists, ophthalmologists, hospitals, and internal medicine
specialists might be classified as HIE partners of middle-rate
priority in DM treatment. Variations are rather high among
radiologists and internal medicine specialists (compare
interquartile ranges for the corresponding columns in
Multimedia Appendix 3), which means that they might be less
important HIE partners for some care providers. Rather, a few
DM patients are shared with all other ToCPs compared with

the ToCPs rated as high or middle-rate priority (see above);
thus, HIE will be needed less frequently here.

For an exemplary application of this study’s results, we analyzed
the recently introduced Austrian electronic health record (EHR)
system ELGA [20] for its suitability in the treatment of DM.
ELGA currently supports the exchange of (1) medication data
prescribed by any ToCP and dispensed by pharmacies, (2) lab
reports generated by hospital-based and outpatient laboratories,
(3) radiology reports generated by hospitals and outpatient
radiologists, and (4) hospital discharge letters. In other words,
ELGA covers all ToCPs whom we rated as high-priority or
medium-priority HIE partners, although GPs, ophthalmologists,
and internal medicine specialists currently might only feed
medication data into ELGA.

The fact that care providers typically share more of their patients
with care providers of other types than with their own type
(compare main diagonal of Figure 3) might primarily be
explained by the fact that the payment systems of most Austrian
social health insurances limit the access to care providers per
ToCP (only 1 care provider per ToCP might be accessed during
1 accounting period).

Required Participation Rates of Types of Care
Providers
In view of the postulated inverse relation of UPCo values with
required participation, GPs and pharmacies would require high
participation rates in the HIE platform. High participation rates
might also be recommended for members of the middle UPCo
category (int. med., gynec., ophthalm., dermat., orthop., radiol.,
neurol./psych., otolaryng., hosp., lab., and surg.). These desired
participation rates could be reliably achieved by means of a
national HIE platform with obligatory participation of the
aforementioned ToCPs. In Austria, ELGA ensures this condition
through obligatory participation of all public care providers.

The apparent association of the concentration of patient-sharing
relations with the number of care providers per linked ToCP
seems intuitive. For instance, if 1 of our index care providers
shared DM patients with a linked ToCP of physical medicine,
the patients could choose among only 56 physical medicine
specialists. If we assume that care providers of a ToCP are
distributed rather evenly in geographic terms (public care
providers should reasonably be distributed in a way that allows
them to be accessed homogeneously by the entire population),
the 56 physical medicine specialists will usually be located
farther apart from each other than the 4892 GPs. It would thus
be obvious that many of the index care providers’ patients
concentrated on the physical medicine specialist who is located
closest to the index care provider. This would explain the high
UPCo values in the column entitled phys. med. in Figure 4. In
contrast, DM patients shared with GPs would naturally be
divided among several different GPs located in close vicinity
to the index care provider. This would explain the low UPCo
values in the column entitled GP in Figure 4.

Another explanation for the characteristics of Figure 4 could
be the patient sending/receiving role of the ToCPs. For instance,
GPs and internal medicine specialists have a patient sending
role. They act as gatekeepers and are the first to be visited by
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a DM patient in a treatment chain. When the patients of a GP
have to visit other care providers in due course, similar patterns
in selecting these care providers (and thus high UPCo values)
could result from recommendations of the GP. In contrast, a
care provider with a patient receiving role (such as laboratories
and pharmacies) has less influence on whose patients are sent
to her, resulting in low UPCo values. This explanation would
be in accordance with the high UPCo values in the rows entitled
GP and int. med. in Figure 4, and it would be in accordance
with the low UPCo values in the row entitled lab. However, it
would be in conflict with the high UPCo values in the row
entitled pharm..

Related Work
In the context of diabetes-specific HIE, several authors
concentrated on the patients’ role in information sharing [21,22].
HIE between DM patients and care providers was examined
with a focus on sharing medication data [23], email
communication [24], and patient preferences [25].

Koopman and coworkers name a set of data elements that are
relevant for outpatient family physicians and general internal
medicine physicians in the treatment of DM patients [26].
However, they neither address how these data elements were
identified nor address which ToCPs should deliver the
corresponding values.

Huebner-Bloder and coworkers identified 446 relevant data
elements in the treatment of DM and grouped these in 9
categories [27]. They used a triangulation design that was mainly
based on documentation analysis in 3 DM outpatient clinics
and interviews with 6 internists specialized in DM. The
identified data elements originate from GPs, internal medicine
physicians, ophthalmologists, nephrologists, neurologists,
gynecologists, psychiatrists, dermatologists, hospitals,
laboratories, and from the patient’s self-monitoring. The ToCPs
identified by them as being relevant in the treatment of DM
thus constitute a subset of our ToCPs, except for nephrologists
(who are a part of the ToCP internal medicine in our claims
data) and patient-reported data (not considered in our claims
data).

According to Joshy and Simmons, HIE between systems of GPs
and hospitals are crucial factors for the success of DM
information systems [2]. They further state that “pharmacy data,
lab measurements, retinal screening, and home blood glucose
monitoring data are increasingly being linked into diabetes
information systems.” This fits with this study’s results insofar
as we identified GPs, pharmacies, and laboratories as
high-priority HIE partners in the treatment of DM, as well as
hospitals and ophthalmologists as middle-priority HIE partners.
Patient-reported data were not considered in this study.

Existing HIE platforms only partly cover the information needs
of care providers. According to a recent study, only 58% of the
analyzed DM information systems provided HIE with hospitals,
22% provided HIE with primary care, and only 3% provided
HIE with hospitals and primary care [28]. In their review of
regional HIE platforms, Mäenpää et al conclude that the latter
provide inadequate access to patient-relevant clinical data [29].
Nationwide EHR systems, which are operated as national HIE

platforms in 59% of the European World Health Organization
member states [30], are typically restricted to the exchange of
patient summaries or selected document types [8].

Limitations
One of our basic assumptions was that those ToCPs with whom
care providers share most of their DM patients should be
considered high-priority HIE partners. Even though this
assumption seems intuitive, in the individual case, there might
also be care providers from ToCPs with low patient-sharing
portions, who possess patient information of high importance.
Furthermore, the need for HIE might differ among certain
combinations of ToCPs and thus not be naturally reflected by
patient-sharing rates. As an example, laboratories typically share
98% of their DM patients with GPs, whereas GPs only share
77% of their patients with laboratories (compare Figure 3).
Nevertheless, it might be more important for the GP to receive
a lab result (and then add it to the patient’s local EHR) than for
the laboratory to electronically receive the request for a
particular test (this could probably also be solved conventionally
without serious detriment).

Hospital visits could only be considered from the inpatient
domain in our analysis; data from hospital outpatient
departments were not included in our data source. As hospital
outpatient departments are frequently visited by Austrian DM
patients, hospitals are probably underrepresented as ToCPs in
this study. Furthermore, visits to private care providers were
not taken into account as the corresponding data were
incomplete in our data source. This might have led to an
underrepresentation of those ToCPs with large numbers of
private care providers in Austria, such as physical medicine,
surgery, and neurology/psychiatry.

We only focused on DM patients; therefore, our insights
concerning HIE can only be applied to the treatment of DM.
However, as a next step, we intend to repeat the analysis for
other chronic diseases to see whether there are general patterns
related to the design and selection of HIE platforms in the
treatment of chronically ill patients.

Conclusions
The results of this study provide insights for 2 different types
of actors in the HIE of DM patients.

First, implementers and providers of HIE platforms who strive
to support DM treatment should ensure that they integrate GPs,
pharmacies, and laboratories from the start, as these constitute
HIE partners of high priority for all ToCPs. Radiologists,
ophthalmologists, hospitals, and internal medicine specialists
should be integrated into the HIE platforms in the second step.
The remaining ToCPs seem to be HIE partners of lower priority
in the treatment of DM and could thus be integrated in the final
step, if resources permit. Furthermore, this study’s results seem
to suggest that DM patients shared with ToCPs who have many
members (in our case, particularly GPs and pharmacies) are
divided among many different care providers of these ToCPs.
We conclude that, for implementing HIE with ToCPs who have
many members, it would be essential to have an HIE solution
with high participation rates of these ToCPs (ideally a
nationwide HIE platform with obligatory participation of the
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concerned ToCPs). This would increase the chances of HIE
with any cooperating care provider of these ToCPs.

In Austria, ELGA satisfies these demands and thus serves as a
suitable HIE platform for DM treatment. It could become even
more useful if, besides medication data, further information
registered by GPs, ophthalmologists, and internal medicine
specialists was provided.

Second, care providers using a DM-specific HIE platform might
gain insights from this study’s results for their index ToCP (ie,
their row of Figure 3 and Figure 4). This study’s results provide
information about a care provider’s general DM-related HIE
characteristics with respect to all linked ToCPs. For instance,
radiologists seem to be important HIE partners for orthopedists

as they typically share 85% of their DM patients with
radiologists, according to the row entitled orthop. in Figure 3.
However, for hospitals, radiologists appear to be HIE partners
of rather low priority (only 44% shared DM patients).
Furthermore, the rather constantly low UPCo values of
laboratories indicate that a laboratory’s shared DM patients are
usually divided among several care providers for each linked
ToCP. This suggests that, in the context of DM treatment in
Austria, laboratories benefit from being connected to an HIE
solution with high participation rates of other ToCPs. Being
able to transmit test results to practically any requesting care
provider via the HIE solution will widen the laboratory’s
catchment area of cooperating care providers and thus be
commercially useful.
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Abstract

Background: As the availability of interoperable electronic health records (iEHRs) or health information exchanges (HIEs)
continues to increase, there is greater need and opportunity to assess the current evidence base on what works and what does not
regarding the adoption, use, and impact of iEHRs.

Objective: The purpose of this project is to assess the international evidence base on the adoption, use, and impact of iEHRs.

Methods: We conducted a systematic review, searching multiple databases—MEDLINE, Embase, and the Cumulative Index
to Nursing and Allied Health Literature (CINAHL)—with supplemental searches conducted in Google Scholar and grey literature
sources (ie, Google, Grey Literature Report, and OpenGrey). All searches were conducted in January and February 2017. Articles
were eligible for inclusion if they were published in English, were published from 2006 to 2017, and were either an original
research study or a literature review. In order to be included, articles needed to focus on iEHRs and HIEs across multiple health
care settings, as well as on the impact and effectiveness of iEHR adoption and use.

Results: We included 130 articles in the synthesis (113 primary studies, 86.9%; 17 reviews, 13.1%), with the majority focused
on the United States (88/130, 67.7%). The primary studies focused on a wide range of health care settings; the three most prevalent
settings studied included acute care (59/113, 52.2%), primary care (44/113, 38.9%), and emergency departments (34/113, 30.1%).
We identified 29 distinct measurement items in the 113 primary studies that were linked to 522 specific measurement outcomes.
Productivity and quality were the two evaluation dimensions that received the most attention, accounting for 14 of 29 (48%)
measurement items and 306 of 522 (58.6%) measurement outcomes identified. Overall, the majority of the 522 measurement
outcomes were positive (298/522, 57.1%). We also identified 17 reviews on iEHR use and impact, 6 (35%) that focused on
barriers and facilitators to adoption and implementation and 11 (65%) that focused on benefits and impacts, with the more recent
reviews finding little generalizable evidence of benefit and impact.

Conclusions: This review captures the status of an evolving and active field focused on the use and impact of iEHRs. While
the overall findings suggest many positive impacts, the quality of the primary studies were not evaluated systematically. When
broken down by specific measurement item, the results directed attention both to measurement outcomes that were consistently
positive and others that were mostly negative or equivocal.

(JMIR Med Inform 2019;7(2):e12607)   doi:10.2196/12607
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Introduction

Interoperable electronic health records (iEHRs) in Canada
increasingly provide individual patients with a secure and private
record of their health history and care within their health system
[1]. The iEHR draws on core systems that collect information
electronically, including client and provider demographic
registries, diagnostic imaging systems, drug information
systems, laboratory information systems, public health systems,
and clinical reporting systems [2]. This record is designed to
facilitate the sharing of data across the continuum of care, across
health care delivery organizations, and across geographical
areas. In Canada, 42% of nurses and 42% of primary care
physicians report having access to provincial and territorial
patient information systems [3,4]. However, the method to
access information, the availability of information in care
settings, and the user information needed to access information
differs across provinces and territories.

While different in architecture, iEHR solutions are analogous
to health information exchange (HIE) initiatives in the United
States. Health professionals in Canada, as in most high-income
countries, also receive patient information across settings
through other digital health solutions, such as hospital
information systems and laboratory systems. Other countries
have developed systems similar to Canada’s iEHRs. The
common element of interest for this project is the provision of
information across care settings and health professionals to
improve care for patients.

As the availability of iEHRs continues to increase [2], there is
greater need and opportunity to assess and understand the current
evidence base on what works and what does not work regarding
the adoption, use, and impact of iEHRs. This evidence is
important to guide progress and improve iEHR capabilities but
also to identify gaps in the evidence base where more targeted
investment and evaluation is needed. Therefore, the purpose of
this project is to conduct a systematic review of the international
evidence base on the adoption, use, and impact of iEHRs or
HIEs. The findings will also contribute to a national study to
value the contribution of iEHRs and other connected
information, which is part of a series of studies to value key
digital health benefits [5].

Methods

We conducted a systematic review, documenting the key
elements of the review, including search strategy, eligibility
criteria, article selection process, analysis, and synthesis, using
the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) checklist.

Search Strategy
We developed and tested multiple search strategies that
incorporated subject heading and keyword terms for

“interoperable electronic health record” (including “iEHR”),
“health information exchange” or “HIE”; “interoperability”;
“adoption” or “use”; and “effectiveness,” “impact,” or “value.”
We consulted and sought feedback on the search strategies with
health informatics experts, including from academic and
government agencies each focused on health informatics, and
a specialist librarian who performed an abbreviated Peer Review
of Electronic Search Strategies (PRESS) assessment of a
preliminary MEDLINE search strategy [6]. The health
informatics experts identified five articles that reflected the
targeted aims of the review, which we used to test the
effectiveness of candidate search strategies to identify relevant
articles. Ultimately, a final search strategy was selected and
translated for use in several traditional databases—MEDLINE,
Embase, and the Cumulative Index to Nursing and Allied Health
Literature (CINAHL)—with supplemental searches conducted
in Google Scholar and grey literature sources (ie, Google, Grey
Literature Report, and OpenGrey); see Multimedia Appendix
1 for database-specific search strategies. All searches were
conducted in January and February 2017. Additionally, reference
lists of all included articles were reviewed to identify additional
articles that the search strategy missed.

Eligibility Criteria
Articles were eligible for inclusion in the review if they were
published in English; published between 2006 and 2017,
although, only a small number of articles published in 2017
were available at the time of our review; and were either an
original research study, inclusive of both quantitative and
qualitative study types, or a literature review. For inclusion in
the review, articles needed to focus on iEHRs and HIEs,
excluding electronic medical records, across two or more health
care settings; they also needed to focus on the impact or
effectiveness of iEHR or HIE adoption or use.

Study Selection
Two reviewers (JPB and one of three research assistants)
independently screened all titles and abstracts or, in the case of
Google and Google Scholar search results, titles and excerpts.
Discrepancies were resolved through discussion and/or review
by a third reviewer (MJD). The same process was used for
review of full-text articles.

Analysis and Synthesis
Data from all articles identified for inclusion were extracted
independently by two reviewers (JPB and one of three research
assistants) using a predeveloped data extraction template that
included the year of publication, article type, approach,
methodology, jurisdiction, and health care setting. Given the
anticipated heterogeneity of study types and the intention to
capture the breadth of iEHR evaluation activity, we prioritized
evaluation relevance over quality and, therefore, did not use
available quality criteria to exclude primary studies [7-9].
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Figure 1. Canada Health Infoway benefits evaluation framework.

For all primary studies, two reviewers (JPB and one of three
research assistants) independently extracted distinct
measurement items and measurement outcomes verbatim.
Measurement items were then coded and recoded inductively
over three iterations into thematic categories by one reviewer
(JPB) in discussion with the review team. All measurement
outcomes were categorized as positive, negative, or mixed or
neutral by one reviewer (JPB) and reviewed by the review team.
All thematic measurement item categories were classified as
one of the eight evaluation dimensions of benefit—system
quality, service quality, information quality, user satisfaction,
use, productivity, quality, and access—based on the Infoway
benefits evaluation framework (see Figure 1). This framework,
based on the Delone and MacLean Information Systems Success
Model [10], details the measurement item and outcome
categories and has been used extensively across Canada and
internationally since it was first published in 2007 [11]. This
classification approach has also been used in a relevant recent
review of project evaluations from electronic health record
(EHR) implementations across Canada [12].

We employed a separate analysis approach for the included
literature review articles, conducting a descriptive analysis of
each review article that assessed the (1) main focus of the
review, (2) main findings, and (3) recommendations for future
research.

Results

Overview
Our search of seven data sources identified 3851 records. After
deduplication; title, abstract, and excerpt screening; and full-text
review, 130 articles were included in the synthesis; Figure 2
presents the PRISMA flow diagram for the review. These 130
articles included 113 journal articles (86.9%), 11 reports (8.5%),
and 6 documents of other types (4.6%). Of the 130 articles, 113
were primary studies (86.9%) and 17 were various types of
reviews (13.1%). The vast majority of the articles focused on
the United States (88/130, 67.7%); 6 (4.6%) focused on Israel;
3 (2.3%) each focused on Canada, Finland, and the United
Kingdom; 2 (1.5%) focused on South Korea; 7 (5.4%) focused
on another single country, including Australia, Austria, Brazil,
Greece, Kenya, the Netherlands, and Switzerland; and another
18 (13.8%) had a multi-country focus. Of the 130 articles, 95
(73.1%) were published in the 6-year period from 2012 to 2017.

For the 113 primary studies, the majority employed quantitative
methodologies exclusively (71/113, 62.8%) or in combination
with qualitative methods (ie, mixed-method approaches)
(20/113, 17.7%). The primary studies focused on a wide range
of health care settings; the three most prevalent settings studied
included acute care (59/113, 52.2%), primary care (44/113,
38.9%), and emergency departments (34/113, 30.1%). Other
settings included laboratories (18/113, 15.9%), ambulatory care
(17/113, 15.0%), pharmacies (13/113, 11.5%), public health
departments (14/113, 12.4%), long-term care (9/113, 8.0%),
payer or purchaser organizations (9/113, 8.0%), and home and
community care (3/113, 2.7%).
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Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram. CINAHL: Cumulative Index to Nursing
and Allied Health Literature.

Summary of Findings From Primary Studies
The primary studies focused on six general dimensions. We
identified 29 distinct measurement items, representing evaluation
themes, in the 113 primary studies that were linked to 522
specific measurement outcomes (see Table 1). Productivity and
quality were the two evaluation dimensions that received the
most attention in the articles we reviewed, accounting for 14 of
29 (48%) measurement items identified and 306 of 522 (58.6%)
measurement outcomes identified. Of the six evaluation
dimensions assessed, service quality and system quality received
the least attention, accounting for only 5 of 29 (17%)
measurement items and 79 of 522 (15.1%) measurement
outcomes documented from the articles reviewed. Measurement
items were not assigned to either the use or access evaluation
dimensions.

Overall, the majority of the 522 measurement outcomes were
positive (298/522, 57.1%), with the remaining measurement
outcomes reported as neutral or mixed results (107/522, 20.5%)
or negative findings (117/522, 22.4%). When examining each
of the 29 measurement items separately, the majority (22/29,
76%) had more positive than negative measurement outcomes,
with the most frequently studied measurement items having a
larger proportion of positive over negative outcomes. The 5
measurement items (5/29, 17%) with more negative than positive
measurement outcomes were (1) stakeholder engagement, (2)
performance and reliability, (3) security and privacy, (4) overall
quality of information, and (5) ease of use; 2 measurement items
(2/29, 7%) had equal positive and negative measurement

outcomes: (1) layout and format and (2) community-based care,
public or population health, or preventive services.

To provide more details on the findings, we consider each of
the six dimensions separately. A total of 2 measurement items
(2/29, 7%) were aligned with the service quality dimension.
These included stakeholder engagement, which has mostly
negative results, and training and support, which has mostly
positive results. For the system quality dimension, 3 of 29 (10%)
measurement items applied, including performance and
reliability, security and privacy, and assessment and planning.
Of these 3, only the latter had positive measurement outcomes.
The information quality dimension had 6 of 29 (21%)
measurement items, with the 2 most frequently measured
items—data accuracy and completeness, as well as information
availability—mostly positive, while the 4 less frequently
measured items each revealed equivocal results. A total of 4 of
29 measurement items (14%) aligned with the user satisfaction
dimension, with 1 showing mostly positive measurement
outcomes—perceived usefulness or value and trust or confidence
in the system—while the remaining 3 measurement items
showed measurement outcomes that were either equivocal or
negative. The productivity and quality dimensions each had 7
of 29 (24%) measurement items. All 7 measurement items for
productivity had positive measurement outcomes, while 6 of
the 7 measurement items for quality also had positive
measurement outcomes. As noted above, the productivity and
quality dimensions have received the majority of focus for
measurement and have yielded mostly positive outcomes.

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e12607 | p.175http://medinform.jmir.org/2019/2/e12607/
(page number not for citation purposes)

Dobrow et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Classification of iEHRa and HIEb measurement outcomes from primary studies. Measurement items are ordered by dimension and then by
total number of measurement outcomes. Identified measurement items are only reported once in the table.

Total, n (%)Negative, n (%)Mixed or neutral, n (%)Positive, n (%)NEvaluation dimension, measurement item

Productivity

58 (100)14 (24)16 (28)28 (48)58Financial costs

53 (100)2 (4)14 (26)37 (70)53Efficiency in ordering and accessing tests, exams, results,
or other clinical info

19 (100)3 (16)0 (0)16 (84)19Time savings in general

19 (100)4 (21)5 (26)10 (53)19Reduced hospital admissions and readmissions; shorter
length of stay

13 (100)1 (8)2 (15)10 (77)13General productivity

6 (100)0 (0)0 (0)6 (100)6Efficiency due to improved organizational and managerial
effectiveness

2 (100)0 (0)0 (0)2 (100)2Return on investment

170 (100)24 (14)37 (22)109 (64)170Subtotal

Quality

41 (100)4 (10)8 (20)29 (71)41Enhanced ability to communicate, collaborate, and coor-
dinate care

26 (100)2 (8)6 (23)18 (69)26Overall quality of care

24 (100)3 (13)3 (13)18 (75)24Clinical decision support

19 (100)2 (11)8 (42)9 (47)19Prescribing behavior, medication monitoring, or support

9 (100)0 (0)3 (33)6 (67)9Patient health outcomes

9 (100)0 (0)4 (44)5 (56)9Patient safety

8 (100)3 (38)2 (25)3 (38)8Community-based care, public or population health, or
preventive services

136 (100)14 (10)34 (25)88 (65)136Subtotal

Information quality

22 (100)5 (23)5 (23)12 (55)22Accuracy and completeness of data

19 (100)6 (32)1 (5)12 (63)19Provided quickly or is available when needed

9 (100)3 (33)2 (22)4 (44)9Enables access to information previously unavailable or
accessed through another process

8 (100)4 (50)1 (13)3 (38)8Overall quality of information

8 (100)3 (38)1 (13)4 (50)8Standards, coding, or documentation for data storage and
retrieval

6 (100)3 (50)0 (0)3 (50)6Layout and format

72 (100)24 (33)10 (14)38 (53)72Subtotal

User satisfaction

22 (100)3 (14)2 (9)17 (77)22Perceived usefulness or value and trust or confidence in
system

19 (100)6 (32)5 (26)8 (42)19Integrated into workflow

13 (100)6 (46)4 (31)3 (23)13Ease of use

11 (100)2 (18)5 (45)4 (36)11Overall satisfaction

65 (100)17 (26)16 (25)32 (49)65Subtotal

System quality

22 (100)13 (59)3 (14)6 (27)22Performance and reliability

16 (100)9 (56)1 (6)6 (38)16Security and privacy

6 (100)1 (17)0 (0)5 (83)6Assessment and planning
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Total, n (%)Negative, n (%)Mixed or neutral, n (%)Positive, n (%)NEvaluation dimension, measurement item

44 (100)23 (52)4 (9)17 (39)44Subtotal

Service quality

18 (100)5 (29)4 (22)9 (50)18Training and support

17 (100)10 (59)2 (12)5 (29)17Stakeholder engagement

35 (100)15 (43)6 (17)14 (40)35Subtotal

522 (100)117 (22)107 (20)298 (57)522Total

aiEHR: interoperable electronic health record.
bHIE: health information exchange.

When looking at the results from a setting-specific perspective,
where sufficient volumes existed, there were some notable
differences from the overall results. Acute care settings were
assessed by 59 out of 113 studies (52.2%) and represented 270
out of 522 (51.7%) distinct measurement outcomes. Of these,
there was focus on each of the six dimensions, with considerable
attention on service quality, system quality, and some aspects
of productivity. Primary care settings were assessed by 44 out
of 113 (38.9%) studies and represented 183 out of 522 (35.1%)
distinct measurement outcomes that covered most of the six
dimensions, with attention directed predominantly to
productivity measures while service, system, and information
quality received less focus. Emergency department settings were
assessed by 34 out of 133 (30.1%) studies and represented 112
out of 522 (21.5%) distinct measurement outcomes. There was
a lack of measurement outcomes for most of the six dimensions,
with the exception of one type of productivity item and one type
of quality item.

Summary of Findings From Reviews
We identified 17 reviews on iEHR use or impact (see Table 2).
Of these reviews, 6 (35%) focused on barriers and facilitators
to adoption or implementation, and 11 (65%) focused on benefits
or impacts. A total of 10 of the 17 reviews (59%) were published
between 2013 and 2016 and, with the exception of 3 reviews

(18%) that were limited in scope to clinical research [13],
chronic disease [14], or ambulatory primary care [15], most
reviews (14/17, 82%) examined general benefits or impacts of
iEHRs or HIEs.

The more recent reviews (ie, published since 2015) found little
generalizable evidence of benefit or impact. The reviews
highlight some less methodologically robust research that
focused on resource use and perception of outcomes; these
reviews found that iEHRs or HIEs increase productivity (eg,
reduction in duplicate testing, emergency department costs, or
hospital admissions [16,17]) and are valued by patient and
physician stakeholders [17], all of which is consistent with the
findings from our review. However, authors of one of the recent
reviews [18] cautioned on overinterpreting the generalizability
of this work given the methodological limitations of the primary
studies and the developing state of iEHR or HIE evaluative
work overall. The recent reviews on the benefit or impact of
iEHRs or HIE identify three main areas for future research,
including the following: (1) focus on how the setting in which
iEHRs or HIEs are used affects specific health care outcomes
[18]; (2) use of more rigorous, coordinated, and systematic
approaches to evaluate the relationship between iEHRs or HIEs
and health care outcomes [16]; and (3) need for better
understanding of the organizational factors that affect iEHR or
HIE contributions to improved clinical care [17].
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Table 2. Summary of review articles included in this review.

Primary focusYearSourceTitleAuthors

Benefits and impacts2013Ontario Health Technology Assess-
ment Series. 13 (11).

Electronic tools for health information ex-
change: An evidence-based analysis

Anonymous [14]

Barriers and facilitators2016Health Policy & Planning.
31(9):1310-1325.

Barriers and facilitators to health information
exchange in low- and middle-income country
settings: A systematic review

Akhlaq et al [19]

Benefits and impacts2008EHR IMPACT. Prepared for the Eu-
ropean Commission, Directorate
General Information Society and
Media, Brussels.

Report on methodology for evaluating the so-
cio-economic impact of interoperable EHR and
ePrescribing systems

Dobrev et al [20]

Barriers and facilitators2016International Journal of Medical Infor-
matics. 88:44-51.

Barriers and facilitators to exchanging health
information: A systematic review

Eden et al [21]

Barriers and facilitators2010Journal of Healthcare Information
Management. 24(3):22-34.

Barriers to cross-institutional health informa-
tion exchange: A literature review

Edwards et al [22]

Benefits and impacts2016Journal of Medical Internet Research.
18(4):e75.

A patient-centered framework for evaluating
digital maturity of health services: A systematic
review

Flott et al [23]

Benefits and impacts2010Journal of the American Board of
Family Medicine. 23(5):655-670.

Systematic review of health information ex-
change in primary care practices

Fontaine et al [15]

Benefits and impacts2015Journal of Medical Internet Research.
17(12):e39.

Outcomes from health information exchange:
Systematic review and future research needs

Hersh et al [16]

Benefits and impacts2011Applied Clinical Informatics.
2(4):499-507.

The impact of health information exchange on
health outcomes

Hincapie and Warholak [24]

Barriers and facilitators2007Journal of Biomedical Informatics.
40(6 Suppl):S21-S26.

Playing smallball: Approaches to evaluating
pilot health information exchange systems

Johnson and Gadd [25]

Benefits and impacts2010Internet Journal of Medical Informat-
ics. 6(1).

Clinical value-add for health information ex-
change (HIE)

Joshi [26]

Barriers and facilitators2014JMIR Medical Informatics. 2(2):e26.Barriers over time to full implementation of
health information exchange in the United
States

Kruse et al [27]

Barriers and facilitators2014Research in Developmental Disabili-
ties. 35(9):1978-1987.

Health information exchange in general prac-
tice care for people with intellectual disabili-
ties: A qualitative review of the literature

Mastebroek et al [28]

Benefits and impacts2016International Journal of Medical Infor-
matics. 87:1-9.

Health information exchanges: Unfulfilled
promise as a data source for clinical research

Parker et al [13]

Benefits and impacts2015Health Affairs. 34(3):476-483.Despite the spread of health information ex-
change, there is little evidence of its impact on
cost, use, and quality of care

Rahurkar et al [18]

Benefits and impacts2014Annals of Internal Medicine.
161(11):803-811.

Usage and effect of health information ex-
change: A systematic review

Rudin et al [17]

Benefits and impacts2010Journal of the American Medical In-
formatics Association. 17(3):302-307.

What should we measure? Conceptualizing
usage in health information exchange

Vest and Jasperson [29]

Discussion

Principal Findings
Consideration of the review results against the benefits
evaluation framework provides a lens to assess where evaluative
work has been targeted and where there may be gaps where
future evaluative efforts should focus. A total of 57.1%
(298/522) of all measurement outcomes were positive. Quality
of care (88/136, 64.7%) and productivity (109/170, 64.1%) were
the dimensions with the highest percentage of positive
measurement outcomes. Prominent themes in the quality of care
category were around coordination of care and clinical decision

support. For the productivity dimension, efficiency in clinical
processes, time savings, and costs were the prominent themes.
The left side of the benefits evaluation framework (see Figure
1), including system, service, and information quality, as well
as user satisfaction, had relatively lower proportions of positive
measurement outcomes ranging from 39%-53%. Many of the
factors critical to achieving quality and productivity benefits
require concentrated efforts on the left side of the framework.
Change management efforts and other studies evaluating the
benefits of iEHRs and other information systems suggest that
user satisfaction increases when users have access to
high-performing technology that is well integrated into their
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workflow, interoperable with existing systems, and is able to
provide them with the information they need when they need
it [2,12,30,31]. In addition, appropriate levels of support and
training are necessary to ensure use of information systems.

Overall, our findings suggest that positive results tend to attract
more evaluation, which may be explained by efforts to use
progressively more rigorous methodologies, but also may reflect
inefficient allocation of limited evaluation resources that could
be applied to less-studied aspects of iEHRs and HIEs. The
findings also point to several broader evaluation dimensions
and several specific measurement items that require more
attention going forward, including use and access, for which
we did not identify any measurement items, and the service
quality, system quality, user satisfaction, and information quality
dimensions, which had fewer measurement items than
productivity and quality dimensions. It is important to note that
we did not perform quality appraisals of the primary studies;
therefore, these review results need to be interpreted cautiously,
which is a general theme of the reviews we assessed. While
promising work exists, there is a clear need for more rigorous
and comprehensive evaluation, with priority to support
methodologies that can produce high-quality evidence. Overall,
the review findings highlight the need to support more robust
and comprehensive evaluative work across Canada on the impact
of connected health information, covering more disease domains,
health care settings, and populations.

Limitations
This review identified a large number of studies that address
the use and impact of connected health information through
iEHRs and HIEs. The majority of the studies have been
published within the last 5 years, which reflects a developing

rather than mature evidence base. Given that the bulk of this
evidence base is current, concerns regarding potential temporal
biases that might not accurately reflect the quickly evolving
developments of iEHRs and HIEs should be limited. However,
our analysis did not assess whether systematic temporal
differences in dimension-specific evaluations were present (eg,
service and quality evaluated sooner after system launch vs
productivity evaluated at more mature stages following launch).
Consistent with the developing nature of the evidence base, it
is notable that a sizable proportion of the articles identified in
this review (12/130, 9.2%) came from grey literature sources,
highlighting broader contributions to iEHR and HIE evaluation.
Beyond the United States, which is the focus of the vast majority
of the primary studies identified, we found few other primary
studies globally, with Israel a distant second in terms of
evaluative work on iEHRs and HIEs, followed by Canada,
Finland, and the United Kingdom. Given fundamental
differences in the organization of health systems and services
and the dearth of evaluations in non-US settings, there are limits
on how generalizable these assessments across jurisdictions
will be.

Conclusions
In conclusion, this review captures evaluative work from an
evolving and active field focused on the use and impact of
iEHRs and HIEs. While the overall findings suggest many
positive impacts of iEHRs and HIEs, the quality of the primary
studies were not evaluated systematically. When broken down
by specific measurement items, some measurement outcomes
consistently presented positive outcomes, while others were
mostly negative or equivocal, highlighting areas for more
attention. Setting-specific findings provide further insight on
where more evaluative attention is needed.
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Abstract

Background: Medical care for the Chinese population has been focused on first-line treatment, but with little follow-up on
treated patients. As an important part of clinical work, follow-up evaluations are of great significance for the long-term survival
of patients and for clinical and scientific research. However, the overall follow-up rate of discharged patients after surgery has
been low for many years because of the limitations of certain follow-up methods and the presence of objective, practical problems.

Objective: This study aimed to construct a new two-way interactive telemedicine follow-up platform to improve the collection
of clinical data after cardiac surgery and provide reliable and high-quality follow-up services.

Methods: Computer and network technologies were employed in the context of “Internet +” to develop follow-up databases
and software compatible with a mobile network. Postoperative follow-up quality data including the follow-up rate and important
postoperative indices were used as standards to evaluate the new follow-up management model after cardiac surgery.

Results: This system has been officially operated for more than 5 years. A total of 5347 patients undergoing cardiac surgery
have been enrolled, and the total follow-up rate was 90.22%. In addition, 6349 echocardiographic images, 4717 electrocardiographic
images, and 3504 chest radiographic images have been uploaded during follow-up assessments. The international standardized
ratio was 20,696 person-times.

Conclusions: This new management follow-up platform can be used to effectively collect clinical data, provide technical support
for academic research, extend medical services, and provide more help to patients. It is of great significance for managing patients
after cardiac surgery.

(JMIR Med Inform 2019;7(2):e13123)   doi:10.2196/13123

KEYWORDS

follow-up; cardiac surgery; telemedicine

Introduction

As an important part of clinical work, follow-up evaluations
are of great significance for the long-term survival of patients
and for clinical and scientific research. However, the overall
follow-up rate of discharged patients after surgery has been low
for many years because of the limitations of certain follow-up
methods and the presence of objective, practical problems [1-2].
Collection of large-scale multiagency data in clinical practice

is accepted and encouraged for cardiac surgery. From a research
perspective, database research can help increase the
understanding of cardiac surgery. Among other uses, this
research enables the investigation of the effects of disease
morbidity and mortality, high-risk groups, differences in health
care services, and new equipment and technologies [3].

Medical activities in China tend to focus on “first-line
treatment,” and follow-up evaluations of patients are often
overlooked. Thus, only the treatment of patients during
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hospitalization is valued [4]. Traditional patient follow-up
methods include outpatient review, text message follow-up,
telephone follow-up, WeChat follow-up, and letter follow-up
[5-9]. The main factors restricting patient participation in
posthospital follow-up include the following: (1) Time
effectiveness: Patient enthusiasm in participating in follow-up
decreases as the time after discharge increases; (2) Age: Most
major diseases affect aging patients, and their follow-up
participation rate is low; (3) Communication and cost:
Traditional means of contact restrict effective communication
between patients and doctors, and most doctors and hospitals
require re-examination of patients in a hospital (therefore, the
additional costs of transportation, accommodations, meals, and
registration are factors); (4) Supervision and guidance: Although
patients have basic follow-up training after hospital discharge,
they do not participate in the follow-up because they are not
supervised; and (5) Geographical restrictions: The follow-up
of nonlocal patients in key hospitals is a problem. Therefore,
the compliance and follow-up rates of most patients in long-term
postoperative follow-up care annually decline, and the patients
often drop out.

In order to improve collection of clinical data after cardiac
surgery and provide reliable and high-quality follow-up services,
we tried to construct a new two-way interactive telemedicine
follow-up platform. In 2000, Professor Meng of the Beijing
Heart Transplantation and Valvular Surgery Center first applied
the informatization management system in clinical care,
teaching, and scientific research in China and established the
cardiac surgery database. This database was primarily based on

the permanent preservation of cardiac surgery information as
well as scientific summary and research. Thus far, the database
includes more than 20,000 cases of cardiac surgery, and after
continuous improvement, the database has operated smoothly.
In 2011, based on the original cardiac surgery database, using
modern communication tools such as computers and internet
technologies, the Beijing Heart Transplantation and Valvular
Surgery Center began to work with professional software
companies to establish a new two-way interactive telemedicine
follow-up system for patients who have been discharged after
surgery (see Figure 1 for the problems solved by the new
follow-up management system).

Based on the computer network terminals, this telemedicine
follow-up system considers the mobile client app as a popular
way to coordinate using communication channels such as
WeChat, short message service (SMS), and mailbox. The aim of
this telemedicine follow-up system is to block abnormal disease
processes and improve the quality of life of patients after
surgery. This telemedicine follow-up system uses healthy
concept inputs, reminders, and recordings as interventions.
Through the series of core application functions and intelligent
auxiliary methods of this telemedicine follow-up system, the
problems encountered by doctors during the follow-up
assessments of patients are solved. The follow-up system has
been operating officially for more than 5 years, and it has
gradually been applied to the cardiac surgery departments of
seven hospitals in Beijing. The preparation, operation,
maintenance, and follow-up effect of this new follow-up system
are summarized below.

Figure 1. Problems solved by the new follow-up management system.

Methods

Establishment of the Follow-Up Platform
According to the characteristics of thoracic and cardiovascular
surgery, the postoperative follow-up requirements of different
surgical categories were collected and sorted and the
postoperative follow-up index system and follow-up knowledge
base were established. Professionals develop follow-up
databases and related software that are compatible with mobile
networks.

Development of the Follow-Up System and
Standardization of Follow-Up Procedures

Patient Source
All patients were discharged from the Beijing Heart
Transplantation and Valvular Surgery Center after surgery.

Patient Training and Registration
An electronic information registration file and a completed
follow-up network registration were established for each patient
discharged from the hospital after surgery. The information file
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includes the patients’ names, genders, dates of birth, contact
telephone numbers, hospital numbers, times of admission and
discharge, diagnoses, and types of surgery.

All patients and their family members participated in at least
three follow-up training sessions before completing the network
registration, including watching the mission video, installing
the mobile app of the follow-up software, and using the app.
Information registration and training for patients discharged
from the hospital were completed through the network after
confirmation from the follow-up management doctor.

Follow-Up Medical Staff Configuration and Workflow

Follow-Up Principle

The significance of the follow-up platform lies in the entire
course of the follow-up assessment, with a review and warning
of abnormal indices as the intervention method, which can be

distinguished from a general remote follow-up evaluation. In
principle, the patient’s report was automatically returned by the
follow-up platform. Figure 2 shows the follow-up workflow of
the Beijing Heart Transplantation and Valvular Surgery Center.

Medical Staff Requirements

Follow-up work was conducted under the leadership of the
relevant person from the center, and participation of all medical
staff was mandatory. The medical staff of the center were
obligated to remind, guide, and strengthen the follow-up care
of postoperative patients.

Statistical Analysis
The follow-up data were exported into an Excel spreadsheet.
The patients had to complete at least one report (ie, the reference
standard), and follow-up statistics were completed using SPSS
20.0 (IBM Corp, Armonk, NY).

Figure 2. Follow-up workflow of the Beijing Heart Transplantation and Valvular Surgery Center.
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Results

Establishment of a New Two-Way Interactive
Telemedicine Follow-Up Platform

Reminders
Personalized reminders for follow-up questionnaires and the
review period were developed based on the diagnosis and
surgical approach, which is conducive to enhancing patients’
periodic review and completion of a health self-test.

Preliminary Judgment and Comparison Function
For the follow-up indicators and checklists, the system has
built-in preliminary judgment and dynamic comparison
functions that help patients improve their health awareness and
detect problems early.

Health Records
The patients’ follow-up questionnaires and the uploaded review
data are recorded permanently.

Questions and Answers and Training Function
The system regularly summarizes patients’ reports and answers
common questions.

Clinical Research Assistance
The system can screen, extract, and provide preliminary statistics
of the follow-up data.

Follow-Up List Settings
The follow-up list is determined by the diagnosis and surgical
approach. Each patient generally completes two to three
follow-up questionnaires, including the regular follow-up, the
36-item Short-Form (SF36) quality of life–assessment scale,
and the international standardized ratio (INR) follow-up (for
those taking warfarin). According to the actual situation of the
center, the routine follow-up list is divided into five categories
corresponding to valvular disease/atrial fibrillation (conventional
item 1), coronary artery bypass grafting (conventional item 2),
valvular disease/atrial fibrillation with coronary artery bypass
grafting (conventional item 3), cardiac transplantation
(conventional item 4), and congenital heart disease without
valvular disease and pericarditis (conventional item 5). Before
the patient is discharged from the hospital, the follow-up settings
are confirmed via text message.

Registration of Surgical Patients
By the end of October 2018, 5347 patients receiving cardiac
surgery were registered. Of these patients, 4522 were discharged
after establishment of the follow-up platform and 825 were
discharged before the establishment of the follow-up platform
(including 46 deaths). The ages of the patients ranged from 3
to 90 years (average, 51.95 years). A total of 975 patients were
aged over 65 years, accounting for 18.3% of the patient
population. The male-to-female ratio was 52:48. Further, 3844
patients had heart valve surgery, accounting for 71.89%. There
were 259 cases of cardiac transplantation, accounting for 4.84%.
The earliest patients were registered was 21 years before the
start of this study.

Follow-Up Details
Some patients do not use the new follow-up method for personal
reasons, and we excluded data of these patients. Of the 5234
patients who were enrolled in the follow-up database, 4722
participated in the follow-up, accounting for 90.22%. Of these
patients, 2408 were men and 2314 were women. The
male-to-female ratio was 1:1, and their ages ranged between 3
and 90 years (average, 51.99 years). Of the 512 patients without
follow-up compliance, 267 were men and 245 were women.
The male-to-female ratio was 1:1, and their ages ranged between
3 and 85 years (average, 52.95 years). Of the 1021 patients who
were discharged from the hospital ≤1 year ago, 893 participated
during the follow-up period, and the follow-up rate was 87.46%.
Of the 1703 patients who were discharged from the hospital 1-3
years ago, 1553 participated during the follow-up period, and
the follow-up rate was 91.19%. Of the 1299 patients who were
discharged from the hospital 3-5 years ago, 1193 participated
during the follow-up period, and the follow-up rate was 91.84%.
Of the 1008 patients who were discharged from the hospital
5-10 years ago, 905 participated during the follow-up period,
and the follow-up rate was 89.78%. Of the 203 patients who
were discharged from the hospital >10 years ago, 178
participated during the follow-up period, and the follow-up rate
was 87.68%.

Of the important follow-up indicators, echocardiography,
electrocardiography, chest radiography, blood test/blood
biochemistry, INR, and the SF36 scale scores were associated
with 6349, 4717, 3504, 1876, 20,696, and 1029 person-times,
respectively.

Registration of patients who were discharged before the
establishment of the follow-up platform was completed during
the follow-up period. Therefore, to reflect the follow-up more
objectively, patients who were discharged before the
establishment of the follow-up platform were excluded and
those who were discharged afterward were analyzed separately.
This phase had 4522 registered patients; of these, 3896
participated during the follow-up period, accounting for 86.16%.
In addition, 57 patients died after discharge, 19 of whom were
involved in the follow-up assessment.

A total of 2497 patients underwent ultrasound examination 4999
times, 1983 patients uploaded electrocardiogram results 3928
times, 1856 patients uploaded chest x-ray results 3021 times,
and 898 patients uploaded blood test results 1608 times.
Echocardiography, an important indicator in this review, was
to be performed during the 3-month follow-up assessment;
therefore, patients who were discharged from the hospital less
than 3 months ago were excluded, and the echocardiography,
electrocardiogram, chest x-ray, and blood test follow-up rates
were 75.21% (1732/2303), 59.9% (1074/1793), 54.86%
(914/1666), and 25.68% (208/810), respectively.

After mechanical heart valve replacement, patients require
long-term use of warfarin, and this group of patients was
analyzed separately. Of the registered patients, 1513 underwent
mechanical valve replacement, and 1390 completed 16,611
follow-up assessments. The follow-up rate was 91.87%. A total
of 9983 patients participated in the INR test; the mean INR was
2.21, and the compliance rate was 57.47%.
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Telephone Interviews With Patients Lost to Follow-Up
After the establishment of the follow-up platform, 1513
discharged patients underwent mechanical valve replacement.
The telephone interview results of the 123 patients who did not
participate in the follow-up assessment were as follows: 34
patients did not pay attention to postoperative follow-up; 18
patients had mobile phone problems (the primary contact
number was a relative’s phone number, not in service, no longer
listed, or incorrect) and did not receive reminder text messages;
32 elderly patients did not know how to use the internet, the
app, or text messaging; 21 patients directly contacted the doctor
in charge; and 15 patients were hospitalized at a local hospital
or during the follow-up of the local hospital. In addition, 3
patients had not been examined for INR after discharge.

Discussion

Changing the Follow-Up Concept to Improve
Compliance
Innovations in information technology have fundamentally
changed the way patients perceive time and distance; moreover,
they have reshaped the way they interact and connect with
others, including how they interact with medicine. As the public
becomes more adept with using new technologies in all aspects
of daily life, evolving applications in health care will change
where and how patients and doctors interact [10]. Over the past
four decades, telemedicine has become an increasingly
cost-effective alternative to traditional “face-to-face” medicine
and has evolved into an integrated technology used in hospitals,
clinics, patients’ homes, and many other environments. A
growing body of literature has shown that telemedicine
electronic media can connect doctors with other doctors, patients
with doctors, and even patients with other patients, making
clinical treatment and rehabilitation more effective and efficient
[11].

Even the most rigorously designed randomized controlled trials
are at risk for high rates of loss to follow-up [12]. For many
years, improving patient follow-up concepts and compliance
has been a major problem in clinical work [13-15]. The biggest
innovation of this follow-up system is that patients actively, not
passively, complete its report. This innovative concept brings
sustainable, self-recognized benefits to patients, and the
follow-up system helps patients create profiles. With this
follow-up system, patients can describe their condition to the
doctor at the next visit. This platform can help patients judge
their physical condition and seek medical treatment in time.
Past outpatient reviews and remote medical follow-up
consultations have focused on individualized diagnosis and
treatment; however, it is difficult to address patients’ growing
follow-up content in terms of medical risks and costs, if there
is no guarantee from the corresponding medical or rehabilitation
system. This system can help doctors manage group information
of their patients. Doctors can track patients through this system,
enriching patients’data sources. At the same time, this follow-up
system can help doctors structure the checklist and build more
data sources that can be extracted, analyzed, and applied.

The emergence of electronic health tools provides patients with
more opportunities. By learning about specific diseases and
receiving regular feedback and frequently enhanced choices,
patient engagement can be increased [16]. Solid evidence shows
that secondary prevention and cardiac rehabilitation programs
reduce mortality among patients with cardiovascular disease
after surgery. Internet applications and mobile platforms have
broad prospects [13]. The emergence of the follow-up platform
helps doctors establish a communication platform for doctors
and patients and realize the transmission of health education.
The follow-up platform frees some of the doctor’s work during
the follow-up. Under limited human and financial conditions,
this follow-up platform changed the concept of the follow-up
assessment and explored a new balance among patient benefits,
costs, and risks.

Through the follow-up training, continuous updating of
questions and answers between doctors and patients improved
patient health awareness. Individualized follow-up
questionnaires, built-in personalized follow-up questionnaires
and review periods, system-automated judgments, reminders,
and dynamic comparison functions might help patients’ self-test
and postoperative adjustment. The health file records basic
patient information and postoperative dynamic changes and
facilitates future visits and reviews. All system judgments and
responses are derived from the built-in procedures of the
network, which reduces human hours and time costs and avoids
medical risks as much as possible.

Factors Affecting the Follow-Up Rate

Disease Development
Smith et al [17] believed that disease development is an
important factor that affects the follow-up rate. Patients with
poor prognoses and corresponding complications tend not to
participate in follow-up evaluations. However, tracking patients
who had been lost to follow-up for more than 10 years, Dexter
et al [18] found that these patients were relatively young, were
predominately women, and had fewer complications. During
our follow-up period, the follow-up rate was 29.8% among the
57 patients who died, which was much lower than the overall
follow-up rate. Of the 123 patients lost to follow-up after
mechanical valve replacement, 12 (9.8%) had complications;
this rate is also significantly higher than that of follow-up in
the general population, which suggests that the short-term
follow-up rate is associated with disease development. The
statistical analysis of all registered patients did not show effects
of age or gender on follow-up. In addition, it is difficult to assess
the effect of complications on the follow-up period because of
the brevity of the follow-up period.

Follow-Up Method
The patient follow-up period revealed that speed, the
cumbersome nature of computer-based image imports, and
internet access location are important factors that restrict the
upload of patient checklists. The development of a mobile phone
app can solve these problems [19-22]. The new management
system provides a mobile phone app for patients, which makes
it convenient for patients to upload their own re-examination
reports and photos, thereby increasing the portability of the
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report and making the report more convenient for storage.
Furthermore, the system reminds the patient to check and
re-examine themselves regularly in the fixed period during the
follow-up, which is helpful for patients to receive more active
formal postoperative rehabilitation guidance.

Some patients will be familiar with the doctors and will establish
channels of communication with doctors, such as telephone,
WeChat, and SMS; however, the doctor’s contact information
is publicly disclosed, which will affect the doctor’s daily life.
The follow-up platform can be used for communication between
doctors and patients. Through the patient’s follow-up report,
the doctor can control the entire communication process.
Through the system’s automatic evaluation of indicators, doctors
can choose to communicate only with patients in need. This
greatly enhances the follow-up efficiency of doctors. Regarding
the mobile aspect, doctors can manage their patients anytime,
anywhere.

Outpatient tracking is an important follow-up method after
patient discharge [9,23]. Although new technologies and
treatment models continue to emerge, the basic ethical
responsibilities of doctors have not changed. Medical practice
is essentially an ethical activity built on the trust between
patients and doctors [24]. Effective communication between
these parties is the cornerstone of building trust and providing
quality health care [25]. Using this follow-up system, the
attending doctor can upload the early outpatient checklist for
patients; thus, these patients can go directly to the doctors of
the center after the review because the patients have had offline
contact with the doctors, thereby establishing a real
doctor-patient connection. Furthermore, the patients truly realize
that a postoperative follow-up assessment is a key part of the
entire rehabilitation based on the center’s satisfactory follow-up
training; therefore, they are able to participate in postoperative
follow-up care more proactively.

Patient Rights and Network Security
Although telemedicine innovation has an enormous potential
to benefit patients, it also presents new ethical and security
challenges. Of particular concern is that the exchange of
patients’ health information and the provision of treatment and
training through telemedicine might create new risks to the
quality, safety, and continuity of care that could affect the
doctor-patient relationship [26-29]. In addition to collection of
patient hospitalization information, the establishment of this
follow-up platform enables each patient to track the dynamics
of the event as much as possible. The follow-up platform is
equipped with a follow-up closure function, and the end-point

event can be turned off to avoid disturbing the patient. From
the patient’s terminal, resetting the password after the first login
should help protect patients’ personal information. From the
doctor’s terminal, the multirole authority management setting
can assign different rights to medical staff, which greatly
protects patient privacy and data security.

Work Plan of the Follow-Up Platform
Because of the brief operation time of the follow-up platform,
it is difficult to complete follow-up statistics at many levels.
Currently, the activity of the patient is not high enough, and it
is necessary to find and optimize derivative services that can
be provided to patients to fully mobilize patient participation
and compliance. Parker et al [30] analyzed the use of electronics
and mobile internet apps among vulnerable groups across 18
telemedicine studies and suggested that encouraging goal setting,
providing achievement rewards, strengthening patient
responsibility for symptom monitoring, and providing
educational guidance and additional support can improve
patients’ abilities to manage their diseases. Our future work will
improve service design at the patient terminal, optimize the
interactive experience, calculate the follow-up rate and
follow-up quality of the different follow-up stages, complete
the statistics of the follow-up methods and influencing factors,
and screen and process the follow-up data for different projects.
In addition, we will increase the popularization of science
education, provide regular updates, and strengthen interactions
with patients. In summary, the follow-up platform will be
evaluated and continuously refined from a sustainability
perspective.

This follow-up system completes the collection of clinical data
after cardiac surgery and provides reliable and quality follow-up
services for patients. Based on modern communication
technologies, such as computer networks and data storage
technology, a new type of follow-up management mode for
thoracic and cardiovascular surgery based on wired and wireless
network communication was established using the “Internet +
medical” operation management mode, supported by the
knowledge base of clinical medical diagnosis and treatment.
The follow-up management mode provides an open, flexible,
and efficient communication platform for doctors, researchers,
and discharged patients. Through standardized follow-up
behavior and follow-up methods, postoperative health education
is strengthened and service is improved. This platform is
oriented toward patients, serves clinical research, and provides
technical support to comprehensively improve overall medical
services and academic research.
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Abstract

Background: Automatic recognition of medical concepts in unstructured text is an important component of many clinical and
research applications, and its accuracy has a large impact on electronic health record analysis. The mining of medical concepts
is complicated by the broad use of synonyms and nonstandard terms in medical documents.

Objective: We present a machine learning model for concept recognition in large unstructured text, which optimizes the use
of ontological structures and can identify previously unobserved synonyms for concepts in the ontology.

Methods: We present a neural dictionary model that can be used to predict if a phrase is synonymous to a concept in a reference
ontology. Our model, called the Neural Concept Recognizer (NCR), uses a convolutional neural network to encode input phrases
and then rank medical concepts based on the similarity in that space. It uses the hierarchical structure provided by the biomedical
ontology as an implicit prior embedding to better learn embedding of various terms. We trained our model on two biomedical
ontologies—the Human Phenotype Ontology (HPO) and Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-CT).

Results: We tested our model trained on HPO by using two different data sets: 288 annotated PubMed abstracts and 39 clinical
reports. We achieved 1.7%-3% higher F1-scores than those for our strongest manually engineered rule-based baselines (P=.003).
We also tested our model trained on the SNOMED-CT by using 2000 Intensive Care Unit discharge summaries from MIMIC
(Multiparameter Intelligent Monitoring in Intensive Care) and achieved 0.9%-1.3% higher F1-scores than those of our baseline.
The results of our experiments show high accuracy of our model as well as the value of using the taxonomy structure of the
ontology in concept recognition.

Conclusion: Most popular medical concept recognizers rely on rule-based models, which cannot generalize well to unseen
synonyms. In addition, most machine learning methods typically require large corpora of annotated text that cover all classes of
concepts, which can be extremely difficult to obtain for biomedical ontologies. Without relying on large-scale labeled training
data or requiring any custom training, our model can be efficiently generalized to new synonyms and performs as well or better
than state-of-the-art methods custom built for specific ontologies.

(JMIR Med Inform 2019;7(2):e12596)   doi:10.2196/12596
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Introduction

Background
Automatic recognition of medical concepts in unstructured text
is a key component of biomedical information retrieval systems.
Its applications include analysis of unstructured text in electronic
health records (EHR) [1-3] and knowledge discovery from
biomedical literature [4,5]. Many medical terminologies are
structured as ontologies, adding relations between concepts and
often including several synonyms for each term. One of the
most widely used ontologies in the medical space is
SNOMED-CT (Systematized Nomenclature of Medicine -
Clinical Terms) [6], which provides structured relationships for
over 300,000 medical concepts. SNOMED-CT is commonly
used in EHR Systems to help summarize patient encounters and
is fully integrated with the International Classification of
Diseases - Ninth Revision (ICD-9) billing codes used in the
United States and many other jurisdictions. The Human
Phenotype Ontology (HPO) [7] is an arrangement of terms used
to describe the visible manifestations, or phenotypes, of human
genetic diseases. With ~12,000 terms, the HPO has become the
standard ontology used in rare disease research and clinical
genetics and has been adopted by the International Rare Diseases
Research Consortium [8], ClinGen [9], and many other projects.
Although both SNOMED-CT and the HPO provide a number
of synonyms for each term, they usually miss many valid
synonymous terms, as manually curating every term that refers
to a concept is extremely difficult, if not impossible. For
example, HPO provides four additional synonyms for the term
“Renal neoplasm,” including “Kidney cancer” and “Renal
tumors,” but it does not include synonyms such as “Renal
cancer.” There are also many concepts in HPO, such as “Retinal
neoplasm,” which are not given any synonyms in the ontology.

Many concept recognition and text annotation tools have been
developed for biomedical text. Examples of popular tools for
general purpose are the NCBO (National Center for Biomedical
Ontology) annotator [10], OBO (Open Biological and
Biomedical Ontologies) annotator [11], MetaMap [12], and
Apache cTAKES (Clinical Text Analysis and Knowledge
Extraction System) [13]. Other tools focusing on more specific
domains have also been developed, such as BioLark [14] for
automatic recognition of terms from the HPO and a tool by
Lobo et al [15], which combines a machine learning approach
with manual validation rules to detect HPO terms. Another
example is the phenotype search tool provided by PhenoTips
[16], which uses Apache Solr indexed on the HPO and has an
extensive set of rule-based techniques to rank matching
phenotypes for a query. Many of these systems consist of a
pipeline of natural language processing components including
a tokenizer, part-of-speech tagger, sentence boundary detector,
and named entity recognizer (NER)/annotator. Generally, the
NER/annotator component of these tools are based on text
matching, dictionary look-ups, and rule-based methods, which
usually require significant engineering effort and are often
unable to handle novel synonyms that are not annotated in the
ontology.

On the other hand, in the more general domain of natural
language processing, many machine learning–based text
classification and NER tools have been recently introduced
[17-19]. Typically, these methods do not require manual
rule-based engineering; however, they are dependent on large
annotated text data for training. Popular among them is a model
known as LSTM-CRF, in which long short-term memory
(LSTM) [20], a variation of recurrent neural networks (RNNs)
widely used for processing sequences such as text, is used to
extract rich representations of the tokens in a sentence and is
then followed by a conditional random field (CRF) [21] on top
of these representations to recognize named entities.

Although these methods address a similar problem, they cannot
be used directly for concept recognition, as the number of named
entity classes is typically much lower than that of the concepts
in medical ontologies. For instance, CoNLL-2003 [22], a data
set widely used for evaluations of such methods, contains only
four classes: locations, persons, organizations, and
miscellaneous. As a result, these methods typically have a large
number of training and test examples for each class, while in
our setting, we are trying to recognize tens or hundreds of
thousands of terms and may have only a few or even no
examples of a specific term. Automatic creation of training data
by exact match searching of the synonyms in a large corpus
will not fully utilize synonyms that have no or low coverage in
the data set, can bring bias by mislabeling valid out-of-ontology
synonyms in the extracted snippets as negatives, and overfit to
the context of the more frequent senses. Hence, in a setting
where the training data does not fully cover all the classes,
methods based on dictionary look-up might have some
advantage, as they can identify a concept in a given text by
simply matching it to a synonym available in their dictionary
without requiring training data annotated with that concept.

In this paper, we develop a hybrid approach, called Neural
Concept Recognizer (NCR), by introducing a neural dictionary
model that learns to generalize to novel synonyms for concepts.
Our model is trained on the information provided by the
ontology, including the concept names, synonyms, and
taxonomic relations between the concepts, and can be used to
rank the concepts that a given phrase can match as a synonym.
Our model consists of two main components: an encoder, which
maps an input phrase to a vector representation, and an
embedding table, which consists of the vector representations
learned for the ontology concepts. The classification is
performed based on the similarity between the phrase vector
and the concept vectors. To allow for the use of our model to
also detect concepts from longer texts, we scan the input text
with fixed-size windows and report a phrase as matching a
concept if it is above a threshold that is chosen from an
appropriate validation data set.

Our work introduces a novel machine learning–based method
for automatic concept recognition of medical terms in clinical
text, and we have provided empirical results to demonstrate the
accuracy of our methods in several settings. We trained our
neural dictionary model on the HPO and used it to recognize
concepts from 228 PubMed abstracts and 39 clinical reports of
patients with rare genetic diseases. Additionally, we used a
subset of concepts from SNOMED-CT that have matching terms
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in ICD-9 and experimented on 2000 Intensive Care Unit (ICU)
discharge summaries from a Multiparameter Intelligent
Monitoring in Intensive Care (MIMIC-III) data set [23]. In both
settings, we trained our model solely on the ontology data and
did not use the text corpora except to set the recognition
sensitivity threshold and choose model hyperparameters from
a small validation set. Although the main focus of this work is
recognizing HPO and SNOMED-CT concepts, our method can
be easily trained on other biomedical ontologies. The results of
our experiments show the high accuracy of our model, which
is on par with or better than hand-trained concept recognition
methods. Our tool has already been used in two applications.
It has been integrated with the PhenoTips tool to suggest
concepts for clinical reports [16] and to automatically recognize
occurrences of phenotypes in a clinical report for subsequent
data visualization [24].

Related Works
Recently, several machine learning methods have been used in
biomedical NER or concept recognition. Habibi et al [25] trained
the LSTM-CRF NER model, introduced by Lample et al [17],
to recognize five entity classes of genes/proteins, chemicals,
species, cell lines and diseases. They tested their model on
several biomedical corpora and achieved better results than
previous rule-based methods. In another work, Vani et al [26]
introduced a novel RNN–based model and showed its efficiency
on predicting ICD-9 codes in clinical notes. Both of these
methods require a training corpus annotated with the concepts
(loosely annotated in the case of Vani et al [26]).

Curating such an annotated corpus is more difficult for typical
biomedical ontologies, as the corpus has to cover thousands of
classes. For example, the HPO contains 11,442 concepts
(classes), while, to the best of our knowledge, the only publicly
available corpus hand annotated with HPO concepts [14]
contains 228 PubMed abstracts with only 607 unique annotations
that are not an exact match of a concept name or a synonym.
Thus, training a method to recognize the presence of concepts

in biomedical text requires a different approach when there is
a large number of concepts.

The concepts in an ontology often have a hierarchical structure
(ie, a taxonomy), which can be utilized in representation
learning. Hierarchies have been utilized in several recent
machine learning approaches. Deng et al [27] proposed a
CRF-based method for image classification that takes into
account inheritance and exclusion relations between the labels.
Their CRF model transfers knowledge between classes by
summing the weights along the hierarchy, leading to improved
performance. Vendrov et al [28] introduced the order-embedding
penalty to learn representations of hierarchical entities and used
it for image caption retrieval tasks. Gaussian embeddings were
introduced by Neelakantan et al [29] and learn a
high-dimensional Gaussian distribution that can model
entailment instead of single point vectors. Most recently, Nickel
et al [30] showed that learning representations in a hyperbolic
space can improve performance for hierarchical representations.

Methods

In this section, we first describe the neural dictionary model
that computes the likelihood that a given phrase matches each
concept from an ontology, and then demonstrate how to apply
the model to larger text fragments such as a full sentence, which
may have multiple (or no) terms.

Overview of the Neural Dictionary Model
The neural dictionary model receives a word or a phrase as input
and finds the probability of the concepts in the ontology
matching it. The model consists of a text encoder, which is a
neural network that maps the query phrase into vector
representation, and an embedding matrix with rows
corresponding to the ontology concepts (Figure 1). We use the
dot product of the query vector and a concept vector as the
measure of similarity.
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Figure 1. Architecture of the neural dictionary model. The encoder is shown at the top, and the procedure for computing the embedding for a concept
is illustrated at the bottom. Encoder: a query phrase is first represented by its word vectors, which are then projected by a convolution layer into a new
space. Then, a max-over-time pooling layer is used to aggregate the set of vectors into a single one. Thereafter, a fully connected layer maps this vector
into the final representation of the phrase. Concept embedding: a matrix of raw embeddings is learned, where each row represents one concept. The
final embedding of a concept is retrieved by summing the raw embeddings for that concept and all of its ancestors in the ontology. FC: fully connected.

Encoder
We use word embeddings to represent the input words learned
in a pre-processing step by running fastText [31] on publicly
available MEDLINE/PubMed abstracts. The goal of this
unsupervised step is to map semantically similar words (eg,
synonyms) to close vectors. We selected fastText for this task
primarily because it takes into account the subword information,
which is important in the medical domain where there are many
semantically close words with slight morphologic variations.

Inspired by the work of Kim et al [32], our encoder projects
these word vectors into another space using a convolution neural
network. We have used a much simpler network, consisting of
a single convolution layer, with a filter size of one word.
Although our choice of filter size has the disadvantage of losing
the word order information, in our settings, this was outweighed
by the benefit of having fewer network parameters to learn. We
also tried other types of encoders such as different variations
of LSTMs and small variants of attention-based encoders [33].
However, given the small amount of training data available,
simpler encoders were more effective.

After the first layer of projection, the output vectors were
aggregated into a single vector (v) using a max-over-time
pooling operation, as shown in the following equation

v=maxt{ELU(Wx(t)+b)}, where x(t) is the word vector for the tth
word in the phrase; W and b are the weight matrix and the bias
vector of the convolution filter, respectively; and ELU [34] is
the activation function we used in the convolution layer. It
should also be noted that the max operation used in the equation
above is an element-wise operation that takes the maximum
value of each feature across projected word vectors. Finally, a
fully connected layer with the weights U was applied on v,
followed by a ReLU (rectified linear unit) activation and l2
normalization. The result e was used as the encoded vector
representation of the phrase:

Concept Representations
Our model includes a component that learns representations for
concepts and measures the similarity between an input phrase
and the concepts by computing the dot product between these
representations and the encoded phrase e.

We denote these representations by the matrix H, where each
row corresponds to one concept. Our model does not learn H

directly, but instead learns a matrix where each row

represents the features of concept c that are “novel” compared

to its ancestors. Then, H can be derived by multiplying by

the taxonomy’s ancestry matrix A: 

Each element of the ancestry matrix Ai,j is nonzero only if
concept j is an ancestor of i (including i=j) and is calculated as:

The final embedding of a concept would be the final embedding
of its parent (or the average of its parents, in cases of

multi-inheritance) plus its own raw embedding (ie, ). In other
words, the parent concept provides the global location in the
embedding space, whereas the child concepts learn their local
locations with respect to that space.

This has two major advantages. First, it incorporates the
taxonomic structure as implicit prior information on the
geometry of the concept embeddings. Second, by binding the
embeddings of the concepts, training becomes more efficient,
as for each concept, it is sufficient to learn only the local location
with respect to its parent, rather than learning the absolute
location from scratch. Furthermore, when the location of a
concept gets updated, both its descendants and ancestors will
also get updated, even if they do not have samples present in
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the mini-batch. More specifically, as a concept gets updated,
the global locations provided to all its descendants are
automatically updated as well, while the actual raw embedding
of its ancestors will get updated through the backpropagation
process. The results of our experiments quantitatively and
qualitatively show the advantage of this approach in our task.

Finally, the classification is done by computing the dot product
(plus a bias term) followed by a softmax layer as follows:

The taxonomy information can be ignored by setting A to the
identity matrix I. In this scenario, the model would behave like

an ordinary softmax classifier with the weight matrix 

Training Procedure
Training is performed on the names and synonyms provided by
the ontology. If a concept has multiple synonyms, each
synonym-concept pair is considered as a separate training
example. The parameters learned during the training are the
encoder parameters W and U, and the concept representations

through The fastText word vectors used in our experiments
had a dimensionality of 100, while we set the dimensionality

of the concept embeddings to be 1024. We used a filter size
of 1024 for the convolution layer in the encoder, and the output
of the dense layer used after the max-pooling layer was 1024.
We trained our model by minimizing the cross-entropy loss
between the softmax output and the class labels using Adam
optimizer [35], with a learning rate of 0.002 and a batch size of
256. We trained our model for 100 epochs.

Concept Recognition in a Sentence
To use our neural dictionary model to recognize concepts in a
sentence or larger text, we extract all n-grams of one to seven
words in the text and used the neural dictionary model to match
each n-gram to a concept. We filter irrelevant n-grams by
removing the candidates whose matching score (the softmax
probability provided by the neural dictionary model) is lower
than a threshold. This threshold is chosen based on the
performance of the method (f-measure) on a validation set.

We also use random n-grams from an unrelated corpus (in our
case Wikipedia) as negative examples labeled with a dummy
none concept when training the neural dictionary model. This
is done to reduce false positives that do not match to any concept
(as opposed to false positives that are due to misclassification
between two different concepts). To reduce the compute time,
we made the assumption that phenotypic phrases have a length
of at most 10 tokens, which we chose based on the empirical
evidence that less than 0.8% of the names/synonyms in the HPO
are longer than 10 tokens. As a result, the lengths of these
n-grams were uniformly selected to be between 1 and 10.

After all the n-grams satisfying the conditions are captured, a
postprocessing step is performed to ensure that the results are
consistent. For every pair of overlapping captured n-grams, if
both n-grams match the same concept, we retain the smaller
n-gram. Otherwise, if they are matched to different concepts,
we choose the longer n-gram, as this reduces the chances of

choosing shorter general concepts in the presence of a more
specific, longer, concept. For example, when annotating the
sentence “The patient was diagnosed with conotruncal heart
defect,” our method will favor choosing the longer, more
specific concept “conotruncal heart defect” rather than the more
general concept “heart defect.”

Results

Overview
To evaluate our model, we trained the model on the HPO and
SNOMED-CT and applied it to a number of medical texts. We
evaluated the model on two different tasks. In the first task, the
model ranks concepts matching an input isolated phrase
(synonym classification) and in the second task, concepts are
recognized and classified from a document (concept
recognition).

To assess the effectiveness of the techniques used in our model,
we trained four variations of the model as follows:

• NCR: The full model, with the same architecture as
described in the section Overview of the Neural Dictionary
Model. The training data for this model includes negative
examples.

• NCR-H: In this version, the model ignores the taxonomic
relations by setting the ancestry matrix A to the identity
matrix I.

• NCR-N: Similar to the original NCR, this version utilizes
the taxonomic relations. However, this model has not been
trained on negative samples.

• NCR-HN: A variation that ignores the taxonomy and has
not been trained on negative examples.

To improve stability, we trained 10 different versions of our
model, varying the random initialization of the model parameters
and randomly reshuffling the training data across minibatches
at the beginning of each training epoch. We created an ensemble
of these 10 models by averaging their prediction probabilities
for any given query and used this ensemble in all experiments.

Data Sets
In most of our experiments, we used the HPO to train the neural
dictionary model. To maintain consistency with previous work,
we used the 2016 release of the HPO, which contains a total of
11,442 clinical phenotypic abnormalities seen in human disease
and provides a total of 19,202 names and synonyms for them,
yielding an average of 1.67 names per concept.

We evaluated the accuracy of our model trained on the HPO on
two different data sets:

• PubMed: This data set contains 228 PubMed article
abstracts, gathered and manually annotated with HPO
concepts by Groza et al [14].

• Undiagnosed Diseases Program (UDP): This data set
includes 39 clinical reports provided by National Health
Institutes UDP [36]. Each case contains the medical history
of a patient in unstructured text format and a list of
phenotypic findings, recorded as a set of HPO concepts,
gathered by the examining clinician from the patient
encounter.
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In order to examine the effectiveness of our model on different
ontologies, we also trained the model on a subset of
SNOMED-CT, which is a comprehensive collection of medical
concepts that includes their synonyms and taxonomy. We
evaluated the trained model for concept recognition using a
subset of 2000 ICU discharge summaries from MIMIC-III. The
discharge summaries are composed of unstructured text and are
accompanied by a list of disease diagnosis terms in the form of
ICD-9 codes.

Since SNOMED-CT provides a more sophisticated hierarchy
than ICD-9 and a mapping between the two exists, we used a
subset of SNOMED-CT concepts that include the ICD-9
concepts. We considered the 1292 most frequent ICD-9 concepts
that have a minimum of 50 occurrences in MIMIC-III. These
were filtered to 1134 concepts that also have at least one
mapping SNOMED-CT concept, which were mapped to a total
of 8405 SNOMED-CT concepts (more SNOMED-CT concepts
because of one-to-many mappings). To have a single connected
hierarchy of concepts, we also added all missing ancestors of
these SNOMED-CT terms, resulting in a total of 11,551
SNOMED-CT concepts. To these additional 3146 SNOMED-CT
concepts, we assigned the ICD-9 code mapped to the original
SNOMED-CT term that had induced them (ie, their descendent).
We trained NCR using these 11,551 SNOMED-CT concepts
and the 21,550 names and synonyms associated with them.

Synonym Classification Results
In this experiment, we evaluated our method’s performance in
matching isolated phrases with ontology concepts. For this

purpose, we extracted 607 unique phenotypic phrases that did
not have an exact match among the names and synonyms in the
HPO from the 228 annotated PubMed abstracts. We used our
model to classify HPO concepts for these phrases and ranked
them by their score.

In addition to the four variations of our model, we compared
our method with one based on Apache Solr, customized to
suggest HPO terms for phenotypic queries. This tool is currently
in use as a component of the phenotyping software PhenoTips
[16]. The results of this experiment are provided in Table 1.
Since all the phrases in this data set are true phenotypic terms
and PhenoTips reports at most 10 concepts for each phrase, we
measured the fraction of the predictions where the correct label
was among the top 1 (R@1) and top 5 (R@5) recalled concepts,
instead of precision/recall. NCR outperformed PhenoTips by
20%-30% in this experiment. While NCR-N slightly
outperformed regular NCR based on R@1, the experiments
here contained no queries without phenotypic terms, which is
the task that NCR-N was built to model.

An example phrase from this data set is “reduced retinal
pigment,” labeled as HP:0007894. In our version of the HPO,
there are four names/synonyms for this phrase:
“hypopigmentation of the fundus,” “decreased retinal
pigmentation,” “retinal depigmentation,” and “retinal
hypopigmentation.” NCR correctly identified this concept as
its top match. In contrast, the correct concept was not in the top
10 concepts reported by PhenoTips; the top reported concept
was “retinal pigment epithelial mottling.”

Table 1. Synonym classification experiments on 607 phenotypic phrases extracted from 228 PubMed abstracts. Largest values for each category are
italicized.

Accuracy (%)Method

R@5bR@1a

49.328.9PhenoTips

80.651.6NCRc

69.845.5NCR-Hd

78.255.8NCR-Ne

71.850.2NCR-HNf

aR@1: recall using top 1 result from each method.
bR@5: recall using top 5 results from each method.
cNCR: Neural Concept Recognizer.
dNCR-H: variation of the NCR model that ignores taxonomic relations.
eNCR-N: variation of the NCR model that has not been trained on negative samples.
fNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.

Concept Recognition Results
We evaluated the four versions of NCR for concept recognition
and compared them with four rule-based methods: NCBO
annotator [10], cTAKES [13], BioLarK [14], and OBO annotator
[11]. The NCBO annotator is a general concept recognition tool
with access to hundreds of biomedical ontologies, including the
HPO. cTAKES is a more general medical knowledge extraction
system primarily designed for SNOMED-CT, while BioLarK

and the OBO annotator are concept recognizers primarily
tailored for the HPO. Another method, called IHP (Identifying
Human Phenotypes) [15], was recently introduced for
identifying HPO terms in unstructured text using machine
learning for named entity recognition and a rule-based approach
for further extending them. However, this method is not directly
comparable, as it only reports the text spans that are a phenotype
and does not classify or rank matching HPO terms.
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In order to choose a score threshold for filtering irrelevant
concepts, we used 40 random PubMed abstracts as a validation
set and compared the micro F1-score with different threshold
values. The selected thresholds were 0.85, 0.8, 0.8, and 0.75
for NCR, NCR-H, NCR-N, and NCR-HN, respectively. Since
the UDP data set contained fewer reports (39 in total), we did
not choose a separate UDP validation set and used the same
threshold determined for the PubMed abstracts. We tested our
methods on the remaining 188 PubMed abstracts and the 39
UDP reports and calculated micro and macro versions of
precision, recall, and F1-score, as shown in the following
equations:

In these equations, D is the set of all documents and Rd and Ld

notate the set of reported concepts and label concepts for the
document d, respectively. In cases where ｜ Ld｜ or ｜ Rd｜

were zero, we assigned a macro recall and macro precision of
1.0, respectively.

We also calculated a less strict version of accuracy
measurements that takes the taxonomic relations of the concepts
into consideration. For this, we extended the reported set and
the label set for each document to include all their ancestor
concepts, which we notate by E(Ld) and E(Rd), respectively,
and calculated an extended version of the precision and recall,
as well as the Jaccard Index of the extended sets. The following
equations show how these accuracies are derived:

The measured micro and macro accuracies are provided in
Tables 2 and 3 for the PubMed abstract and UDP data sets,
respectively. The taxonomy-based extended accuracies and the
Jaccard index results are available in Tables 4 and 5 for the
abstracts and UDP data sets, respectively. In both experiments,
based on the measurements of the Jaccard index and all three
versions of micro, macro, and extended F1-scores, NCR had
higher accuracy than all other baselines. Furthermore, by
comparing the NCR and NCR-H, we observed that using the

hierarchy information considerably improved the F1-score of
the model in the abstract data set, although the F1-score of the
UDP set was slightly lower. Finally, comparison of NCR and
NCR-N showed that using negative examples during the training
improved the overall accuracy for the abstract data set, while
not using the negatives led to a narrow advantage with the UDP
data set.

To verify the statistical significance of NCR’s superiority to
the baselines, we aggregated both the abstract and UDP data
sets for a total of 227 documents and calculated the F1-score
for each document separately. This method is different from
that used to calculate the F1-score presented in Tables 2-5,
which only show a single measurement of F1-score per category.
We compared the main version of NCR against BioLarK, which
was our strongest baseline. NCR performed statistically
significantly better (P=.003, Wilcoxon test).

To evaluate the effectiveness of the techniques employed in
NCR on a different ontology, we trained the four variations of
our model on the SNOMED-CT subset, using 200 MIMIC
reports as the validation set and the remaining 1800 reports as
a test set. We mapped each reported SNOMED-CT concept to
the corresponding ICD-9 code and calculated the accuracy
measurements (Table 6).

The results show that using the hierarchy information improved
both micro and macro F1-scores. Since the labels were only
available as ICD-9 codes, which do not hold a sufficiently rich
hierarchical structure as opposed to HPO and SNOMED-CT,
the Jaccard index and the extended accuracy measurements
were less meaningful and were not calculated. We also ran the
original cTAKES, which is optimized for SNOMED-CT
concepts, on the 1800 test documents and filtered its reported
SNOMED-CT results to ones that have a corresponding ICD-9.
Although cTAKES had a high recall, the overall F1-scores were
lower than those for NCR. Furthermore, using a method similar
to the one used to calculate the statistical significance for the
improvement relative to BioLark in the section above, we
compared NCR with cTAKES and found that NCR performed
statistically significantly better (P<.001, Wilcoxon test).
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Table 2. Micro and macro measurements for concept recognition experiments on 188 PubMed abstracts. Neural Concept Recognizer models were
trained on Human Phenotype Ontology. Largest values for each category are italicized.

Macro (%)Micro (%)Method

F1-scoreRecallPrecisionF1-scoreRecallPrecision

70.966.076.668.360.578.5BioLarK

67.161.474.062.855.672.2cTAKESa

67.558.679.563.753.778.3OBOb

60.448.779.557.244.081.6NCBOc

73.968.280.570.262.480.3NCRd

69.667.172.267.361.574.4NCR-He

72.268.376.669.462.578.1NCR-Nf

69.363.476.565.757.277.1NCR-HNg

acTAKES: Clinical Text Analysis and Knowledge Extraction System.
bOBO: Open Biological and Biomedical Ontologies 
cNCBO: National Center for Biomedical Ontology.
dNCR: Neural Concept Recognizer.
eNCR-H: variation of the NCR model that ignores taxonomic relations.
fNCR-N: variation of the NCR model that has not been trained on negative samples.
gNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.

Table 3. Micro and macro measurements for concept recognition experiments on 39 Undiagnosed Diseases Program clinical notes. Neural Concept
Recognizer models were trained on Human Phenotype Ontology. Largest values for each category are italicized.

Macro (%)Micro (%)Method

F1-scoreRecallPrecisionF1-scoreRecallPrecision

24.621.628.723.921.027.6BioLarK

26.220.237.523.618.931.5cTAKESa

23.720.128.823.220.526.8OBOb

25.919.937.122.516.933.4NCBOc

27.027.626.525.827.224.5NCRd

26.627.026.225.926.825.1NCR-He

27.928.927.026.228.524.3NCR-Nf

27.627.727.426.427.225.5NCR-HNg

acTAKES: Clinical Text Analysis and Knowledge Extraction System.
bOBO: Open Biological and Biomedical Ontologies 
cNCBO: National Center for Biomedical Ontology.
dNCR: Neural Concept Recognizer.
eNCR-H: variation of the NCR model that ignores taxonomic relations.
fNCR-N: variation of the NCR model that has not been trained on negative samples.
gNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.
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Table 4. Extended measurements for concept recognition experiments on 188 PubMed abstracts. Neural Concept Recognizer models were trained on
Human Phenotype Ontology. Largest values for each category are italicized.

Jaccard value (%)Extended value (%)Method

F1-scoreRecallPrecision

76.985.880.891.5BioLarK

72.183.373.995.6cTAKESa

74.484.577.992.4OBOb

64.377.765.495.8NCBOc

79.187.382.193.3NCRd

76.785.183.886.5NCR-He

78.286.783.190.6NCR-Nf

73.283.978.989.7NCR-HNg

acTAKES: Clinical Text Analysis and Knowledge Extraction System.
bOBO: Open Biological and Biomedical Ontologies 
cNCBO: National Center for Biomedical Ontology.
dNCR: Neural Concept Recognizer.
eNCR-H: variation of the NCR model that ignores taxonomic relations.
fNCR-N: variation of the NCR model that has not been trained on negative samples.
gNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.

Table 5. Extended measurements for concept recognition experiments on 39 Undiagnosed Diseases Program clinical notes. Neural Concept Recognizer
models were trained on Human Phenotype Ontology. Largest values for each category are italicized.

Jaccard index (%)Extended value (%)Method

F1-scoreRecallPrecision

29.549.542.658.9BioLarK

27.347.836.768.5cTAKESa

31.352.046.459.2OBOb

27.248.537.269.8NCBOc

31.553.049.457.1NCRd

30.551.649.454.0NCR-He

31.452.550.554.7NCR-Nf

31.352.549.056.5NCR-HNg

acTAKES: Clinical Text Analysis and Knowledge Extraction System.
bOBO: Open Biological and Biomedical Ontologies 
cNCBO: National Center for Biomedical Ontology.
dNCR: Neural Concept Recognizer.
eNCR-H: variation of the NCR model that ignores taxonomic relations.
fNCR-N: variation of the NCR model that has not been trained on negative samples.
gNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.
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Table 6. Results for concept recognition experiments on 1800 Multiparameter Intelligent Monitoring in Intensive Care documents. The Neural Concept
Recognizer models were trained on a subset of the Systematized Nomenclature of Medicine - Clinical Terms ontology. Largest values for each category
are italicized.

Macro (%)Micro (%)Method

F1-scoreRecallPrecisionF1-scoreRecallPrecision

14.136.58.714.637.09.1cTAKESa

15.226.910.615.526.710.9NCRb

14.630.49.615.130.610.0NCR-Hc

15.425.311.115.424.811.2NCR-Nd

13.928.99.214.428.69.6NCR-HNe

acTAKES: Clinical Text Analysis and Knowledge Extraction System.
bNCR: Neural Concept Recognizer.
cNCR-H: variation of the NCR model that ignores taxonomic relations.
dNCR-N: variation of the NCR model that has not been trained on negative samples.
eNCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples.

Qualitative Results
To better understand how utilizing the hierarchy information
affects our model, we used t-SNE (t-distributed stochastic
neighbor embedding) to embed and visualize the learned concept
representations for the rows of matrix H for NCR-N (using
hierarchy) and NCR-NH (not using the hierarchy), trained on
the HPO. These representations are illustrated in Figure 2, where
colors are assigned to concepts based on their high-level ancestor
(the 23 children of the root). If a concept had multiple high-level
ancestors, we chose one randomly. As is evident in the plots,
the representations learned for NCR-N were better clustered
than those for NCR-NH.

Interestingly, in the representations learned for NCR-N, concepts
in categories that share children with many other categories,
such as “Neoplasm” (dark grey), are located in the center of the
plot, close to various other categories, while a category like
“Abnormality of ear” (orange) forms its own cluster far from
center and is separated from other categories.

To further investigate the false positives reported by NCR, we
manually investigated the false positives reported by our method

in three clinical reports randomly chosen from the UDP data
set. We looked at false positives from the extended version of
evaluations, which included concepts reported by our method,
where neither the concepts nor any of their descendants were
in the label set. This yielded a total number of 73 unique false
positives for the three documents. Based on a manual analysis
of these terms conducted by a medical expert on rare genetic
diseases (coauthor DA), 47.9% of the reported false positives
were actually correctly adding more information to the closest
phenotype reported in the label set. One such example is
“Congenital hypothyroidism on newborn screening.” Although
our method correctly recognized “Congenital hypothyroidism,”
the closest concept in the extended label set was “Abnormality
of the endocrine system.” In an additional 8.2% of cases, our
model correctly reported a more specific concept than that
presented in the patient record, but the concept was sufficiently
close to a specified phenotype for it not to be considered a novel
finding. Furthermore, 16.4% of the reported false positives were,
in fact, mentioned in the text, albeit as negations, such as “Group
fiber atrophy was not seen.” In 6.8% of these cases, the reported
phenotype was mentioned but not confidently diagnosed, such
as “possible esophagitis and gastric outlet delay.”
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Figure 2. Visualization of the representations learned for Human Phenotype Ontology concepts. The representations are embedded into two dimensions
using t-SNE. The colors denote the high-level ancestors of the concepts. The plot on the left shows the representations learned in NCR-N, where the
taxonomy information was used in training, and the plot on the right shows representations learned for NCR-HN, where the taxonomy was ignored.
NCR-HN: variation of the NCR model that ignores the taxonomy and has not been trained on negative examples; NCR-N: variation of the NCR model
that has not been trained on negative samples; t-SNE: t-distributed stochastic neighbor embedding.

Discussion

Principal Findings
Our experiments showed the high accuracy of NCR compared
to the baselines in both synonym classification and concept
recognition, where NCR consistently achieved higher F1-scores
across different data sets. Furthermore, we showed that NCR’s
use of the hierarchical information contributes to its higher
performance.

In the synonym classification task, as evident in Table 1, all
variations of NCR had a much better performance than the tool
provided by PhenoTips. Furthermore, comparison of NCR and
NCR-H showed that use of the hierarchy information
considerably improved accuracy.

In concept recognition experiments, NCR had a better F1-score
and Jaccard index than BioLarK and cTAKES on PubMed
abstracts (Tables 2 and 4) and UDP reports (Tables 3 and 5).
On both data sets, NCR had a higher recall, showing its ability
to better generalize to synonymous terms that occurred in the
text. In some experiments, NCBO achieved the highest
precision; however, we should note that in the same experiments,
NCR achieved a much better recall rate, and when taking both
precision and recall into account, NCR had the highest F1-score.

Among different variations of NCR, use of the hierarchy
information always led to a higher F1-score and Jaccard index.
Having negative samples during training also generally
improved accuracy; however, in some cases, this difference was
small, and in some cases, NCR-N showed slightly better results.

Although the PubMed abstracts were manually annotated with
HPO concepts by Groza et al [14], the text provided for UDP
is not annotated and there is no explicit association between the
provided HPO terms and phenotypic phrases in the text.
However, since both the text and the terms referred to the same
patients, a correspondence exists between them. This can explain
the overall higher accuracy of all methods on PubMed data

compared to UDP data. As a result, these performance
measurements would be more meaningful when observed in a
relative manner, which shows the better performance of NCR
than the baselines.

The experiments on MIMIC data, where the model was trained
on SNOMED-CT, resulted in a much lower accuracy than the
two experiments performed using the HPO. In addition to the
problem of implicit correspondence between labels and actual
mentions in the text, in this experiment, we used a mapping
between ICD-9 and SNOMED-CT terms, which can introduce
further inconsistencies. On the other hand, for the sake of
evaluating the techniques employed in our model on another
ontology, use of the SNOMED-CT hierarchy, similar to the
case with the HPO, improves the F1-scores (Table 3).

In addition to the quantitative results showing the advantage of
using the hierarchy information, our visualization of the concept
representations in Figure 2 shows that the representations
learned for NCR-N are more cohesive compared to those for
NCR-HN. Although in theory, NCR-N has the flexibility to
learn representations identical to those of NCR-HN, the way
our model utilizes the taxonomy connects the embedding of
related concepts during training, which leads to better separated
clusters.

NCR has already been used in several applications in practice.
Currently, a version of NCR trained on the HPO is deployed as
a component of PhenoTips software [16] and is being used in
both annotation of clinical notes and term suggestion for
manually entered phenotypes. Another example is PhenoLines
[24], a software for visualizing disease subtypes, that relies on
a mapping between HPO and Unified Medical Language System
(UMLS) [37] terms. NCR was effectively used to help improve
the coverage of their mapping. The code for NCR is available
under the MIT license [38].
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Conclusions
In this paper, we presented a neural dictionary model that ranks
matching concepts for a query phrase and can be used for
concept recognition in larger text. Unlike other machine
learning–based concept recognition tools, our training is solely
performed on the ontology data (except the unsupervised
learning of the word vectors) and does not require any annotated
corpus. Another novelty of our model is our approach to using
the taxonomic relations between concepts that, based on our
experiments, improve synonym classification. Use of these
taxonomic relations makes the training of our model easier by
sharing knowledge between different concepts and providing
implicit prior information on the similarity between concepts
for the model. Furthermore, using multiple sources of
information can improve the robustness of the model to potential
errors in the input ontologies (eg, due to a mislabeled synonym).

NCR uses convolutional neural networks to encode query
phrases into vector representations and computes their similarity
to embeddings learned for ontology concepts. The model
benefits from knowledge transfer between child and parent
concepts by summing the raw embeddings of a concept’s
ancestors to compute its final embedding. We tested our neural
dictionary model by classifying 607 phenotypic phrases, and
our model achieved a considerably higher accuracy than another
method designed for this task and baseline versions of our model
that do not use the taxonomy information. We also tested our
method for concept recognition on full text using four data sets.
In one setting, we trained our model on the HPO and tested it

on two data sets, including 188 PubMed paper abstracts and 39
UDP clinical records, while in another setting, we trained the
model on a subset of SNOMED-CT medical concepts and tested
it on 1800 MIMIC ICU discharge notes. Our results showed
the efficiency of our methods in both settings.

One major challenge for the concept recognition task is to filter
candidates that do not match any class in the ontology. In our
experiments, we approached this challenge by adding negative
samples from Wikipedia in the training. Although this improved
the results, it did not fully solve the problem, as there can be
many relevant medical terms in a clinical text that are neither
in an ontology nor available in any negative examples.

Although our experiments have shown the high accuracy of our
model in classifying synonyms, we believe there is much more
room for improvement in the overall concept recognition
method, especially the way that n-grams are selected and
filtered. Limitations of NCR include its relatively slower speed
than several dictionary-based and rule-based methods and its
limited ability to utilize contextual information for concept
recognition. An interesting direction for future work is to
investigate the possibility of using unsupervised methods for
encoding phrases, such as skip-thought vectors [39] or the
recently introduced language representation model BERT
(Bidirectional Encoder Representations from Transformers)
[40], to use the massive amount of available unannotated
biomedical corpora for better generalization of classifying
synonymous phrases and concept recognition.
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Abstract

Background: Evidence-based guidelines and recommendations can be transformed into “If-Then” Clinical Evidence Logic
Statements (CELS). Imaging-related CELS were represented in standardized formats in the Harvard Medical School Library of
Evidence (HLE).

Objective: We aimed to (1) describe the representation of CELS using established Systematized Nomenclature of
Medicine—Clinical Terms (SNOMED CT), Clinical Quality Language (CQL), and Fast Healthcare Interoperability Resources
(FHIR) standards and (2) assess the limitations of using these standards to represent imaging-related CELS.

Methods: This study was exempt from review by the Institutional Review Board as it involved no human subjects. Imaging-related
clinical recommendations were extracted from evidence sources and translated into CELS. The clinical terminologies of CELS
were represented using SNOMED CT and the condition-action logic was represented in CQL and FHIR. Numbers of fully and
partially represented CELS were tallied.

Results: A total of 765 CELS were represented in the HLE as of December 2018. We were able to fully represent 137 of 765
(17.9%) CELS using SNOMED CT, CQL, and FHIR. We were able to represent terms using SNOMED CT in the temporal
component for action (“Then”) statements in CQL and FHIR in 755 of 765 (98.7%) CELS.

Conclusions: CELS were represented as shareable clinical decision support (CDS) knowledge artifacts using existing
standards—SNOMED CT, FHIR, and CQL—to promote and accelerate adoption of evidence-based practice. Limitations to
standardization persist, which could be minimized with an add-on set of standard terms and value sets and by adding time frames
to the CQL framework.

(JMIR Med Inform 2019;7(2):e13590)   doi:10.2196/13590
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Introduction

Background
Imaging clinical decision support (CDS) applies health
information technology (IT) to inform clinical decision making
at the point of care regarding the need for imaging or the optimal
study based on the best available evidence [1]. Legislation has
called for the use of health IT, including CDS, for health
promotion and health quality improvement [2,3]. Subsequently,
regulations promulgated in response to the Protecting Access
to Medicare Act (PAMA) state that health care providers should
reference appropriate use criteria or evidence-based clinical
knowledge while ordering certain advanced imaging exams [4].
Such an evidence-based approach to appropriate medical
imaging by way of CDS systems can help mitigate health care
costs and imaging utilization, while providing appropriate and
safe health care to those who require these procedures [5-7].

Many guidelines, recommendations, systematic reviews, and
clinical decision rules have been published or endorsed by
national societies in the peer-reviewed literature and as best
practices by other provider groups related to appropriate use of
advanced imaging procedures for certain indications. The
knowledge contained in these recommendations and guidelines
can be transformed into Clinical Evidence Logic Statements
(CELS) that can be implemented into CDS systems. However,
to be widely shared and usable in such systems, CELS must be
translated into established standardized syntax and formats such
as Systematized Nomenclature of Medicine—Clinical Terms
(SNOMED CT) [8], Clinical Quality Language (CQL) [9], and
Fast Healthcare Interoperability Resources (FHIR) [10].
SNOMED International does not charge for the use of SNOMED
CT in SNOMED International Member countries or territories;
CQL and FHIR are Health Level Seven (HL7) standards and
are available at no cost under a licensing agreement by which
HL7 will retain its copyright. Key components of each standard
are summarized in the subsections that follow.

Systematized Nomenclature of Medicine—Clinical
Terms Compositional Grammar
SNOMED CT compositional grammar is a standard ontology
for representing clinical concepts and establishes relationships
between them [8]. Clinical terms such as “X-ray knee” can be
modeled in SNOMED CT, where each concept is linked to an
identifying number. Concepts in SNOMED CT are organized
into expressions. Precoordinated expressions are represented
by a single concept identifier. Postcoordinated expressions are
those that are represented by combining two or more concept
identifiers. SNOMED CT establishes rules and hierarchies that
define attributes, qualifiers, and relationships between concepts
[11]. SNOMED CT also enables reference sets, which can be
used to group SNOMED CT components (ie, concepts).

Health Level Seven Clinical Quality Language
Standard
The HL7 CQL Specification was developed to standardize the
representation of clinical logic for clinical quality improvement
[12]. More specifically, CQL was developed with the target of
harmonizing expression logic. An additional component of the

CQL Standard is the Expression Logical Model (ELM) [12].
Each CQL logic file is also represented as an ELM Extensible
Markup Language (XML) document, which allows for an action
to be represented for CDS. CQL files can reference clinical
terms represented using SNOMED CT [8]. CQL files can also
reference data models, such as the Quality Information and
Clinical Knowledge (QUICK) logical model [13]. The QUICK
data model defines the format and structure of the “retrieve”
expressions in a CQL library. The retrieve declaration gathers
a list of clinical data that is specific to the context of the patient
or the population and to the retrieve itself.

Fast Healthcare Interoperability Resources
FHIR is a standard for sharing health care information with
multiple functional areas known as resources [10]. These
modules or individual components can be combined into a
framework that can be implemented in a health care system.
The modules are generated in a format that can be recognized
and utilized by most health care systems, while also allowing
for flexibility and customization of these resources through
extensions. Data representation in FHIR can be in the XML,
JavaScript Object Notation (JSON), or Turtle formats and it
uses both CQL and SNOMED CT standards in its
representations. The FHIR “decisionsupportrule” resource [14],
expressed through the ELM, represents shareable knowledge
artifacts for CDS.

The Harvard Medical School Library of Evidence (HLE)
provides a repository of medical evidence, publicly available
from the HLE website, from a range of recommendation sources
that can be utilized in CDS systems [15,16]. Each unit of
medical evidence is represented as a CELS of “If-Then” logic
statement form (eg, If [age>X] And [symptom] Then Not
[procedure]). We aimed to (1) describe the representation of
CELS using the established standards of SNOMED CT, CQL,
and FHIR and (2) assess the limitations of using these standards
to represent the CELS in the HLE.

Methods

Study Design and Setting
This descriptive study was exempt from the requirement of
review from the Institutional Review Board as it did not include
human subjects. The HLE currently contains imaging-related
recommendations from clinical decision rules, professional
society guidelines, and locally developed best practice guidelines
[17]. As of December 20, 2018, there were a total of 765
completely graded CELS from 134 evidence sources in the
HLE. A total of 235 of the CELS are Choosing Wisely content
[18], pertaining to Priority Clinical Areas (eg, cervical or neck
pain and suspected pulmonary embolism) specified by the
Centers for Medicare and Medicaid Services [4,19].

Representing Clinical Evidence Logic Statements in
Established Standards: An Overview
Steps in the process of translating a unit of evidence into FHIR
so that it can be used in CDS are summarized in Figure 1.
Recommendations are extracted from evidence sources,
including published guidelines, recommendations, systematic
reviews, clinical decision rules, and local best practices; each
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extracted recommendation is known as a unit of evidence. Each
unit of evidence is then organized into an “If [condition] Then
[action]” format which is known as a CELS. Therefore, each

CELS consists of clinical terms and logic operators and has
associated metadata (eg, source and author).

Figure 1. Relationship between the standards. HL7: Health Level Seven.

Transforming a Unit of Evidence to Fast Healthcare
Interoperability Resources: An Example

Overview
An in-depth transformation of a unit of evidence to FHIR is
described below using a peer-reviewed article with
recommendations for using ventilation-perfusion single-photon
emission computed tomography (VQ SPECT) imaging for
diagnosing pulmonary embolism [20]. The article recommends
using VQ SPECT in patients with suspected pulmonary

embolism (PE), and can be written as the following CELS: “If
[Suspected PE] Then [VQ SPECT].”

Previous studies related to the HLE have identified three main
types of variations in logic: single-decision statements,
branching statements, and score-based statements [16]. The
“Suspected PE” recommendation is an example of a
single-decision statement.
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Representing the Terms Using Systematized
Nomenclature of Medicine: Clinical Terms
We modeled “Suspected PE” in SNOMED CT as follows: code
“suspected PE”: '417113001'. This is an example of a
precoordinated match.

Representing Clinical Logic in Clinical Quality
Language
The CQL file is structured into a series of categories including
the following:

1. Library: this is the name of the reference file, which is
referenced by the secondary ELM file needed for each
clinical decision.

2. Using: this term defines the data model that will be used
(eg, QUICK).

3. Code System: this identifies the standardized code system,
such as SNOMED CT.

4. Value Set: this identifies the specific codes within the code
system that will be referenced in the clinical logic; either
extensional or intensional value sets can be used.

5. Context: this can either be patient or population. For clinical
logic in the HLE, the context is patient, as most data
references the patient.

6. Define: this is a statement that creates a local name for
conditions (eg, in an “If” statement).

Figure 2. Suspected pulmonary embolism Clinical Quality Language (CQL) file. QUICK: Quality Information and Clinical Knowledge; SNOMED:
Systematized Nomenclature of Medicine; PE: pulmonary embolism.

Although one can define an infinite number of subsets, these
define statements should be organized and succinct. Naming
the define statements creates a local name for all the conditions
and rules that either exist or do not exist to make up a defined
statement subset; this also allows one to reference the list of
conditions in a future define statement, so that the define
statements can be stacked. In most cases, the last define
statement in the CQL file will be a define statement that contains
all the conditions in the “If” statement that must be true to
initiate the “Then” portion of the recommendation. A complete
CQL file is shown in Figure 2.

Representation in Fast Healthcare Interoperability
Resources
The ELM file (see Figure 3) is the second file necessary to share
clinical logic written in CQL. As mentioned previously, the
ELM is a machine-readable, canonical representation of the
CQL logic, which is the intermediate step in implementing the
logic written in CQL. This is where the Event, Context, and
Actions are defined. The organization of the ELM file is dictated
by the FHIR standard “decisionsupportrule” resource. It can be
formatted in the XML, JSON, or Turtle formats; HLE uses
XML.

The setup of the ELM file is shown in Textbox 1. Each
individual decision rule, which thereby contains an individual
action, has its own XML file.
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Figure 3. Suspected pulmonary embolism Extensible Markup Language (XML) file. HL7: Health Level Seven; FHIR: Fast Healthcare Interoperability
Resources; CELS: Clinical Evidence Logic Statement; VQ SPECT: ventilation-perfusion single-photon emission computed tomography; PE: pulmonary
embolism; SNOMED: Systematized Nomenclature of Medicine.

Textbox 1. Setup of the Expression Logical Model (ELM) file.

<action></action>: This portion of the Extensible Markup Language (XML) file references whether the clinical logic deems the test inappropriate or
appropriate. The action can either be “Rule can be applied” if the test is appropriate or “Rule cannot be applied” if the test is not appropriate.

<condition value = />: In this part of the file, the name of the final define statement that contains all the conditions that renders the action true is
referenced. Thus, a subset of clinical logic is referenced.

<moduleMetadata></moduleMetadata>: General information about the library file is referenced (eg, author names and title).

<library></library>: This portion of the XML file references the name of the Clinical Quality Language (CQL) file that contains the logic relevant to
the action and condition.

<trigger></trigger>: This portion of the XML file references the clinical order that is related to the clinical logic and contains the event that triggers
a decision rule. This trigger is defined in the implementation environment, and not defined in CQL.

The FHIR framework allows for the combination of multiple
CQL files with their corresponding XML files. FHIR supports
single-decision statements, branching-decision statements, and
score-based statements.

Representation of Branching Statements
Branching statements are recommendations that are applicable
to patients with similar indications but fulfil various criteria;
for example, recommendations for managing pulmonary
embolism in pregnant patients versus nonpregnant patients.
Thus, there are more than two CELS generated for the evidence
source. The first step of translating these units of evidence is
creating a decision tree. Each end point of the decision tree
corresponds to a CELS, to be represented in CQL.

Representation of Score-Based Statements
Score-based units of evidence also produce more than two
CELS, corresponding to evidence-based scores; for example,
recommendation for managing acute appendicitis for an Acute
Inflammatory Response (AIR) score of 5. The ELM files created

for each CQL file in the branched and score-based statement
follow the same format as the ELM files in the single-decision
statement.

Assessing Representation of Clinical Evidence Logic
Statements in Established Standards
The HLE contained a total of 2616 CELS at the time of data
analysis for this publication. Among these, we counted the
number of CELS that we were able to represent in SNOMED
CT, CQL, and FHIR and reported this as a percentage of the
total number of cells. For each of these, we characterized those
CELS that could not be represented in SNOMED CT and those
that could not be represented in CQL. CELS were defined as
represented in SNOMED CT when all terms in the CELS could
be represented using SNOMED CT. CELS are defined as
represented in CQL when the action of the CELS, after the
“Then” portion, could be represented in the ELM in the FHIR
format.
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Results

We were able to represent terms using SNOMED CT in the
temporal component for action (“Then”) statements in CQL
and FHIR in 755 of 765 (98.7%) of CELS. Of the completely
graded 765 CELS in the evidence library, 17.9% (n=137) were
fully represented using SNOMED CT, CQL, and FHIR (see
Table 1).

Reasons why CELS were not adequately represented are
included in Textboxes 2-4 and are summarized as follows:

1. Clinical terms are unrepresented using SNOMED CT. Some
clinical terms within logic statements contained one or more

clinical terms not represented in SNOMED CT (eg, AIR
score for acute appendicitis) [21-31].

2. Standard English phrases were unrepresented using
SNOMED CT. Some common phrases that were not
represented using SNOMED CT include “new feature” or
“vehicle rollover.”

3. Temporal phrases were unrepresented in CQL. An
additional number of CELS were not adequately represented
as the “Then” portion of the logic statement because a
temporal component could not be represented in CQL (eg,
computed tomography [CT] chest in 12 months) and,
subsequently, with the FHIR “decisionsupportrule” resource
(see Textbox 4).

Table 1. Partially represented CELSa in the Harvard Medical School Library of Evidence.

Number of CELS (N=765), n (%)Type of CELS

137 (17.9)CELS fully represented using SNOMED CTb, CQLc, and FHIRd

628 (82.1)CELS partially represented using SNOMED CT

10 (1.3)CELS partially represented due to CQL

aCELS: Clinical Evidence Logic Statement.
bSNOMED CT: Systematized Nomenclature of Medicine—Clinical Terms.
cCQL: Clinical Quality Language.
dFHIR: Fast Healthcare Interoperability Resources.

Textbox 2. Clinical terms unrepresented using Systematized Nomenclature of Medicine—Clinical Terms (SNOMED CT).

• Acute Inflammatory Response (AIR) score [21]

• Alvarado score [22]

• Canadian Computed Tomography (CT) Head Rule [23]

• Canadian Cervical Spine Rule (CCSR) [24]

• New Orleans/Charity head trauma rule [25]

• National Emergency X-Radiography Utilization Study (NEXUS) head trauma rule [26]

• Magnetic resonance imaging (MRI) shoulder with dedicated metal suppression protocol

• O2 saturation on room air

• Optimizing imaging in suspected appendicitis (OPTIMAP) score [27]

• Revised Geneva (rGeneva) score [28]

• Simple calculated osteoporosis risk estimation (SCORE) score [29]

• Simplified Motor Score (SMS) [30]

• Sex, timing, origin, nausea, erythrocytes (STONE) score [31]

Textbox 3. Standard English phrases unrepresented using Systematized Nomenclature of Medicine—Clinical Terms (SNOMED CT).

• New feature

• Suitable candidate

• Time-of-flight (TOF) magnetic resonance angiography (MRA)

• Vehicle rollover
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Textbox 4. Temporal phrases unrepresented in Clinical Quality Language (CQL).

• Computed tomography (CT) chest in 12 months

• CT chest in 18-24 months

• CT chest in 3 months, 9 months, And 24 months

• CT chest in 3-6 months

• CT chest in 6-12 months

• CT chest in 9-12 months And 24 months

• Low-dose CT annually for 3 years

Examples of partially unrepresented CELS include:

1. Alvarado score for suspected appendicitis; this is an
example of an evidence source with three partially
represented CELS, since the term “Alvarado score” does
not exist in the SNOMED CT standard ontology, as
indicated by the asterisk:
a. If [Alvarado score* >=4] And [Alvarado score* <=6]

Then [CT abdomen]
b. If [Alvarado score* <4] Then Not [CT Abdomen]
c. If [Alvarado score* >6] Then Not [CT Abdomen]

2. Guidelines for management of small pulmonary nodules
detected on CT scans—a statement from the Fleischner
Society [32]:
a. If [pulmonary nodule on chest CT] And [nodule size

<=4mm] And [high risk] Then [CT chest in 12 months]
b. If [pulmonary nodule on chest CT] And [nodule size

>4mm] And [nodule size <=6] And [low risk] Then
[CT Chest in 12 months]

c. If [pulmonary nodule on chest CT] And [nodule size
>4mm] And [nodule size <=6] And [high risk] Then
[CT chest in 6-12 months]

These CELS are examples of partially represented CELS due
to actions such as “CT chest in 6-12 months” and “CT chest in
12 months.” These actions contain a future temporal component
that cannot be represented in CQL. CT chest can be represented
in a define statement. However, a define statement in CQL for
scheduling a procedure at a future time cannot be created.
Furthermore, value sets for terms such as “high risk” are not
available.

Discussion

Principal Findings
Overall, 17.9% (137/765) of CELS were represented as
shareable CDS knowledge artifacts using existing standards,
SNOMED CT, FHIR, and CQL to promote and accelerate
adoption of evidence-based practice. More work to represent
imaging-related CELS need to be undertaken to standardize
clinical knowledge included in the HLE. A few limitations to
utilizing these standards for CDS implementation in the evidence
library were identified. While SNOMED CT is robust, some
terms do not exist in its ontology. For example, names for known
rules or scores such as “Revised Geneva score” [28] cannot be
represented. The HLE is currently in the process of creating an

add-on set of terms in SNOMED CT so that these terms will
have an ID and mapping.

In addition, English words, which contribute to the meaning of
a clinical recommendation (eg, “high risk” and “suitable
candidate”), may not be represented using SNOMED CT. In
those situations, one can substitute terms that are in SNOMED
CT that are a synonym or close in meaning to the original term.
Use of value sets to enumerate concepts that may map to a
criterion in a recommendation may be useful. However, these
mappings are not always exact and may change the interpretation
of the clinical recommendation. This limitation can also possibly
be amended through an add-on set of terms to SNOMED CT.
SNOMED CT is updated twice yearly and updates can include
newly added concepts. In addition, developing an add-on set of
terms can be expedited by creating more value sets, specifically
sets of code from hierarchy-based definitions that are
algorithmically defined (ie, intensional value sets) or enumerated
(ie, extensional value sets). These can be disseminated publicly
(eg, via the Value Set Authority Center) to accelerate
cross-organizational efforts for terminology standardization.
More importantly, guidelines and recommendations should be
limited to using standardized terminology prior to getting
published.

The limitations of the FHIR framework include determining
ways to represent temporal actions and phrases. CQL gives rise
to a temporal framework as the time frame of a condition can
be defined; for example, “If CT chest in the past 12 months”
can be represented. However, this allowance is limited to
conditions within the “If” statement, and currently there is no
temporal framework in the CQL file or future temporal
component in the ELM file that runs an action (eg, “CT chest
in 12 months” cannot be written in the XML file). Further,
recurring actions such as “9-12 months And 24 months” cannot
be represented. The current actions determine whether imaging
at that exact time is appropriate or not. Clinical logic could be
restructured in the “If-Then” statement to incorporate the time
frame into the “If,” but this does not work in every situation. A
systemized and structured approach to these statements with
time frames should be added onto the CQL and FHIR framework
by developers or CDS implementation services that expands
upon the representation of time within the actions of CDS.

To summarize, a unit of evidence in the HLE is structured as a
CELS. We represented terms using a standard terminology,
SNOMED CT. The conditions or “If” statements are represented
in CQL. Using the FHIR resource “decisionsupportrule,” we
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combine the action and the condition to represent CDS
knowledge artifacts. CELS are publicly available and
represented using existing standards to promote and accelerate
adoption of evidence into daily practice to improve the quality
of care and reduce waste.

Conclusions
CELS were represented as shareable CDS knowledge artifacts
using existing standards—SNOMED CT, FHIR, and CQL—to
promote and accelerate adoption of evidence-based practice.
However, more work needs to be done to represent terminology
and value sets and to model future temporal action in CDS
recommendations.
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Abstract

Background: The vocabulary gap between consumers and professionals in the medical domain hinders information seeking
and communication. Consumer health vocabularies have been developed to aid such informatics applications. This purpose is
best served if the vocabulary evolves with consumers’ language.

Objective: Our objective is to develop a method for identifying and adding new terms to consumer health vocabularies, so that
it can keep up with the constantly evolving medical knowledge and language use.

Methods: In this paper, we propose a consumer health term–finding framework based on a distributed word vector space model.
We first learned word vectors from a large-scale text corpus and then adopted a supervised method with existing consumer health
vocabularies for learning vector representation of words, which can provide additional supervised fine tuning after unsupervised
word embedding learning. With a fine-tuned word vector space, we identified pairs of professional terms and their consumer
variants by their semantic distance in the vector space. A subsequent manual review of the extracted and labeled pairs of entities
was conducted to validate the results generated by the proposed approach. The results were evaluated using mean reciprocal rank
(MRR).

Results: Manual evaluation showed that it is feasible to identify alternative medical concepts by using professional or consumer
concepts as queries in the word vector space without fine tuning, but the results are more promising in the final fine-tuned word
vector space. The MRR values indicated that on an average, a professional or consumer concept is about 14th closest to its
counterpart in the word vector space without fine tuning, and the MRR in the final fine-tuned word vector space is 8. Furthermore,
the results demonstrate that our method can collect abbreviations and common typos frequently used by consumers.

Conclusions: By integrating a large amount of text information and existing consumer health vocabularies, our method
outperformed several baseline ranking methods and is effective for generating a list of candidate terms for human review during
consumer health vocabulary development.

(JMIR Med Inform 2019;7(2):e12704)   doi:10.2196/12704
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Introduction

Background
In 2015, a survey of Chinese internet users showed that medicine
and health care are the two most popular searched topics and
accounted for 55.15% of all searches [1]. However, it is difficult
for most users to express medical concepts using professional
terms such as bronchus, brain, and extracellular space [2-4],
and online forums and news media explain such professional
medical terms with very little detail. The gap between consumer
language and medical terminology makes searching and
retrieving information difficult and biases the understanding of
health information [5-7].

Development of the consumer health vocabularies, which map
languages of consumers and medical experts, is a potential way
to bridge the gap. Several commercial and noncommercial
groups, such as Apelon and Public Health Terminology by
Intelligent Medical Objects, and Open Access and Collaborative
Consumer Health Vocabulary [8], tried to bind consumer health
vocabularies with the Unified Medical Language System
(UMLS) or the International Classification of Diseases (ICD).
Several factors dominate the expansion of a quality consumer
health vocabulary: a comprehensive search to identify related
nonstandard expressions, abbreviations and common typos, a
consensus between consumers’ point of view and professional
classification, and periodic updating for new terms. These
factors make the expansion process complicated, costly, and
time-consuming.

To accelerate the expansion process, researchers developed
many approaches to extract and map consumer terms
automatically or semiautomatically, including the n–gram-based
approach [9], pattern-based approach [7], co-occurrence analysis
[10], and machine learning methods [9,11]. Although the
consumer health vocabularies mined through these hand-crafted
heuristic approaches are more accurate, many relevant pairs
could be missing. Recent theoretical and experimental results
from Wang et al [12] showed that matching
professional-consumer concept pairs through text embedding
approaches can capture the semantic similarities between
professional concepts and consumer concepts, thus yielding a
high recall. However, with only unsupervised algorithms, many
irrelevant pairs could be generated. In order to retain the
advantage of text embedding and improve precision as much
as possible, we propose a semisupervised representation learning
method to make the concept embedding specific in the consumer
vocabulary mining process. With the knowledge introduced by
the reviewer, concept embeddings can continuously improve
themselves. Our approach provides a related consumer term list
sorted by their semantic distance to a particular medical term
and helps reviewers identify synonym pairs efficiently. We
extracted consumer health terms from one of the most popular
health forums in China and manually evaluated the performance
of our approach. The experimental results are promising,

showing performance improvement of up to 16% with a small
amount of seed pairs.

Synonym Identification
Two mainstream approaches for identifying synonyms are
rule-based algorithm and word similarity measurement. A
rule-based algorithm identifies synonyms by semantic patterns.
For example, Vydiswaran et al took advantage of common
linking phrases such as “also called,” “also known as,” and “also
referred to as” to extract synonyms from Wikipedia [7]. There
are many ways to calculate word similarities, including n-gram,
edit-distance (Levenshtein distance), WordNet-distance, and
cosine-distance between word vectors [13-16]. Among them,
training distributed word vectors and extracting synonyms from
top closest words are the most popular ways. Henriksson et al
created word vectors using latent semantic analysis with random
indexing and permutation to identify medical synonyms and
abbreviation-expansion pairs [17,18]. He et al created word
vectors including linguistic, contextual, and statistical features
and used K-means to gather new consumer health terms on
social media [19]. Elhadad et al created word vectors combining
both contextual and semantic features and cluster terms from
breast cancer forums into predefined semantic categories [20].
Wang et al created word vectors using word2vec, an open-source
natural language processing tool released by Google, to extract
symptoms from UMLS [12].

Development of Consumer Health Vocabularies
As early as 1998, Marshall [21] mapped the consumer health
terminology from WellMed (a health care website) to SNOMED
(Systematized Nomenclature of Medicine) and UMLS, which
helped patients search information using nonprofessional
expressions. In 2001, Patrick expanded UMLS, the
Eurodicautom of the European Commission’s Translation
Service, and the European Commission Glossary of popular
and technical medical terms, by adding words from the
Dictionary of American Regional English, but only focused on
diabetes-related terms [22]. Both Marshall and Patrick
constructed their consumer health vocabularies manually, which
is inefficient and unscalable. In 2005, Zeng developed a two-step
approach, which combined corpus-based text analysis and
manual review, to build an open-source consumer health
vocabulary [23]. To reduce the labor in term mapping, Zeng
improved the two-step approach by adding n-gram, logistic
regression, and even natural language processing and machine
learning algorithm (parts of speech, noun phrases, and named
entities recognition) [9-11]. Since then, the two-step
semiautomatic approach—term identification algorithms
followed by manual review—evolved into a common practice
in many consumer health vocabulary researches [7,10,24].
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Methods

Overview
To alleviate the problems mentioned above, we propose a
consumer health term–finding framework based on a distributed
word vector space model. The overview of the framework is
shown in Figure 1. The workflow can be interpreted as a
feed-forward neural network. The first step of our approach
requires a corpus of raw text for the unsupervised pretraining
of the embedding matrix E as the embedding layer (Figure 1).
Text embedding approaches have proven to be very effective
in capturing the similarities between words and phrases, which
can yield professional-consumer concept pairs that cannot be
found by feature- and pattern-based methods.

We used THULAC (Tsinghua University - Lexical Analyzer for
Chinese) [25], a Chinese segmentation tool, to change Chinese
text into words. Thereafter, word embedding tools were used
to compute the vector space, as described above. We collected
professional concepts from the official Chinese version of
ICD-10, calculated the frequency of words in the corpus, and
extracted those with a count of over 1000 and their
corresponding consumer concepts with context as seed pairs.
All the weights were initialized uniformly at random. In order
to obtain a model that takes professional concepts as input and
consumer concept list as output after training, we introduced
an embedding space–adapting process consisting of an
embedding projection and a supervised ranking method. The
embedding projection contains a projection layer, a hidden layer,
and a target projection layer (Figure 1) to achieve a “smaller”
embedding space that preserves more supervisory signal.

Figure 1. The overall architecture of our model. The consumer and professional terms start from both ends of the model, going through some embedding
and projection layers, so that they are projected into a unified semantic space, where the ranking loss will be measured.

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e12704 | p.217http://medinform.jmir.org/2019/2/e12704/
(page number not for citation purposes)

Gu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The output concept list is not necessarily the most similar word
of the input concept in the word vector space, but with the
supervised signal of seed terms, their similarity is more of a
measure of professional-consumer concept pair similarity. A
special ranking loss function is used in the ranking loss layer
to calculate the similarity of professional-consumer concept
pairs. After manually selecting the output professional-consumer
concept pairs, we input the selection results into the training
data. New professional-consumer concept pairs were discovered
through iterations.

Word Embedding
Word embeddings are generally trained to reconstruct linguistic
contexts of words by optimizing an objective function that can
be measured without annotations. One popular approach is to
estimate the embeddings by maximizing the probability that the
words within a given window size are predicted correctly. Word
embedding takes a large corpus of text as its input and produces
a vector space, with each unique word in the corpus assigned a
corresponding vector in the space. In word embedding training,
one of the key issues is the formulation of the training objective
function, minimization or maximization of which may produce
meaningful word vector representations. Ideally, the training
objective function should reflect the fact that the semantic word
similarities measured on learned word vectors are consistent
with human cognition. Recently Wang et al [26] performed a
comprehensive comparative study on the different word
embedding techniques in biomedical texts. Of those, we chose
three popular word embedding methods: Word2Vec [27], Global
Vectors (GloVe) [28], and FastText [29].

Word2Vec
Word2Vec is a widely used method in natural language
processing for generating word embeddings. It has two different
training strategies: (1) Continuous Bag-of-Words, in which the
model is given a sequence of words without the middle one and
attempts to predict this omitted word, and (2) Skip-Gram, in
which the model is given a word and attempts to predict its
neighboring words. In both cases, the model consists of only a
single weight matrix (apart from the word embedding), which
results in a fast log-linear training process that can capture
semantic information [26].

Global Vectors
The GloVe method was proposed by Pennington et al [28] and
obtained state-of-the-art results for syntactic and semantic
analogies tasks. This method has a co-occurrence matrix M that
is constructed by looking at the context words. Each element
Mij in the matrix represents the probability of the word i being
similar to the word j. In the matrix M, the vectors are randomly
generated and trained with the equation P (wi, wj)=log
(Mij)=wiwj+bi+bj, where wi and wj are word vectors and bi and
bj are biases.

FastText
FastText is a recently developed method [29] proposed by the
same group who developed word2vec, in which the embeddings
are associated with character n-grams and the words are
represented as the summation of these representations.

Specifically, a word representation is induced by summing
character n-gram vectors with vectors of surrounding words.
Therefore, this method attempts to capture morphological
information to induce word embedding.

Adapting Embedding With Supervised Training
As mentioned in the Introduction, word embedding is a useful
unsupervised technique to capture the similarity between words
and phrases, which can yield high recall of
professional-consumer concept pairs. It can also be used as a
pretraining phase prior to supervised training. However, even
if the embeddings provide compact, real, valued representations
of each word in a vocabulary, it only indicates that word
embeddings produce a semantic space that models synonymy
to a certain degree. Current methods use pretrained embedding
to initialize model parameters and then use the labeled data to
guide them for the intended task (eg, we use
professional-consumer concept pairs that already exist as the
supervision to produce a semantic space dedicated to finding
such pairs). If, as in our case, only a small amount of supervised
data are available, this can lead to severe overfitting.
Furthermore, rare words will receive very few updates and their
embedding will be poorly adapted for our task. We propose two
solutions to avoid these problems.

Embedding Projection
Let denote the original embedding matrix obtained. We define
the adapted embedding matrix as the multiplication S • E, where
the projection matrix and s< e. We estimate the parameters of
the matrix S using the labeled dataset, while E is kept fixed. In
other words, we determine the optimal projection of the
embedding matrix E into a subspace. The ideal embedding
subspace relies on two fundamental principles:

1. With dimensionality reduction of the embedding, the model
can better fit the complexity of our consumer health
vocabularies task or the amount of available data. As the
number of professional-consumer concept pairs increase,
the size of the embedding can be adjusted.

2. Using a projection, all embeddings are indirectly updated,
not only for the words present in the labeled dataset.

Let M=[w1… wn] denote a message of n words. Each column

w∈{0,1}v×1 of m represents a word in one-hot form. is the
projection vector for each word, given by P= S • E • M. A simple
adapting rule is to keep the original S fixed and append a new
random initial matrix to S to obtain the new S’ for retraining.

Compared to a conventional feed-forward network employing
embedding for natural language, two main differences arise.
First, the input layer is factorized into two components—the
embedding attained in unsupervised form E and the projection
matrix S. Second, the size of the subspace in which the
embeddings are projected is much smaller than that of the
original embedding with typical reductions above one order of
magnitude. As is usual in this kind of model, all the parameters
can be trained with gradient methods, using the
back-propagation update rule.
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Supervised Ranking Method
One of the challenges for supervised word embedding training
is the difficulty of defining the exact similarity values between
two words. Especially in our case, the professional concept and
the consumer concept are different. The similarity measure is
affected by many factors such as the dimensionality of the
embedding, the employed learning algorithms, and the corpus
size. Although the similarity values are quite different, the
ranking of similarity values is more robust than the values itself.

Inspired by this finding, we employed ranking information as

the supervised training targets. The ranking loss function is
obtained as,

where V is the vocabulary, ωv is a specific word, and

is the set of synonym words of ωv in the labeled set.

is the rank of ωr in the labeled set, and

is the rank of ωr according to its cosine similarity with ωv

measured in the embedding space.

Because the ranking loss is not differentiable, we choose to
minimize the semantic similarity loss between the desired
ranking position and the real ranking position in the embedding
space as a surrogate. Given the desired ranking position, the
similarity value corresponding to the desired ranking position
is employed as the real training target. Minimizing the difference
of similarity values between the desired position and the real
position may also reduce the ranking loss. The similarity value

lies in function , given below, where

denotes the sorted similarity values for word ωv:

Experiment
To evaluate the effectiveness of the proposed model, three
groups of experiments were designed. The three kinds of word
embeddings with different vector size were further trained by
the proposed model and evaluated. The baselines were the
original word embeddings described above. The effect of the
projection layer was studied in the second group experiments.
Two comparison groups were involved, one that used the
standard structure without the projection layer and another that
used the proposed projection layer.

Data Sets
We tested our methods with the corpus obtained from two
different Chinese communities to cover different perspectives.
The Tianya community is one of the most popular online forums

in China, and the data are open and easy to retrieve. The health
care sector of the Tianya community—Tianya Hospital—has
a large number of disease consulting posts initiated by
consumers, and about 180 Mb of data are used in our
experiment. Haodf is the largest Chinese medical
question-and-answer website where all questions are created
by patients and answered by doctors, and about 2 Gb of data
are used in our experiment. We considered these to be ideal
sources of consumer health corpus, used Scrapy [30] for a
full-text crawling from those corpora, and removed user
information before further processing. The messages from the
consumer forums were preprocessed as follows: URLs were
replaced with a token URL and words occurring less than 30
times in the corpus were replaced by a special UNKNOW
symbol. We collected professional concepts from the Chinese
official version of ICD-10, calculated the frequency of words
in these two corpora, extracted them with a count of over 1000,
and manually collected their corresponding consumer concepts
with context as seed pairs. The annotation process was
performed by one medical professional and reviewed by three
medical professionals. We finally obtained 224 seed pairs that
all three reviewers consistently agreed upon.

Evaluation Method
We use the mean reciprocal rank to evaluate the quality of word
embeddings. Mean reciprocal rank is a statistic measure for
evaluating any process that produces a list of possible response
to a sample of queries and orders them by probability of
correctness. The mean reciprocal rank is the average of the
reciprocal ranks of results for a sample of queries Q:

where ranki refers to the rank position of the first relevant
synonym for the i-th query.

We use a large collection of candidate medical concepts and
build a small set of ground truth professional-consumer concept
pairs. We randomly select 100 pairs from our seed pairs for
evaluation.

Results

Principal Findings
In general, the performance of the proposed method is detailed
in Table 1. All word embeddings are significantly enhanced
after fine tuning. The performance of the best word embedding
is FastText, with a 400-dimensional vector with Haodf and
projection matrix size set to 40, and it is also significantly
improved in all datasets. The rich n-gram features used in
FastText are important in Chinese synonym finding and have
much higher performance than others. These remarkable
improvements demonstrate that our method may transfer the
complementary knowledge from the weak embeddings into the
strong embeddings.

Effect of the Projection Layer
Table 2 shows the system performance with no projection matrix
and different projection matrix size. As baselines, we considered
a simple log-linear approach, which uses the unsupervised
embeddings directly as features in a log-linear classifier. We

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e12704 | p.219http://medinform.jmir.org/2019/2/e12704/
(page number not for citation purposes)

Gu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


tested the model performance. Furthermore, we observed that
updating the embeddings always led to inferior results. This
suggests that pretrained embeddings should be kept fixed, when
little labeled data are available to retrain them.

Manual Review of the Recommended Consumer Health
Terms
In order to ensure the accuracy of professional-consumer
concept pairs, manual review is inevitable. Table 3 showed the
top 10 candidates for word “diarrhea” (“腹泻”) provided by our
method for reviewers. Most words illustrated here are symptoms

or clinical findings related to “diarrhea,” such as “vomiting”
(“呕吐”), “abdominal pain” (“腹痛”), and “dyspepsia” (“消化
不良”). We see two synonyms in the table: “having loose
bowels” (“拉肚子”, ranked third) and “diarrhea” (“腹泄”,
ranked seventh). The former is a consumer health term that is
rarely used by professionals, and the latter is a typo of “diarrhea”
(“腹泻”). In the manual review, researchers reviewed a sample
of the candidate terms suggested by the system to assess whether
these terms should be added into the consumer health
vocabularies.

Table 1. Performance of three word embedding methods with different embedding sizes. Italicized values indicate the best performance of the date
set.

FastTextWord2VecGloVeaCorpus and tuning state

400200100400200100400200100b

Tianya

0.3190.3400.3410.2720.2960.2890.2820.2630.266Before

0.3710.3620.3550.3410.3380.3250.3200.3080.313After

Haodf

0.3310.3220.3200.2950.2900.2880.2890.2730.270Before

0.3850.3650.3610.3460.3440.3130.3320.3260.321After

aGloVe: Global Vectors.
bValues in this row indicate embedding size.

Table 2. Performance of FastText-200 with different sizes of the projection matrix.

Projection matrix sizeCorpus

1608040200a

0.3450.3570.3620.3520.350Tianya

0.3310.3600.3650.3420.338Haodf

aProjection matrix size 0 is used to denote the baseline (log-linear model).

Table 3. Top 10 candidates for the seed word “diarrhea.”

Medical words in EnglishMedical words in ChineseRank

Vomiting呕吐1

Ventosity腹胀2

Having loose bowels拉肚子3

Abdominal pain腹痛4

Constipation便秘5

Dyspepsia消化不良6

Diarrhea腹泄7

Anorexia厌食8

Borborygmus肠鸣9

Acid reflux返酸10

Discussion

Bridging the language gap between consumers and medical
professionals is a fundamental problem in medical internet

research. There has been some research on building the
consumer health vocabulary for English medical terms, but the
research on other languages is scarce. The model developed in
this paper was evaluated using Chinese terms and could help
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professionals collect consumer health vocabularies related to
certain clinical topics and discover synonyms in a more effective
and efficient way.

From the methodology perspective, we adopted unsupervised
word embedding as the backbone of our approach. This
mechanism encodes words into vectors based on the context
they are likely to be put into and projects them into a common
semantic space. We further fine-tuned the word embeddings to
make them align with the limited supervision information
provided. A previous study used word vectors trained on a
large-scale corpus to explore semantic relationships such as
analogy, subordination, and comparison [26,27]. In our corpus,
the context of a diagnostic term could always be related diseases,
symptoms, and drugs. Therefore, the embeddings of similar
terms or synonyms with similar context will be close to each
other in the space after the training process.

Our algorithm can correctly identify over 80% of the synonyms
by just searching from the top 10 candidates of a certain medical
term. We further summarize these synonyms into three classes:
(1) Colloquial expressions; for example, consumers say “having
loose bowels” (“拉肚子”) rather than “diarrhea” (“腹泻”) and
“zits” (“青春痘”) rather than “acne” (“粉刺”). (2) Typos; for
example, consumers always misspell “腹泻” (“diarrhea”) as
“腹泄” and “黄疸” (“jaundice”) as “黄胆.” (3) The symptoms
or findings from traditional Chinese medicine; for example,
Chinese medicine refers to “stomachache” (“胃痛”) as
“epigastric pain” (“胃脘痛”). Besides the “typo” synonyms,
other two classes of synonyms do not necessarily share common
characters with each other or source terms. Therefore, simple
character-based matching approaches such as n-gram and
edit-distance do not help in these cases. Semantic pattern-based
algorithms depend less on exact common characters; however,
consumers in online communities and social media express

themselves in a more casual way, and we may not be able to
create and maintain a comprehensive semantic pattern list to
capture all the variations and diversities. Our method can fill
in such a language gap and effectively expand the synonyms
and consumer health vocabularies. We validated the
effectiveness of our approach with the 180-Mb Tianya corpus
and the 2-Gb Haodf corpus. The results indicate that the larger
the corpus, the better the learning.

One limitation of our approach is that we cannot handle a case
when a new professional term is needed in the vocabulary,
especially the newly formulated professional term, for example,
the extracellular space and the interstitial system [31]. This is
because we adopted a matching-based framework. However, it
is not difficult to extend the current algorithm to gain such
capability. For example, we can normalize the similarity
between a specific consumer term to all professional terms in
the dictionary and thus make these similarities a probability
distribution. Thereafter, we can use entropy for this distribution
to determine whether we need a new professional term. A high
entropy indicates that the consumer term is not really similar
to any of the existing professional terms, and thus, a new term
may be needed.

For the first time in the Chinese medical terminology field, this
study verified the effectiveness of word semantic representations
and their potential for linking narrative consumer terms to
clinical terms. This approach can discover consumer expressions
such as spelling errors and nonstandard abbreviations, which
are usually missed in the traditional consumer health
vocabularies, and enrich the consumer health vocabularies to
meet consumer requirements for information retrieval. The
candidate consumer term list automatically generated by our
model can be employed as an important reference for
professionals to discover synonyms in a more efficient way.
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Abstract

Background: Early efforts to incorporate telemedicine into Emergency Medicine focused on connecting remote treatment
clinics to larger emergency departments (EDs) and providing remote consultation services to EDs with limited resources. Owing
to continued ED overcrowding, some EDs have used telemedicine to increase the number of providers during surges of patient
visits and offer scheduled “home” face-to-face, on-screen encounters. In this study, we used remote on-screen telemedicine
providers in the “screening-in-triage” role.

Objective: This study aimed to compare the efficiency and patient safety of in-person screening and telescreening.

Methods: This cohort study, matched for days and proximate hours, compared the performance of real-time remote telescreening
and in-person screening at a single urban academic ED over 22 weeks in the spring and summer of 2016. The study involved 337
standard screening hours and 315 telescreening hours. The primary outcome measure was patients screened per hour. Additional
outcomes were rates of patients who left without being seen, rates of analgesia ordered by the screener, and proportion of patients
with chest pain receiving or prescribed a standard set of tests and medications.

Results: In-person screeners evaluated 1933 patients over 337 hours (5.7 patients per hour), whereas telescreeners evaluated
1497 patients over 315 hours (4.9 patients per hour; difference=0.8; 95% CI 0.5-1.2). Split analysis revealed that for the final 3
weeks of the evaluation, the patient-per-hour rate differential was neither clinically relevant nor statistically discernable
(difference=0.2; 95% CI –0.7 to 1.2). There were fewer patients who left without being seen during in-person screening than
during telescreening (2.6% vs 3.8%; difference=–1.2; 95% CI –2.4 to 0.0). However, compared to prior year-, date-, and
time-matched data on weekdays from 1 am to 3 am, a period previously void of provider screening, telescreening decreased the
rate of patients LWBS from 25.1% to 4.5% (difference=20.7%; 95% CI 10.1-31.2). Analgesia was ordered more frequently by
telescreeners than by in-person screeners (51.2% vs 31.6%; difference=19.6%; 95% CI 12.1-27.1). There was no difference in
standard care received by patients with chest pain between telescreening and in-person screening (29.4% vs 22.4%; difference=7.0%;
95% CI –3.4 to 17.4).

Conclusions: Although the efficiency of telescreening, as measured by the rate of patients seen per hour, was lower early in
the study period, telescreening achieved the same level of efficiency as in-person screening by the end of the pilot study. Adding
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telescreening during 1-3 am on weekdays dramatically decreased the number of patients who left without being seen compared
to historic data. Telescreening was an effective and safe way for this ED to expand the hours in which patients were screened by
a health care provider in triage.

(JMIR Med Inform 2019;7(2):e11233)   doi:10.2196/11233

KEYWORDS

telemedicine; telehealth; screening; triage; emergency medicine; emergency health services; emergency medical service; left
without being seen; emergency room; emergency department; tele-medicine

Introduction

Over nearly three decades, the volume of emergency department
(ED) visits has steadily grown [1-3]. The inability to slow down
utilization has resulted in continued ED crowding and
considerable delays prior to ED evaluation and treatment with
the associated adverse effects on patient outcomes [4-9].

One solution to expedite emergency care in the face of growing
demand is to place a provider proximate to triage evaluation.
Apart from fulfilling requirements of the Emergency Medicine
Treatment and Labor Act, early provider evaluation assists with
(1) identification of patients who may be critically ill but not
yet classified as such by the triage nurse, (2) identification of
patients who can be quickly discharged, (3) early initiation of
treatment, and (4) reduction in the number of patients who left
without being seen (LWBS) by a qualified medical provider
(typically a physician, nurse practitioner, or physician assistant).
ED screening is particularly important for patient safety during
times of surge and during hours with reduced staffing, when
patient volume and crowding outpace an ED’s ability to provide
prompt evaluation [10,11].

The application of telemedicine to screening (“telescreening”)
is one additional solution to address the increased ED demands.
Through a real-time audio-visual interface between patients and
remote care providers, telescreening optimizes providers’ time,
potentially minimizes expensive staffing requirement, and may
increase the pool of providers available during undesirable times
due to the ability to provide care from home or other remote
settings.

Telemedicine in the ED has traditionally been used to connect
minor treatment clinics to larger EDs and to facilitate specialty
consultation [12-19]. Additional applications, such as adding
remote providers during times of patient volume surge [20],
and direct-to-consumer home visits [21] have recently shown
to be effective for and popular among patients.

In April 2016, our ED initiated a pilot telescreening program
to expand the hours in which screening by a provider in triage
took place. The objective of this evaluation was to compare the
efficiency and patient safety metrics between ED remote
real-time telescreening and in-person screening encounters.

Methods

We conducted a matched cohort study to compare the
performance of remote real-time telescreening (hereafter referred

to as telescreening) and in-person screening at a single urban
academic ED with 67,620 adult patient visits in 2016. This ED
is part of a quaternary care, 900-bed, academic medical center
serving a mix of predominantly inner-city, suburban, and
international patients. At the time, triage was performed by
registered nurses using the Emergency Severity Index (ESI)
[22]. Patients with ESI levels 1 and 2 were triaged directly to
an ED bed, including hallway beds, for a full evaluation and
bypassed ED provider screening. Patients with ESI levels 3, 4,
and 5 were briefly evaluated or “screened” by a physician, nurse
practitioner, or physician assistant (Figure 1).

This analysis was conducted from April to August 2016. These
months were chosen because telescreening was initiated in April
2016 with a process similar to that used in in-person screening.
In early September 2016, the screening process changed, causing
the screening blocks to no longer serve as suitable controls for
the telescreening periods. Telemedicine was generally offered
during this period, from Tuesday to Friday, 1-3 am, and on
Saturdays and Sundays, 7-10 am. Additional hours were
included depending on provider availability and need. This
period was not previously covered by any screening activity.
Telescreening was contiguous with on-site screening, that is, it
naturally followed weekday on-site screening and was continued
on the weekends. Although these blocks of time were not
officially classified as times of “surge,” patient volume typically
outpaces the capacity of the local ED system, resulting in
waiting for all, but the most critically ill patients, similar to
surge situations.

All adult patients during these times triaged to ESI levels 3
through 5 were offered telescreening. Since this was not an
established practice, written informed consent for telescreening
was obtained by certified nursing assistants (CNAs). Patients
who did not consent were resigned to the usual protocol
available at the time. Non-English–speaking patients and those
deemed devoid of mental capacity, including those with an
altered mental status, were not eligible to receive telescreening
and were relegated to usual care. After registration and triage,
appropriate patients proceeded to a screening (tele- or in-person
screening) evaluation, which aimed at attending to the patients
within 30 minutes of their arrival. The Institutional Review
Board exempted this project based on its quality improvement
classification. We did not charge professional fees for
telemedicine screening.
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Figure 1. Process flow for patient intake to the emergency department. RN: registered nurse, ESI: Emergency Severity Index; EKG: electrocardiogram.

Five providers from our institution—three physicians and two
physician assistants—who were accustomed to in-person
screening in the same ED, received technical training in the
telescreening procedures as well as mock standardized patient
encounters. These training sessions consisted of technical
training on how to use the Clearsteth stethoscope (GlobalMedia
Group, LLC, Scottsdale, AZ) and run the accompanying
software (Polycom, San Jose, CA). A set of five live patient
models were designed to allow providers to practice using the
telemedicine equipment as well as write notes and enter orders
during the exam. Training sessions were the same for each type
of provider and were supervised by one of the authors of this
manuscript (JR or NR) for proficiency. Screening was performed

by 27 providers (physicians, nurse practitioners, or physician
assistants).

We used the Globalmed (GlobalMedia Group, LLC) Clinical
Access Station. The customized device utilized two-way
high-quality audio and high-resolution cameras attached to a
Polycom codec, with pan and zoom controlled by the
telescreening provider or the CNAs trained to set up and
facilitate use of the Clinical Access Station. Our Clinical Access
Station had a personal computer, two monitors, a fiber optic
light source, and three peripherals: a high-resolution hand-held
camera, a fiber optic otoscope, and a stethoscope. Multimedia
Appendix 1 shows our Clinical Access Station. The CNAs were
trained in the use and placement of the peripherals to optimize
information (images and auscultation) transmitted to the remote
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health care providers. The remote health care provider connected
with the onsite system using a dual-monitor computer via
Polycom for video and Clearsteth for auscultation. Multimedia
Appendix 2 shows the interface from the perspective of both
the patient and the remote screener.

Software was available for use on an institutional license and
provided high-definition, HIPAA (Health Insurance Portability
and Accountability Act)-secure, two-way communication
between the remote health care provider at their homes and the
exam room. All orders and telemedicine screening notes were
placed in the existing electronic medical record framework
(EPIC, Verona, WI).

Because the telescreening time represented incremental coverage
hours, there were no time-matched historical control time
periods; therefore, we matched these time periods to equivalent
proximate hours to control for day of the week and ED volume.
For example, if telescreening was conducted from 1 to 3 am,
we matched the time with the most proximate in-person
screening, which was 11 pm to 1 am. In addition, to evaluate
the effect of telescreening on rates of LWBS as compared to no
screening, each telescreening and in-person screening hour was
matched to the corresponding day and time in the preceding
year (2015). Information on individuals entering the ED during
these hours was then abstracted from our EMR; this information
included basic demographics, medications ordered, chief
complaint, and final disposition.

Scheduled telemedicine shifts that could not be fulfilled for
technical or assistant staff’s shortfalls were excluded from
analysis. However, given that matching was done based on the
expected telescreening shifts, the asymmetrical number of hours
between the groups can be accounted for by canceled
telescreening hours. The matching approach was utilized to
control for day of the week and ED volume.

The primary outcome of interest was the number of patients
screened per hour. Secondary outcomes of interest included
LWBS rates, patients receiving analgesia (ibuprofen,
acetaminophen, ketorolac, oxycodone, hydrocodone,
hydromorphone, morphine, tramadol, naproxen, dicyclomine,
codeine, diclofenac, fentanyl, meloxicam, or methadone), and
the ordering of a chest pain bundle.

Patients who LWBS included only patients physically presenting
during the evaluation period. For example, if screening occurred
from 1 am to 3 am, only patients registering during those times
were evaluated to determine the LWBS rates. Rates of analgesia
administration were compared as a quality metric. Screeners
initiated plans of care; therefore, the time for which the patients
were in the waiting room was used to obtain results of laboratory
and radiological tests. Similarly, screeners worked toward
achieving patient comfort by ordering oral analgesia while the
patients waited for a formal evaluation. As pain is one of the
most common complaints of patients presenting to the ED, our
ability to provide safe and effective palliation is a quality metric.
Given that screeners provide basic oral analgesia to those
returning to the waiting room to complete their care, it is
important that telescreeners provide this care at a similar rate.

As chest pain is a common chief complaint with a high-risk
profile, initiation of evaluation of patients with this presenting
complaint was used to compare safety and quality between the
two modes of screening. The chest pain bundle, which was
considered to represent standard orders by health care providers
on the research team prior to analysis, included the following
items: complete blood count, comprehensive or basic metabolic
panel, troponin I levels, electrocardiogram, chest x-ray, and
aspirin. If components of the bundle were performed prior to
evaluation by the screener, that component was counted as
successfully being provided. In some cases, ordering providers
placed their orders through an order set designed for patients
presenting with chest pain. Manual review of charts of patients
presenting with chest pain was performed by one
physician-author (NR).

Immediately after a telescreening encounter, patients were given
a six-question Likert scale questionnaire to complete. The focus
of the questionnaire was patient satisfaction. As such, the
questionnaire was not validated, and the response rate is
unknown. The results from this survey are shown in Multimedia
Appendix 3.

Demographic and clinical characteristics of individuals who
received telescreening and in-person screening were compared
using chi-square or the Fisher exact test for categorical variables
and the Student t test for continuous variables, with unequal
variances. For the subgroup of individuals presenting with chest
pain and screened, receipt of a chest pain bundle was compared
between the two screening modes. The mean number of
individuals screened per hour, rates of LWBS, and rates of
analgesia ordered were compared between telescreening and
in-person screening hours in a similar manner. We compared
the screening hours and proportions of patients who LWBS
between 2016 and 2015 for both telescreening and in-person
screening hours. The 95% CI was considered significant, and
all analyses were conducted using STATA Version 14.1
(StataCorp, College Station, TX).

This trial is reported in accordance with CONSORT-EHEALTH
[23].

Results

From April to August 2016, telescreening was performed for
315 hours and in-person screening was performed for 337
proximate matched hours. During these hours, a total of 3430
individuals were screened, of which 1497 (43.64%) were
telescreened and 1933 (56.36%) were screened in person.
Demographics, chief complaints, and ESI level of patients who
underwent telescreening were comparable to those receiving
in-person screening (Table 1). Compared to patients screened
in person (46.19%), a greater proportion of individuals
telescreened were male (52.22%). Distribution of discharge and
disposition status also differed between patients screened in
person and those who were telescreened: 65.29% were
discharged in the screening group (n=1262) compared to 64.19%
in the telescreening group (n=961). A higher proportion of
patients presenting during telescreening hours had ESI levels
of 3-5 (1904/2341; 81.33%) as compared to the proportion of
patients presenting during in-person screening hours (2235/2869;
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77.90%; difference=3.43%; 95% CI 1.24-5.62). The total
number of telescreened patients and patients screened in person
was less than that of patients with ESI levels 3-5 due to the
exclusion criteria applied and patient refusal for telescreening.
In addition, 24.92% of the hours met our goal door-to-provider
time of less than 30 minutes (77/309) for telescreening as
compared to 33.23% (111/334) for in-person screening
(difference=8.31%; 95% CI 1.33-15.29). The five providers
performed 695, 631, 115, 32, and 24 telescreening encounters.

On an average, 4.87 patients received telescreening per hour
compared to 5.75 patients in the in-person screening group
(difference=–0.87; 95% CI –1.23 to –0.51). Although a
statistically significant difference was observed in the number
of patients evaluated per hour in the first 3 weeks following
implementation of telescreening (5.88 for in-person screening
vs 4.40 for telescreening; difference=1.48; 95% CI 0.64-2.33),

no differences were observed in the final 3 weeks of the study
(5.52 for in-person screening vs 5.49 for telescreening; mean
difference=0.03; 95% CI –0.89 to 0.94; Figure 2).

The LWBS rates were higher in the telescreening group than
in the in-person screening group (3.8% vs 2.6%; difference=1.2;
95% CI 0.1-1.9). However, while the LWBS rates were not
different during periods of in-person screening in 2015 and
2016 (difference: 0.5; 95% CI: –0.7 to 1.6), the LWBS rates in
the telescreened hours in 2016 were significantly lower than
those in the matched 2015 hours (3.8% vs 8.5%;
difference=–4.7; 95% CI –8.6 to –1.0). The difference from
2015 to 2016 was most pronounced in the subgroup receiving
telescreening from 1 am to 3 am on weekdays. For this
subgroup, the LWBS rate declined from 25.1% to 4.5%
(difference=20.7; 95% CI 10.1-31.2; Figure 3).
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Table 1. Demographic characteristics of patients in the in-person screening and telescreening groups.

Telescreening (n=1497)aIn-person screening (n=1933)aCharacteristic

Demographics

43.09 (15.7)43.44 (16.8)Age (years), mean (SD)

Gender, n (%)

782 (52.22)893 (46.19)Male

715 (47.76)1040 (53.80)Female

Race, n (%)

318 (21.24)443 (22.91)White

1071 (71.54)1290 (66.74)Black

13 (0.87)34 (1.76)Asian

81 (5.41)145 (7.50)Other

Ethnicity, n (%)

59 (3.94)95 (4.91)Hispanic

1409 (94.12)1796 (92.91)Non-Hispanic

Presentation, n (%)

Disposition

124 (8.28)227 (11.74)Admitted

961 (64.19)1262 (65.29)Discharged

22 (1.47)18 (0.93)Left against medical advice

0 (0.0)2 (0.10)Transferred

29 (1.94)21 (1.09)Eloped

288 (19.24)300 (15.52)Screen and leave

73 (4.88)103 (5.33)Other

Emergency severity index level

1127 (75.28)1512 (78.22)3

347 (23.18)387 (20.00)4

19 (1.27)20 (1.04)5

Chief complaints

162 (10.82)201 (10.40)Abdominal pain

126 (8.42)152 (7.86)Chest pain

1209 (80.76)1580 (81.7)Other

aCategories may not sum up to the total due to missing data.

On an average, 51.2% of telescreened patients received
analgesia, compared to 31.6% of those screened in person
(difference=19.6; 95% CI 12.1-27.1). Two of the providers that
completed 277 of the 315 (87.9%) telescreening hours did not
show a difference in the rates of ordering analgesia (Table 2).
However, they ordered more analgesia per patient encounter
than the group that performed the in-person screening. Although
screeners ordered analgesia for 32% of the patients, the two
primary telescreeners ordered 51% and 45% of that proportion
when they acted as in-person screeners in a small sample of
shifts prior to the implementation of telescreening.

In the subgroup of patients presenting with undifferentiated
chest pain, 22.4% (34/152) who received in-person screening

and 29.4% (37/126) who received telescreening had all the
components of the chest pain bundle provided to them or ordered
after their screening encounter ( difference=–7.00, 95% CI
–17.35 to 3.35). Analysis of individual components of the chest
pain bundle revealed that aspirin administration was the only
item with a statistically significant difference between the
screening methods. The fact that many of the orders were likely
placed as part of an order set explains some of the congruency
in ordering practice. In addition, 37.3% (47/126) of the
telescreened patients received aspirin and 25.0% (38/152) of
the patients screened in person received aspirin
(difference=12.30; 95% CI 1.41-23.19; Table 3). The results of
our patient satisfaction questionnaire can be found in Multimedia
Appendix 3.
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Figure 2. Weekly trends in patients screened per hour by in-person provider screening and remote telescreening. S: in-person screening; TS: telescreening.

Figure 3. Comparison of screening modes and times between 2015 and 2016. The graph shows a comparison of patients who received in-person
screening, matched in-person screening in 2015 and telescreening in 2016, and in-person provider screening (2015) and telescreening from 1 am to 3
am only (2016). LWBS: left without being seen.
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Table 2. Rate of analgesia orders by the two primary telescreeners according to the screening method.

Relative effect size
(95% CI)

Absolute effect size
(95% CI)

Percentage per hour, mean (SD)Number of
hours

Primary telescreeners

TelescreeningIn-person screening

1.00 (0.82 to 1.22)–0.24 (–11.43 to 10.96)48 (16)48 (12)40Overall

0.85 (0.62 to 1.18)–7.61 (–21.70 to 6.48)44 (14)51 (13)26Provider 1

1.26 (0.91 to 1.75)11.78 (–7.19 to 30.75)57 (18)45 (10)14Provider 2

Table 3. Comparison of the order rates of the chest pain bundle and its components among patients in the telescreening and in-person screening groups.

Relative effect size
(95% CI)

Absolute effect size
(95% CI)

Telescreening (n=126),
n (%)

In-person screening (n=152),
n (%)

Orders

31.3 (–19.9 to 115.6)7.0 (–5.1 to 19.1)37 (29.4)34 (22.4)Full chest pain bundle

2.0 (–21.1 to 31.7)1.8 (–20.7 to 24.3)115 (91.3)136 (89.5)Complete blood count

1 (–22.1 to 30.61)0.9 (–21.5 to 23.2)113 (89.7)135 (88.8)Metabolic panel

8.1 (–17.8 to 42.2)6.2 (–14.9 to 27.3)104 (82.5)116 (76.3)Troponin I level

1.7 (–21.1 to 30.8)1.6 (–21.2 to 24.3)118 (93.7)140 (92.1)Electrocardiography

6.44 (–18.9 to 39.6)5.0 (–16.2 to 26.3)105 (83.3)119 (77.6)Chest radiograph

49.2 (–4.8 to 135.2)12.3 (0 to 25.6)47 (37.3)38 (25.0)Aspirin administration

Discussion

Principal Findings
This matched cohort study of our pilot telescreening program
shows that telescreening can be efficiently and safely used for
screening patients presenting to the ED. Although telescreening
was initially less efficient than in-person screening, by the final
3 weeks of our analysis, telescreening had achieved efficiency
levels similar to those of in-person screening. We included full
data without a phase-in period to obtain an estimate of how long
it may take for the telemedicine program to reach in-person
efficiency.

Importantly, after implementation of telescreening, the LWBS
rate dropped from 25.1% (in the 2015 matched weekday 1-3
am time slots) to 4.45%. Although some of these patients simply
transitioned from the LWBS category to the “screened and left”
category, similar to what has been reported in a recent survey
[3], they were evaluated by a health care provider and often had
imaging or laboratory tests drawn prior to leaving the ED. One
would expect that the population that is screened and leaves is
at a lower risk of adverse health outcomes than the population
that simply LWBS. This issue and the health outcomes of
screening, in general, are research questions worth pursuing.

The screeners’ rates of ordering analgesia were skewed by the
individual practice patterns of two telescreeners who worked a
majority of the telescreening hours. Additional research should
be performed on this topic, especially on the breakdown of
analgesic agents.

Except for aspirin administration, the chest pain bundle was
completed at a similar rate between the two screening modes.
This outcome suggests that telescreeners are able to set a care
plan in motion for even high-risk chief complaints. However,
as patients with ESI levels 1 and 2 bypassed screening and went
directly to the patient care areas, the patients included in this

analysis were considered to be only at moderate risk, at best,
by the triage nurse. This is a necessary safeguard for a
telescreening program, and this analysis does not suggest that
those with undifferentiated high-risk chief complaints can safely
be cared for when their vital signs or triage assessment considers
them to be in danger.

An important area of further investigation is emergency patient
and medicine provider satisfaction with telemedicine. Our data
(Multimedia Appendix 3) broadly suggest that patients were
happy with their experience with telemedicine. Few patients
refused telescreening or were unsatisfied with the services; this
finding is similar to those of other studies with more formal
patient satisfaction surveys [21,24]

We hypothesize that demographic differences between the two
groups represent subtle differences in the populations cared for
at slightly different hours of the day.

Future research should focus on the use of telemedicine in other
areas of emergency medicine practice, such as observation
medicine and management of patient boarding in the ED.
Similarly, the cost-effectiveness of telemedicine in EDs,
especially if a single remote emergency provider can provide
coverage to several EDs, is an area of interest. At the policy
level, reimbursement of telemedicine services in the ED and
ability to practice telemedicine from outside local state
jurisdictions remain areas of growing discussion. As a lack of
reimbursement continues to prevent wider adoption of
telemedicine in the ED, payers should select measurable criteria
that would lead them to begin reimbursing the costs of
telemedicine, so that we can move toward those metrics.

Limitations
First, our data are matched by date with adjacent, but not exact,
time matching and therefore do not control for the time of the
day variations in patient populations and presentation patterns.
Second, the providers that conduct telescreening were a
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relatively select group motivated to carry out telescreening for
various reasons. Their general comfort with the use of
technology, perhaps, played a role in their willingness to
participate and be early adopters of telemedicine. This study
cannot estimate the efficiency or quality impact of telemedicine
when applied generally to all emergency medicine providers.
Moreover, the small sample of providers performing
telescreening makes data on items like analgesia and orders,
which are part of a chest pain bundle, susceptible to skewing
according to their practice patterns. Third, we observed a
significant improvement in the efficiency of telescreening as
providers became more comfortable with the use of technology,
achieving a comparable level of efficiency between in-person
and telescreening at week 20 of the program. We did not
estimate the number of hours of telescreening per provider
required to reach a comparable efficiency level. Similarly, we
did not test for changes in the quality-of-care indicators with
time.

Fourth, the rates of LWBS were higher during telescreening
than during in-person screening hours, but this is likely due to
the majority of telescreening hours occurring from 1 am to 3
am, a time period with no direct comparators. The comparator
was a time period of in-person screening proximate to the
telescreening shift.

Finally, the patient satisfaction questionnaire was not validated
prior to administration, and the response rate was unknown, as
the initial purpose was to allow patients to provide immediate
feedback on this pilot program. In addition, we do not have
similar satisfaction data for patients being screened, which may
act as a control.

Conclusion
Telescreening is a new tool that can help EDs provide a safe
and efficient alternative to in-person screening of patients while
allowing a comparable level of efficiency, decreasing rates of
LWBS (as compared to periods of time when screening did not
previously take place), and providing greater flexibility in the
provider’s schedules.
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Multimedia Appendix 1
View of the telemedicine cart from the patient's perspective (left) and photo of the telemedicine system with labeled components
(right).
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Multimedia Appendix 2
Photos from the provider's perspective (left) and certified nursing assistant facilitating a visit (right).
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Multimedia Appendix 3
Results of the brief patient satisfaction survey.
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Abstract

Background: Participant recruitment, especially for frail, elderly, hospitalized patients, remains one of the greatest challenges
for many research groups. Traditional recruitment methods such as chart reviews are often inefficient, low-yielding, time consuming,
and expensive. Best Practice Alert (BPA) systems have previously been used to improve clinical care and inform provider decision
making, but the system has not been widely used in the setting of clinical research.

Objective: The primary objective of this quality-improvement initiative was to develop, implement, and refine a silent Best
Practice Alert (sBPA) system that could maximize recruitment efficiency.

Methods: The captured duration of the screening sessions for both methods combined with the allotted research coordinator
hours in the Emerald-COPD (chronic obstructive pulmonary disease) study budget enabled research coordinators to estimate the
cost-efficiency.

Results: Prior to implementation, the sBPA system underwent three primary stages of development. Ultimately, the final iteration
produced a system that provided similar results as the manual Epic Reporting Workbench method of screening. A total of 559
potential participants who met the basic prescreen criteria were identified through the two screening methods. Of those, 418
potential participants were identified by both methods simultaneously, 99 were identified only by the Epic Reporting Workbench
Method, and 42 were identified only by the sBPA method. Of those identified by the Epic Reporting Workbench, only 12 (of 99,
12.12%) were considered eligible. Of those identified by the sBPA method, 30 (of 42, 71.43%) were considered eligible. Using
a side-by-side comparison of the sBPA and the traditional Epic Reporting Workbench method of screening, the sBPA screening
method was shown to be approximately four times faster than our previous screening method and estimated a projected 442.5
hours saved over the duration of the study. Additionally, since implementation, the sBPA system identified the equivalent of
three additional potential participants per week.

Conclusions: Automation of the recruitment process allowed us to identify potential participants in real time and find more
potential participants who meet basic eligibility criteria. sBPA screening is a considerably faster method that allows for more
efficient use of resources. This innovative and instrumental functionality can be modified to the needs of other research studies
aiming to use the electronic medical records system for participant recruitment.

(JMIR Med Inform 2019;7(2):e10020)   doi:10.2196/10020

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e10020 | p.235http://medinform.jmir.org/2019/2/e10020/
(page number not for citation purposes)

Devoe et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:cdevoe@partners.org
http://dx.doi.org/10.2196/10020
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

recruitment; silent BPA notifications; research; enrollment; innovation; electronic medical record; COPD

Introduction

Although clinical research is critical to our understanding of
disease etiology and the development of novel therapeutics, a
commonly encountered problem in clinical trials is the challenge
of meeting enrollment targets in the stipulated time. For
example, a study of neuroimaging in cognitively impaired
geriatric patients found that 58% of potential participants failed
to enroll due to a lack of interest [1]. Another study that aimed
at screening women aged ≥50 years with ovarian cancer
demonstrated similar results [2]; only 54.6% of the eligible
candidates who were contacted for the study were willing to
participate, and those who were not willing to participate cited
reasons such as wanting more information from their doctor,
inconvenience, or not believing themselves to be at risk for
developing ovarian cancer [2]. Among elderly and inpatient
populations, this difficulty in recruiting participants is even
more apparent. A study that evaluated cognitive dysfunction in
older adults after admission for heart failure reported that
potential participants expressed interest in participation at the
initial encounter, but later rescinded their interest, often without
giving a specific explanation [3]. Participants who provided
reasons stated they were too tired, too sick, or no longer
interested, among others [3]. Given these recruitment challenges,
it is imperative to find novel strategies to facilitate participant
recruitment in clinical trials.

Electronic health record (EHR) systems have the potential to
facilitate rapid patient recruitment in clinical research [4]. This
is primarily due to the widespread use of EHRs in clinical
practice since the enactment of the Affordable Care Act.
Leveraging various functionalities within the EHR system may
facilitate earlier patient identification and increased study
enrollment. One such EHR functionality is the Best Practice
Alert (BPA) notification systems. BPAs are “...automated alerts
within the electronic medical record that help facilitate
widespread communication of information to primary care
providers...” [4]. They are used clinically to save time, identify
patients for follow-up, and increase clinician efficiency [5]. In
a pilot study at Yale New Haven Hospital, BPAs were used to
identify patients that may be good candidates for a
smoking-cessation medication [5]. At the San Francisco Medical
Center, University of California, one group implemented BPAs
in the Apex EHR for the use of telemetry or continuous cardiac
monitoring [6]. This BPA notified clinicians about discontinuing
the use of telemetry for patients who exceeded the nationally
recommended duration for telemetry [7].

One common reason for not adopting BPA is alert fatigue. In
one study at the Stanford Medical Center that attempted to
integrate BPA into their EHR to provide clinical decision
support in the computerized physician order entry for
transfusions, it was found that clinicians continued to order
transfusion blood products outside of the recommended
guidelines, despite BPAs, exposing several questionable
practices surrounding transfusions such as perioperative and
periprocedural transfusions or orders anticipating imminent

discharge [8]. More recently, the Massachusetts General
Hospital, Boston, MA, expanded the use of pop-up BPA
notifications to alert providers of patients on the opioid registry
in the Epic EHR. Through these alerts, patients receiving
outpatient prescriptions for opioids can be monitored
(Multimedia Appendix 1).

In this quality-improvement project, the study team was
interested in taking this framework of using BPA in clinical
settings and tailoring it specifically to increase patient
recruitment in a clinical trial. To mitigate concerns about alert
fatigue, the study staff implemented and tested a “silent” BPA
(sBPA) system. The study team defines sBPA as one in which
these notifications do not appear as pop-up messages in the
EHR view, but rather in a separate inbox or “in-basket” that can
be checked periodically. This system eliminates the need to
manually search through inpatient admission data by filtering
patient data through an algorithm that identifies candidates who
meet preselected screening criteria and subsequently sends the
list of identified candidate participants to an in-basket messaging
service within the EHR. In this project, our goal was to develop
an sBPA system that could be used to efficiently identify
potential participants admitted to the hospital in order to expedite
recruitment in a difficult-to-recruit, elderly inpatient population.

Methods

Study Population and Settings
The BPA system used in this quality-improvement project was
developed to increase recruitment rates for a prospective
observational cohort study (Emerald-COPD study), approved
by the Partners HealthCare Institutional Review Board. The
study aimed to collect objective measures (eg, physical activity
and inhaled medication use) and self-reported subjective
measures in patients with chronic obstructive pulmonary disease
(COPD). The overall goal of the Emerald-COPD study was to
determine whether the collected data could be used to predict
the patient’s health status, such as an acute exacerbation of their
COPD or readmission due to COPD. The targeted enrollment
sample size was 300, and participants were recruited from the
inpatient floors of three Partners Healthcare Hospitals: the
Massachusetts General Hospital, Brigham and Women’s
Hospital, and Brigham and Women’s Faulkner Hospital. The
study team consisted of five research coordinators that
performed all study procedures. Inclusion criteria included
sufficient understanding of the English language, willingness
to participate in the research, hospitalization within 24 hours
of primary or secondary diagnosis of COPD, and discharge
from the hospital to home. In this study, it was important to
identify potentially eligible participants prior to hospital
discharge as dictated by the study protocol.

Traditional Recruitment Method, Workflow, and
Challenges
The first step in the recruitment process was identification of
potentially eligible participants upon hospital admission.
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Traditionally, this was completed by sorting through the Epic
Reporting Workbench module. The module is a reporting tool
that lives in the Epic Hyperspace (Partners EHR system) and
pulls data from the millions of records in the system into a
template form, which includes basic demographic information
and admission diagnoses. Research coordinators filtered the
form by COPD-related admission diagnoses to reduce the
number of records flagged for further review. On an average,
research coordinators spent 2 hours per day manually sorting
through the Epic Reporting Workbenches of the three recruiting
hospitals and reviewing admission notes to determine whether
potential participants met the study eligibility criteria. Potential
participants who met the basic screening criteria were often
excluded for various reasons including unstable psychiatric
disposition; illicit drug use; or designation to be discharged to
rehab, hospice, or long-term care facilities. Following
identification and initial screening, research coordinators secured
(via email or page) permission from the care provider as per
hospital policy prior to approaching the identified potential
participants.

Overview of the Silent Best Practice Alert System
The Epic EHR system at Partners HealthCare contains an
application programming interface that enables seamless
integration of programs like the BPA system. For example, in
a clinical decision support BPA for medications, the algorithm
would search the EHR for potential prescription discrepancies
to provide the best possible clinical recommendations. To reduce
the time spent screening for potentially eligible participants,
the study staff repurposed a similar BPA system to search the
EHR and send an alert to research coordinators notifying them
that a patient meeting the preselected study criteria was admitted
to the hospital, via an in-basket messaging service accessed
through the EHR home screen.

The traditional Epic Reporting Workbench lacked a simplified
storage system. Study staff would perform daily screenings and
create a finalized list of names, associated admitting diagnoses,
and care provider contact information in Microsoft Excel. This
enabled research coordinators to mark potential candidates as
interested or not interested and to fill in the reason for not
participating, if the latter applied. The sBPA system provided
a solution to this storage problem, as the in-basket could be
managed similar to an email inbox. Additionally, the
demographic information, including name, admitting diagnosis,
and care provider contact information, was included in the alert
and stored in the in-basket. This not only simplified the process
of identifying potential study candidates, but also facilitated
outreach to patients and their providers (Multimedia Appendices
2-5).

Development: Iteration I
Study staff and collaborators from Partners eCare Research
Core (PeRC) built the sBPA functionality in Epic EHR. The
real-time alerts were not in the form of pop-up notifications that
led to alert fatigue in the original BPA system; instead, the
research coordinators received sBPAs in an email-like, in-basket
format. The alerts contained a link to relevant patient
information such as a patient’s current medications and past

medical history, which further helped the research coordinator
in screening for study eligibility.

The preselected criteria provided to the PeRC team fell into the
three distinct categories corresponding to established data
capture fields in the Epic EHR: admission diagnosis, Epic
problem list, and medication list. In this study, the International
Statistical Classification of Diseases and Related Health
Problems 10th revision (ICD-10) codes of admission diagnoses
related to COPD (eg, shortness of breath, dyspnea, cough,
pneumonia, and respiratory failure), COPD appearing in problem
list, and medications associated with COPD were all included
in the set of multiple nested conditions, which were to be met
before an alert was triggered. This initial iteration was completed
1 month after providing the preselected criteria to the PeRC
team.

Implementation
During the initial implementation phase, study staff compared
the number of potentially eligible participants provided by the
newly implemented sBPA system with our traditional screening
method in order to refine the sBPA logic and ensure that all
potential participants captured in the manual screening method
were also captured through the sBPA. From March to October
2017, weekly comparisons between the two screening methods
were assessed for yield of potentially eligible participants and
time taken to complete daily screenings. This quality testing
was performed by the study research coordinators who used the
Epic Workbench and were trained to use the sBPA system. The
research coordinators first screened for potential participants
through the Epic Reporting Workbench and then screened again
using the sBPA. Additionally, both methods were timed to
assess the effort required for each screening method. By dividing
the cost/hour budgeted for research coordinators’ time by the
total time spent using sBPA, the study staff provided an estimate
of any projected change in costs, both in hours and US dollars,
should a similar system be utilized.

Refinement: Iterations II, III, and IV
The original sBPA was setup to flag potential participants who
either had an admitting diagnosis related to COPD, COPD in
their problem list, or a medication associated with COPD
treatment as part of their prescribed inpatient or outpatient
medication history. In July 2017, the study staff introduced an
iteration of the sBPA by revising the trigger conditions provided
to the PeRC team. Instead of flagging potential participants who
met at least one of the preselected criteria, the sBPA trigger
condition aimed at flagging potential participants who met at
least two of the preselected criteria. Again, in early August
2017, the study staff revised the trigger conditions provided to
the PeRC team and, with this second iteration, potential
participants who were prescribed multiple COPD-related
medications during their inpatient stay were not flagged as
satisfying two of the three criteria set in the July 2017 iteration.

Based on the results of weekly comparisons during the
implementation phase, the sBPA trigger logic was adjusted for
a third time in late August 2017 to only capture potential
participants who met criteria that fell within two of three
preselected categories (eg, patient with COPD in the problem
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list and COPD-related medication) as opposed to two criteria
within the same category (eg, patient with two COPD-related
medications). This adjustment was made to account for the
number of potential participants flagged by the sBPA who would
otherwise not be flagged as eligible in the manual screening
method. Another final adjustment was made at the end of the
refinement period in October 2017 to strengthen the logic in
order to ensure that only potential participants with a hospital
inpatient status were flagged as opposed to those who only
visited the emergency department but were not transitioned to
inpatient admission. This fourth and final iteration added a
fourth category of the preselected criteria for the
sBPA—inpatient status—yielding the four categories of
COPD-related admitting diagnosis, COPD-related medication,
COPD in problem list, and inpatient status. Throughout all
iterations, the sBPA preselected logic was executed on all
hospital admissions across the three participating hospitals.

Results

Development of the sBPA system was completed by the PeRC
team 1 month after the study criteria were received from the
study staff. A total of 559 potential participants were identified
from March 1 to October 2, 2017, from both screening methods.
Of these, 418 (of 559, 74.77%) potential participants were
identified by both the Epic Workbench method and sBPA
(Figure 1 a). Of the potential participants identified from both
screening methods, 287 (of 418, 68.66%) were considered
eligible. Of the potential participants considered eligible, 60
participants enrolled in the study. Those who did not enroll
either declined or were found to be ineligible for a reason other
than that listed in the initial screening criteria (eg, active lung
cancer or other serious conditions, psychiatric conditions, or
language barrier).

Although the sBPA system was being used simultaneously, the
Epic Workbench method found additional 99 potential
participants who were not identified via the BPA notifications
method (Figure 1 a). Of those found by only the Epic
Workbench, 12 potential participants (of 99, 12.12%) were
determined to be eligible to participate in the study (Figure 1
b). Over the four iterations, the sBPA notifications method
found 42 additional potential participants who were not
identified by the Epic Workbench method (Figure 1 a). Of these
sBPA-only potential participants, 30 participants (of 42, 71.43%)
were determined to be eligible by the emailed physicians (Figure
1 c). In summary, although the sBPA method of screening
identified fewer potential participants in total over the course
of the project, a greater percentage of the potential participants
identified were later confirmed to be eligible for study
participation. From the overall increase in identified eligible
patients, the study staff determined that the system found the
equivalent of three additional eligible potential participants per
week.

The sensitivity and specificity of the sBPA system in identifying
potential participants varied by iteration. The first iteration of

the sBPA system flagged for ICD-10 codes for related admitting
diagnoses was related to medications and COPD in the problem
list. The initial iteration contained trigger logic that was very
sensitive, hence including many potential participants that met
at least one of the prespecified conditions, but was not specific
enough to identify those who were eligible for study
participation. Therefore, during much of the initial phases of
development and implementation, there was an overpull of
potential participants who did not meet the study requirements.
Instead of reducing the time spent screening, the study staff
spent more time going through potential participants that had
met one of three criteria but were not potentially eligible. To
resolve this issue, the study staff introduced the later iterations,
which stipulate that individuals must meet two of three
requirements. Iteration II yielded many names that lacked
specificity. Iteration III appeared to be too restrictive and
provided far less names than the earlier iterations. Additionally,
Iterations I, II, and III generated many names of individuals
who were admitted to the emergency department or were under
observation. The study team found that the specificity afforded
by the modifications that led to Iteration IV optimized the
system to generate names of inpatients who met initial screening
requirements.

An additional outcome observed when comparing potential
participants missed by the Epic Workbench to the sBPA
notifications was that the study staff had missed potentially
eligible participants who were not identified by the system
because their primary diagnosis was not a COPD-related ICD-10
code (ie, COPD exacerbation, dyspnea, shortness of breath, and
chest pain). The Epic Workbench model only filtered
information based on the primary admitting diagnosis, and
therefore, many individuals were missed if they had a primary
admitting diagnosis that did not align with these ICD-10 codes.
The specified flagged criteria used by the sBPA system proved
to be more effective in identifying eligible participants, because
it did not rely solely on these potential participants’ primary
diagnoses.

In addition to the increase in the number of identified eligible
potential participants, the sBPA system reduced the screening
time. The average screening time for the Epic Workbench
screening method was 123 minutes per day, and the average
time to complete screening with sBPA notifications was 29
minutes per day. Thus, the sBPA notification method was
approximately four times faster than the traditional Epic
Reporting Workbench method, or yielded a 76.42% decrease
in time spent screening. By dividing the cost/hour budgeted for
research coordinators’ time by the total time saved with BPA,
the cost savings projections, given this increased efficiency, are
projected to be US $15,487.50 with over 442.5 hours saved by
the end of the study (Table 1). This saving factors in the
cost/hour of research coordinators allotted by the study budget
(US $35/hour) and the estimated number of hours spent
screening over the study duration (approximately 590 hours for
the Epic Workbench method and 147.5 hours for the Best
Practice Alert notification method).
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Figure 1. Comparison of identified potential participants: traditional Workbench method versus silent Best Practice Alert. BPA: Best Practice Alert.

Table 1. Total savings, in hours and US dollars, from the silent Best Practice Alert notifications screening method as compared to the previous method
of screening. Expenses are calculated from March 8, 2017, to May 1, 2018 (project completion).

ExpensesCategory

Total cost (US $)Total hoursCost/hour (US $)

20,650.00590.035Without BPAa notifications

5162.50147.535With BPA notifications

15,487.50442.5N/AbSaved

aBPA: Best Practice Alert.
bN/A: not applicable.

Discussion

Principal Findings
Although BPA notifications are increasingly being used in
clinical settings [4-8], this is one of the first studies to implement
the application of an sBPA system in the context of clinical
research. The primary purpose of this quality-improvement
project was to develop, refine, and implement a more efficient
and usable version of the BPA system to increase patient
recruitment for a clinical trial. Additionally, the study team
aimed to determine if automation of the recruitment process
through sBPA notifications would not only save time, but also
help identify potential participants who were previously missed
during our traditional Epic Reporting Workbench screening.
Through four iterations, the study team worked to optimize this
system through implementation and real-time refinement.
Ultimately, sBPA notifications proved to be a considerably
faster method of screening. This had a positive impact on the
overall success of the study, as a faster recruitment method
allowed the study staff to devote more time to other aspects of

the research, thus decreasing total hours and, in turn, total cost.
Automatic identification of potential participants in real-time
through the in-basket reduced the frequency of screening failures
and increased the pool of potential participants in a
difficult-to-recruit population.

Rapid recruitment and enrollment are vital to the success of any
clinical trial, and if the recruitment period must be extended to
reach a target sample size, it will delay the trial and result in
increased costs [9,10]. This is particularly true for clinical trials
involving technology-enabled products, as the spate of
innovations in the digital health industry is overwhelming. A
device developed a few months prior can become obsolete
before the study has had a chance to enroll the targeted
enrollment sample size. Nevertheless, digital health solutions,
like any other intervention for patient care, need to be rigorously
evaluated before broader adoption in clinical settings, and
clinical trials remain the gold standard for validating these
solutions [9]. Therefore, studies must be designed with
methodologies that maintain high internal and external validity
and yet allow recruitment to be completed in the shortest time
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possible. Application of sBPA notifications in clinical studies
can facilitate rapid patient enrollment and help study teams meet
their recruitment targets.

sBPA notifications have the potential to increase the overall
study cost-efficiency by reducing the number of hours the study
staff spend on initial patient identification and screening. It is
well known that the cost of conducting clinical trials is rapidly
increasing, which has negative implications for the development
and evaluation of new interventions for patient care [9]. Patient
recruitment time accounts for about 30% of the overall study
time and is one of the top reasons for the increasing cost of
clinical trials [11]. To plan for unavoidable recruitment factors
like ineligibility and lack of interest, it is important to efficiently
identify as many candidate participants as quickly as possible.
In this quality-improvement project, the study team
demonstrated that sBPA notifications and other EHR-based
methods that facilitate earlier patient identification and screening
may increase the cost-efficiency of clinical trials.

Scalability of similar systems across other EHRs for research
screening purposes is becoming more possible through initiatives
to increase interoperability of these databases across
heterogeneous systems. Much of this interoperability is made
possible through the utilization of electronic data capture
platforms, such as Vanderbilt University’s Research Electronic
Data Capture (REDCap) software. Many electronic data capture
platforms, including REDCap, have built-in functionalities that
facilitate export and import of data from EHRs [12]. In Europe,
government initiatives have been implemented to increase shared
data across EHR platforms. Electronic Health Records for
Clinical Research (EHR4CR) is a €16 million initiative across
35 academic research centers and pharmaceutical companies to
create a massive, de-identified EHR data repository in order to
assist in prospective eligibility screening and patient recruitment
efforts in clinical research [13]. Having secured permissions
from patients, the public, and researchers across the continent,
the platform also enables researchers to access EHR data from
hospitals to determine project feasibility and locate the optimal
sites to carry out clinical trials based on their populations [13].
Similar initiatives are seen in the United States, including the
Patient-Centered Outcomes Research (PCOR) Institute PCORnet

service, a platform that integrates clinical data from 11 clinical
data research networks to create sustainable infrastructure for
use in comparative effectiveness research [14,15]. These
developments are an exciting start; however, more research will
be required to assess the functionality of these systems in other
modalities such as screening and recruitment.

Limitations
This project was not designed to test a specific study hypothesis.
Therefore, some of the project processes are not predefined or
do not adhere to any strict study procedures, which raise
concerns about the project’s reproducibility. However, our goal
was to create a system to improve the efficiency of our
prescreening process and the developed sBPA system served
that purpose. Additionally, there is a challenge of limited
generalizability of findings from this quality-improvement
project, as it applies to other settings. This method is specific
to the Epic Reporting Workbench in an integrated delivery
network of hospitals; therefore, the study staff would be required
to use the Epic Reporting Workbench to test the sBPA’s success
in reducing screening time and expanding recruitment.
Moreover, information bias may be a problem, because the
traditional screening method was performed by one research
coordinator who then checked the in-basket messages to
compare the patients identified from both methods. With
adequate resources, these procedures would ideally be carried
out by at least two different screening methods. Although the
research team conceived the idea to setup the sBPA system, we
depended on another team for actual development and associated
timelines. There is also a cost associated with the development,
to pay for the developers’ efforts. Thus, researchers would need
to account for these costs in their study budget.

Conclusions
Utilizing EHR for clinical research and automation of the
recruitment workflow process has broad implications for
accelerating innovation in health care. The sBPA notifications
can help reduce the amount of time spent screening and increase
the potential patient pool for study recruitment, resulting in
increased cost-efficiency and accelerated study-completion
timelines.
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Multimedia Appendix 1
An example of a pop-up notification that could be used to inform clinical decision making. To clear this notification, an action
is required from the provider.

[PDF File (Adobe PDF File), 53KB - medinform_v7i2e10020_app1.pdf ]

Multimedia Appendix 2
All institutional review board–approved research staff receive a best practice alert, real-time notification in their Epic in-basket.
This is easily accessed under the "BestPractice" tab in the lower left-hand corner of the Epic homepage.

[PDF File (Adobe PDF File), 90KB - medinform_v7i2e10020_app2.pdf ]
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Multimedia Appendix 3
The silent Best Practice Alert notifications detect an event of interest (in this case, hospital admissions), using criteria preselected
by the Emerald-COPD research staff. COPD: chronic obstructive pulmonary disorder.

[PDF File (Adobe PDF File), 242KB - medinform_v7i2e10020_app3.pdf ]

Multimedia Appendix 4
From in-basket view, the research staff can identify patient demographics and reasons for potential eligibility.

[PDF File (Adobe PDF File), 228KB - medinform_v7i2e10020_app4.pdf ]

Multimedia Appendix 5
The study staff can directly access the “Encounter” tab for further information regarding patient eligibility.

[PDF File (Adobe PDF File), 259KB - medinform_v7i2e10020_app5.pdf ]
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Abstract

Background: Biomedical research often requires large cohorts and necessitates the sharing of biomedical data with researchers
around the world, which raises many privacy, ethical, and legal concerns. In the face of these concerns, privacy experts are trying
to explore approaches to analyzing the distributed data while protecting its privacy. Many of these approaches are based on secure
multiparty computations (SMCs). SMC is an attractive approach allowing multiple parties to collectively carry out calculations
on their datasets without having to reveal their own raw data; however, it incurs heavy computation time and requires extensive
communication between the involved parties.

Objective: This study aimed to develop usable and efficient SMC applications that meet the needs of the potential end-users
and to raise general awareness about SMC as a tool that supports data sharing.

Methods: We have introduced distributed statistical computing (DSC) into the design of secure multiparty protocols, which
allows us to conduct computations on each of the parties’ sites independently and then combine these computations to form 1
estimator for the collective dataset, thus limiting communication to the final step and reducing complexity. The effectiveness of
our privacy-preserving model is demonstrated through a linear regression application.

Results: Our secure linear regression algorithm was tested for accuracy and performance using real and synthetic datasets. The
results showed no loss of accuracy (over nonsecure regression) and very good performance (20 min for 100 million records).

Conclusions: We used DSC to securely calculate a linear regression model over multiple datasets. Our experiments showed
very good performance (in terms of the number of records it can handle). We plan to extend our method to other estimators such
as logistic regression.

(JMIR Med Inform 2019;7(2):e12702)   doi:10.2196/12702

KEYWORDS

data analytics; data aggregation; personal genetic information; patient data privacy

Introduction

Background and Significance
Human genome research promises to transform health care
through personalized medicine. It enables the determination of
an individual’s unique molecular characteristics, which can be
used to diagnose diseases, select individualized treatments (with

a higher success rate), and reduce possible adverse reactions
[1]. However, before this becomes a reality, more research is
needed to understand the complex relationship between genome
and health. Such research often requires large cohorts and
necessitates the sharing of biomedical data with researchers
around the world, which raises many privacy, ethical, and legal
concerns.
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Traditionally, researchers would strip the data from the
identifying information—such as names and identity cards—and
apply some privacy-protection techniques—such as
generalization or noise addition—before sharing them with each
other. However, recent studies have shown that it is possible to
deduce the identity of research participants from clinical data
that were considered anonymized. DNA sequencing aggravates
this problem as the genome is unique to every individual and
can be used to predict future ailments for individuals and their
blood relatives (such as Alzheimer's or schizophrenia). Such
information has the potential to deny jobs and to isolate subjects
socially [2]. In the face of these growing concerns, privacy
experts are trying to explore alternative approaches to privacy
protection. Many of the new strategies are based on
cryptography, particularly secure multiparty computations
(SMCs). SMC is an attractive approach that allows a set of
multiple parties, S1,...,Sm, each holding a private fraction of the
data to be analyzed, to collectively carry out a computation f
on the overall dataset, without any party having to reveal their
own private raw data. Thus, the goal is to compute f efficiently
and privately such that no party learns anything aside from the
final output of f. Note that the output is computed from the
private inputs of the different parties, and as such, it may leak
some sensitive information about their input. In fact, SMCs
focus on the security of the distributed computation method and
do not specify which kind of computations can be performed
when privacy is of interest. In other words, it does not specify
whether the output of a given computation will leak sensitive
information or not, it just guarantees that the computation
method itself preserves the privacy of the distributed raw data.
Techniques from differential privacy have been used (in
combination with SMCs) to prevent leakage of sensitive
information from the final output. The discussion of these
mechanisms is beyond the scope of the study; for more
information, readers are referred to the studies by Beimel et al,
Nordholt et al, and Papadimitriou et al [3-5].

Despite the mathematical proofs that have been established,
demonstrating the ability of the SMC protocols to protect data,
they are still not widely used. This may be because knowledge
about their capabilities is still relatively small, they tend to have
complex solutions that are not accessible without domain
knowledge, they require coordinating analyses among the
different sites, or they are not efficient in every setting. In fact,
one of the main problems with SMC protocols is efficiency.
Communication between the different parties is the main factor
driving the inefficiency of SMC protocols [6-8]. In almost all
existing research in SMC, one of the main goals is to minimize
the total number of messages communicated between the

different parties and, thus, minimize the performance gap
between secure and regular protocols [9]. One of the approaches
taken is to relax security and privacy requirements (such as
allowing some information leakage) [10].

Our goal with this line of research is to develop usable and
efficient SMC applications that meet the needs of the potential
end-users and to raise general awareness about SMC as a tool
that supports data sharing. Thus, we proposed a divergence from
current research efforts. Instead of lowering the security
requirements, we proposed to introduce distributed statistical
computing (DSC) into the design of secure protocols. Through
DSC, we will study the possibility of conducting computations
on each of the parties’ sites independently and then combine
these (local) computations to form 1 (accurate) estimator for
the collective dataset, thus limiting communication to the final
step and significantly reducing complexity.

Contributions
The main contribution of this study is introducing a model for
privacy-preserving distributed data mining in which local models
are produced separately and SMC is used to aggregate the results
privately. The study applies these novel ideas to linear regression
and introduces the first secure linear regression model that does
model selection and parameter estimation efficiently (all
previous secure multiparty algorithms perform parameter
estimation only). The paper then presents experiments on real
and synthetic datasets to demonstrate the accuracy and efficiency
of the algorithm.

The paper is organized as follows: the next section defines our
problem formally and introduces the theory behind DSC; the
following section demonstrates the effectiveness of our
privacy-preserving model through a linear regression
application; and finally, the paper is concluded with a discussion
of the results and limitations and a proposal for future research
directions.

Methods

Problem Definition
A researcher wants to estimate a population parameter θ by
running a computation f over the private inputs of several remote
databases, d1,...,dm while keeping these inputs private (Figure
1); (where f (d1,...,dm) is a mechanism for the estimation of θ).
The goal is to achieve a good approximation θ* of θ using as
little communication as possible and without any party learning
anything about other parties’ input aside from the final output
θ* (Figure 1).
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Figure 1. Traditional secure computation approach. Double-sided arrows indicate required communication channels. All communication should be
secure and no party (including the third party) should learn anything about other parties' input aside from the final estimation of θ. θ: population parameter
to be estimated; di: private dataset owned by site i (where i {1,...,m}); f: a mechanism for the estimation of θ; θ*: the output of f; m: number of sites.

Interinstitutional data sharing is generally motivated by multiple
scenarios such as (1) increasing results’ accuracy and lowering
bias, (2) performing benchmarking studies, or (3) attaining the
cohort required for a study. In what follows, we illustrate each
with a scenario:

1. m hospitals want to collectively study factors that affect the
survival rate for breast cancer patients. Running the
regression problem on the m datasets will provide better
properties by increasing sample size and will reduce data
bias (such as environmental and location bias). Sharing data
in the open may not be easy as medical data are governed
by privacy legislations.

2. Hospitals in a given geographical area are interested in
calculating the average rate of hospital-acquired bacterial
infection (across all the hospitals in the said area) for the
purpose of self-evaluation. In this case, the hospitals have
an additional incentive against data sharing as it may
implicate them negatively.

3. Monogenic diseases are very rare genetic disorders
associated with single gene variations observed in few
subjects per 1000 to 10,000 individuals. Some are
well-characterized such as cystic fibrosis (frequency of
disease 1:2000), sickle cell anemia, phenylketonuria
(frequency of disease 1:8000), and some primary
immunodeficiency diseases [11]. The study of these rare
disorders requires the sharing of data across multiple
sources or institutions to enable the collection of more cases
for analysis and thus increase the statistical power of the
study.

Many protocols have been developed for the above problem in
the area of SMC. The most efficient protocols are based on
secret sharing [12], oblivious transfer [13], garbled circuits [14],
or homomorphic encryption [15]. In addition, there are several
hybrid constructions that combine these various models [10].
These protocols have robust mathematical proofs that
demonstrate their ability to protect privacy under different
assumptions of parties’ honesty [10]. However, they mostly
involve heavy communication (extensive message passing)
between the different concerned parties [9]. To minimize the
communication load and decrease the performance gap between

secure and regular protocols, researchers tried to relax security
and privacy requirements such as relaxing the number and power
of dishonest parties or allowing some form of information
leakage [10], others use noise addition to intermediate and final
results to preserve privacy [16]. In this study, we proposed a
change in the methodology by introducing distributed statistical
learning into the design of secure computations.

Statistical Learning With Big Data

Overview
A common approach in statistical learning with big data is to
split the data (along observations) into multiple subsets. Each
subset conducts the required computation completely
independently. The final result is then obtained by combining
these local computations. Thus, communication (and sharing
of information) is reduced to the final step only. This will
significantly reduce the complexity and provide simpler
algorithms. The problem is illustrated in Figure 2 and explained
below.

A researcher is interested in estimating a population parameter
θ from a sample database D with N records and p attributes.
Traditionally, θ is estimated from the whole dataset D as: θ*=f
(D) (referred to as the centralized estimator), where f is a
mechanism for the estimation of θ. In this split and merge
statistical learning approach, the database D is split equally
among m sites as d1,...,dm. The number of records in the resulting
databases is denoted by n=N/m. Each site i performs the
estimation of θ on its local dataset as: θi=f (di), then the final

estimate is obtained by combining the local estimates: θ#=g
(θ1,...,θm).

The N observations are assumed to be independent and
identically distributed. They are evenly and randomly allocated
along the m different sites.

McDonald et al, who advocated for this split and merge method
in [17], claim that, given the stated assumptions, it provides a
good balance between accuracy and efficiency. As for merging
strategies, few were considered in the literature, the most
common ones being averaging [18] and median [19].
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Figure 2. The split and merge approach. The one-sided arrows indicate message passing. All communication should be secure and no party (including
the optional third party) should learn anything about other parties' input aside from the final estimation of θ. θ: population parameter to be estimated;
di: private dataset owned by site i (where i {1,...,m}); f: a mechanism for the estimation of θ; θi: the output of f applied to di; g: a mechanism for combining

local estimates; θ#: the output of g; m: number of sites.

Relevant Theory
The split and merge strategy is simple to execute and is
communication-efficient. Splitting is always done along
observations (rather than attributes), and each site performs the
estimation on its local dataset. Averaging of the m sites estimates
is the simplest and most popular strategy. In what follows, we
review the available literature while trying to answer the
following questions:

• What is the error of the averaged estimator versus the
centralized one?

• What affects the optimality of the averaged estimator?
• How many sites to include in a given study? And how many

samples to include from these sites?

The accuracy of averaging depends on the relationship between
the number of observations (N), the number of sites (m), and
the number of parameters (p). As a general insight, averaging
provides estimates that are as accurate as the centralized solution
when there are many observations per parameter on each local
machine [20]. In fact, in [21], the authors proved that when the
number of records per site is large, (large n=N/m), the mean

square error (MSE) of the average estimator (ie, E||θ#-θ ||2) is

the same as the MSE of the centralized one (ie, E||θ*-θ ||2). In
[18], Rosenblatt and Nadler proved that the averaged estimator
and the centralized one are first order-equivalent, they proved

that the leading error term of (θ#-θ) and (θ*-θ) converge to the
same limit at the same rate; however, some accuracy loss is
exhibited in higher-order terms for nonlinear models (the
second-order term is m [number of sites] times larger than the
first-order one). The interpretation as given in [18] is that
first-order terms generally capture variance, which is reduced
by averaging, whereas the second-order term captures bias which
is not reduced by averaging. Thus, the old problem of balancing
variance and bias comes to light in nonlinear models (where
the second-order term can be nonnegligible). Approaches toward
this problem can be found in [20-22]. Going further, Rosenblatt
and Nadler presented an extensive analysis of the error of the
averaging estimator by considering different practical situations
[18]:

• For situations where p is fixed and n is large, they proved

that the averaged estimator, θ#, is asymptotically equivalent
to the centralized one, θ*.

• For small and medium n, parallelization incurs a
non-negligible error for nonlinear models.

• For situations where N is fixed, they showed that averaging
performs well for small values of m and p.

The authors presented the exact expression of the estimator
errors in all situations and confirmed the results through a series
of experiments.

In [20], the authors proved that (for low-dimensional data) it is
enough to have a smaller number of sites than local observations

(m≤n or, equivalently, m≤N1/2) to guarantee an MSE that decays
at a considerably better rate than the centralized approach. They
also showed that when N is fixed, the MSE of the averaged
estimator increases polynomially with the number of sites m,
thus echoing previous theoretical results.

Battey et al specified in [23] an exact formulation of the
requirements on m, N, and p, for linear models. They proved

that when p<log N and m≤Np/ (log N)2, then the loss incurred
by the averaging method is negligible compared with the
statistical error incurred by the central one.

As a general insight into the questions raised above and to
summarize the above results, we say that when the number of
samples per site n is large, bigger than the number of features
and bigger than the number of sites (n>p and n > m) then the
averaged machine-wise estimates are as accurate as the
centralized estimates. However, when the number of samples
per site, n, is small and the model is highly nonlinear, the error
can be non-negligible. The nice results do not extend to
high-dimensional data. When few observations are available
per parameter per site (n<p), in these cases the accuracy loss
increases linearly with the number of sites m. Some researchers,
such as [24], resorted to schemes other than averaging to obtain
well-behaved estimators in specific cases, whereas others
showed moderate accuracy loss for averaging in specific cases
[18,25,26].

Assumptions and Considerations
The assumptions across the DSC literature are that (1) the N=mn
observations are independent and identically distributed
according to a distribution P and that (2) they are evenly and
randomly allocated along the m different sites.

An equivalent assumption to (1), that applies to our SMC
scenarios, is that of m independent sites having observations
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that are independent and identically distributed according to the
same distribution P.

The (second) assumption of evenness can be easily circumvented
by pre-setting the number of samples to consider from each site.
However, that is not needed, as the theoretical results presented
in the previous section would still apply provided that every
site satisfies the required assumptions (ie, the assumptions are
true for each ni, the number of observations for site i).

However, the first assumption is not always realistic and can
be overly restrictive for some applications. For instance, if the
data are already owned and collected by the different sites, then
it may exhibit systematic differences across these sites. For
example, if 2 hospitals are considering an analysis involving
their cancer patients and if 1 of the hospitals is located in a
heavily polluted area whereas the other is not, then the
distribution of the local population from which the sites’ data
are sampled could have significant differences. Pooling the data
and redistributing them randomly along the different sites may
not be realistic or feasible as the data may be big or private [19].

Going back to the question of the number of sites to include in
a study when p is fixed, the authors in [18] distinguished
between 2 scenarios N fixed or n fixed. Fixed N captures the
case of limited data availability or limited computational power
whereas fixed n captures the case of storage restriction or data
availability per site. For the SMC problem, where data are
already owned by the different sites, fixed n represents the case
of a given number of institutions (sites) wanting to run an
analysis on their collective data (with n being the minimal
number of samples across sites). Fixed N represents the case of
a researcher with a requirement on cohort size and is assumed
to be able to include as many sites as required to attain the cohort
(with each site having at least N/m records). The authors in [18]
presented an analysis of (1) the minimal number of sites to attain
a desired accuracy in the fixed n scenario and (2) the maximal
number of sites to attain a desired accuracy in the fixed N
scenario. The objective is to guarantee an MSE that is lower
than a preset value as follows: min {m; MSE(m)≤  with fixed
p and n } and max {m; MSE(m)≤  with fixed p and N }. For

example, in the fixed N scenario with p=103 if N=106, m should
be ≤899 to guarantee an MSE under 0.1 [18].

We distinguish between these 2 strategies when analyzing the
performance of our algorithm.

Multiestimators
In many applications, certain inferences require 2 or more
estimations. For example, inference for regression typically
requires 2 components—feature selection and parameter
estimation. When conducting feature selection, the median
probability model has been recommended [27]; it consists of
all the features that are selected by the majority of the subsets.
According to [27], the median model produces the best
approximation under some simplifying assumptions, in that it
has the highest probability of being equal to the optimal model.
Averaging is not recommended as it can lead to a bigger number
of nonzero coefficients and, thus, to an inflation in the number
of selected features as opposed to median. The median selection
model is also less influenced by the heavy presence of outliers

when compared with the central selection model, as the effect
of the outliers will be waned down over multiple subsets (only
a fraction of the subsets will contain a sizable fraction of the
outliers) [28].

In [28], the authors present a distributed linear regression
algorithm that combines median model for feature selection and
simple averaging for parameter estimation. The authors proved
that for low-dimensional data, when the features are independent
and the number of sites is well chosen (number of sites m chosen
so that m<n) or when features are correlated and following
elliptical distributions (noting that real-world data commonly
follow elliptical distributions), the distributed model provides
accurate estimates. In fact, they showed that their algorithm can
achieve better accuracy in terms of feature selection than the
centralized one, which results in a better MSE in general. The
authors performed extensive experiments (with p<N) that echoed
their theoretical results. However, their choice of number of
sites versus sample size always satisfied Zhang et al’s condition

[20], (m≤N1/2).

In the next section, we demonstrate the effectiveness of the
privacy-preserving model through a linear regression
application. We restrict our application to models with the best
theoretical results, that is, linear models with more records than
features in every site and with high number of records relative
to the number of sites (n>p and n>m).

Results

Application: Secure Linear Regression
We introduce the classical setting of a linear regression problem.

Let X={xi,j } be an N×p matrix of features and Y=(y1,...,yN)T a
corresponding N ×1 response vector, where N is the number of
samples and p is the number of features. Linear regression
consists of modeling the relationship between the set of features
(also known as independent variables) and the response variable.
It assumes that the relationship between the response variable
and the independent variables is linear. Fitting a linear regression
model consists of feature selection and parameter estimation
[29]. Feature selection is the process of constructing a model
that includes all relevant predicting variables. In other words,
it is the process of determining the subset of features that best
predicts the outcome variable, Y, whereas the parameter
estimation consists of finding the linear model parameters β
where Y=Xβ+  [29].

Despite the simplicity of linear regression, it is widely used in
various biomedical applications [30]. Although physical and
biological processes are inherently nonlinear, linear
approximations have been successfully used for centuries to
explain phenomena in physics and biology [30] as they present
a number of advantages compared with more complex models.
Parameters of linear models are usually easy to estimate, the
linear models are easy to interpret (coefficient signs and values
are indicative for the contribution of the different variables),
and many tools have been developed to evaluate the statistical
significance of linear models. Linear models are also well-suited
for high-dimensional data and are used for association studies
such as Genome Wide Association Studies.
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Previous Work in Secure Linear Regression
As linear regression is one of the most commonly used statistical
tools in data analysis, there are many attempts in the literature
at obtaining secure linear regression protocols over distributed
databases. Many of these protocols do not offer adequate privacy
guarantees [31,32] as they share intermediate results or rely on
a trusted third party to handle these intermediate results [33].
In [34], El Emam et al provide some scenarios where privacy
can be breached by sharing intermediate aggregate results (refer
to [35] for a decomposition of available secure regressions based
on privacy and accuracy). The first linear regression algorithm
with cryptographic security was developed by Hall et al [15];
it makes heavy usage of SMCs, particularly secure matrix
multiplication protocol. The study reported 2 days for solving
a linear regression problem of 51k rows and 22 features [15].
In [36], a solution based on homomorphic encryption and
garbled circuits is presented. The solution uses 2 noncolluding
semihonest third parties. The problem with the approach is that
usage of garbled circuits imposed many rounds of interactions
and is thus heavy on communication. In a more recent

experiment [33], the authors report 8.75 hours for 108 records
with 20 features and 270 MB of communication. In 2015, Cock
et al, presented a method to calculate the parameters of the linear

regression by computing β=(XTX)-1XTY [37]. The algorithm
computes β by running Beaver’s matrix multiplication protocol
many times [38]. Beaver’s protocol computes securely, with
the help of a trusted initializer, the product of matrices shared
by different parties in a way that the result remains shared by
the different parties. The theoretical complexity of the algorithm

is O (Np2); however, the protocol is heavy on communication.
In fact, the matrix multiplication protocol requires each party

to send 2 matrices to every other party (of size, p2), such
protocol is repeated, O (k), where k is the maximal number of
bits required to represent the largest integer. However, their
algorithm performs better than all previous secure linear
regression algorithms [37]. Experiments done by the authors
themselves indicated a capacity to handle over 4 million records
with 16 features in a range of 3 hours (to provide some
perspective, our algorithm requires less than 3 min for the same
dataset and same settings and for both feature selection and
parameter estimation).

It is very important to note that all cited secure regression
algorithms do not perform feature selection. In other words,
they use the supplied features set to predict the model [35]. As
our algorithm does both, we opted to compare our algorithm
with the central version (where data are on the clear).

Our Algorithm
The goal of distributed statistical learning algorithms is to scale
up computations by distributing the data over multiple machines.
The underlying assumption is that all data are owned by the
same organization. Thus, sharing of intermediate and local
results between the different machines is allowed.

In our setting, the dataset (X, Y) is owned by m≥ 2 data holders
(or sites) S1,...,Sm and the different sites are interested in
cooperatively performing linear regression on the union of their
datasets; however, they are not willing or able to share their

data. Only the final result of the computation should be revealed
to all parties. In line with the DSC theory, we assume that all
the samples in all sites are independent and identically
distributed (randomly drawn from the same [population]
distribution). Moreover, if nmin is the smallest number of local
observations across the different sites, (to guarantee the nice
DSC results) we require that the number of features and number
of sites are both smaller than nmin, that is, we require that nmin≫p
and nmin≫m.

Formally, the data (X,Y) are divided horizontally into m subsets

{(X1,Y1);...;(Xm, Ym)}, with Xi=(X1
i,...,Xi

p) the ni ×p feature matrix

for subset i (where Xi
j is an ni×1 matrix) and Yi=(y1

i,...,yi
ni)

T the

corresponding ni×1 response vector. The algorithm then
executes the following 2 steps:

1. Each site calculates its local feature selection vector
privately, and the local vectors are aggregated securely
using a secure median algorithm (in other words, the parties
jointly perform the median on their data and obtain the
result), without any party revealing any information about
their selected features (aside from what can be deduced
from the final median output).

2. Next, each site uses the shared selected features to calculate
the model parameters locally. These local parameters are
then securely averaged using a secure average protocol.
Our algorithm is presented in Multimedia Appendix 1. In
the algorithm, the secure sum and secure median protocols
are based on Paillier homomorphic encryption; however,
other secure protocols can be used instead.

Experiments
We evaluated our secure multiparty linear regression algorithm
(SMA) by implementing it and analyzing the results using real
and synthetic datasets. The real datasets are used to test the
accuracy of the algorithm whereas the synthetic datasets are
used to analyze its performance. To analyze the accuracy of the
algorithm, we needed real datasets that originated from multiple
different sources (different data owners). The sources’ IDs had
to be included to inform the actual data division along the
different sites. For the synthetic experiment, data were generated
and randomly allocated along the different sites, as the purpose
was solely to evaluate the efficiency of the algorithm for various
numbers of records and features. We used Python3 as our
programming language, which we augmented with the
Scikit-learn, numpy, pandas, gmpy2, and phe libraries for
functionality such as socket programming, homomorphic
encryption, and for dealing with negative and real floating-point
arithmetic. We built our system on top of 10 Linux machines
with Intel Core i5-4570 CPU, 3.20GHz processor, and 8GB
RAM, 4 cores each. To increase the number of possible sites
to 20, we installed 2 Linux virtual machines on each machine
with 4 GB memory each (note that the Paillier encryption library
handles real-number values with arbitrarily high precision).

To test our SMA, we compared its performance with the central
algorithm (CA). The CA performs linear regression on 1
machine using the same approach as the SMA (ie, it uses lasso
for feature selection and linear least squares method for
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parameter calculation [39]). We opted not to test the accuracy
or the efficiency of our SMA algorithm against existing secure
linear regression algorithms as none of the existing algorithms
perform model selection.

Real Datasets
To test the accuracy of our algorithm, we collected real datasets
that include information about the original collection site. Then,
we treated each site as an independent data owner. We
succeeded in finding 4 real datasets: 3 public datasets contained
within the University of California Irvine repository (student
performance in Portuguese, student performance in Math, and
automobile fuel consumption data) and 1 from Cerner clinical

database (the Diabetes dataset, where the number of sites
included was varied between 3, 6, and 12, and the weight
variable was excluded in some experiments because of excessive
missing values). The datasets are presented in detail in
Multimedia Appendix 2.

In the experiments on real datasets, we randomly divided the
datasets into 0.7 training set and 0.3 testing set. A regression
model was trained based on the training set and used to predict
the outcome variable in the testing set. The average of the square
prediction error was used to evaluate the model (MSE). The
experiments were repeated 50 times each. Table 1 summarizes
the results; as evident from the results, our method does not
incur significant loss in accuracy.

Table 1. Performance results for the 4 datasets used.

MSE ratioeR 2MSEdN (values of n)cp bm aMean (SD)Dataset

SMACASMAgCAf

0.9840.6750.683.4173.364649 (423, 226)30211.91 (3.23)Student performance in Portugueseh

0.9780.620.6277.7197.554395 (349, 46)30210.41 (4.58)Student performance in Mathh

0.770.7110.77817.56313.56392 (245, 68, 79)6323.45 (7.80)AutoMPGi

1.0250.1080.098.598.801267 (129, 72, 66)3934.848 (3.11)Diabetes (with weight)j

0.9620.1570.197.7337.443456 (68, 130, 57, 73,
55, 73)

3964.41 (3.02)Diabetes (with weight)j

0.990.3030.3095.6125.5588567 (2478, 3936,
2153)

3834.39 (3.01)Diabetes (without weight)j

0.9840.3350.3455.7985.70813626 (2478, 3936,
1480, 2153, 2108,
1471)

3864.42 (3.00)Diabetes (without weight)j

0.9710.3360.3455.875.70521205 (2478, 3936,
1480, 2153, 2108,
1471, 1160, 1323,
1524, 1425, 1024,
1122)

38124.39 (2.97)Diabetes (without weight)j

am: number of sites.
bp: number of features.
cN (values of n): total number of records and their division along different sites.
dMSE: mean square error.
eMSE ratio=MSE CA/MSE SMA.
fCA: central algorithm.
gSMA: secure multiparty linear regression algorithm.
hOutcome variable: grade out of 20.
iOutcome variable: fuel consumption (miles per gallon).
jOutcome variable: length of stay (days).

Synthetic Dataset
Using synthetic data, we performed a scalability analysis to
evaluate the time performance of the proposed solution as the
data size and the number of parties increase. The synthetic
datasets were generated in Python using
sklearn.datasets.make_regression. The number of records was

varied between 105 and 108, the number of features between 2
and 50, and the number of sites between 2 and 20. The records
were always divided equally between the sites. We distinguished

between 2 testing strategies: n fixed (Figures 3-5) and N fixed
(Figure 6). The algorithm was compared with the CA (where
data are shared in the clear) as there exists no other secure linear
regression algorithm that performs model selection.

For the fixed n strategy (with, p≪n), Figures 3 and 4 show the
time performance of CA versus SMA as a function of the sample
size N. Note that m=N/n is also growing (m ∈ [2,20] in Figure
3, and m ∈ [2,10] in Figure 4). As seen from the figures, for
large n and p, SMA is scalable, and the security overhead does
not affect its performance significantly. Figure 5 shows the time
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performance of SMA (with n=10 million) as a function of (1)
N (left side) and (2) p (right side). Note that N varies between
20 million and 100 million and that the time performance for
N=100 million and p=50 features is under 20 min.

For the fixed N strategy (with p≪N) Figure 6 shows the time
performance of SMA as a function of the number of sites (with

p=50). Note that the time taken by the CA is constant whereas
for the SMA, as the number of sites increases, the time taken
by the algorithm decreases. It is important to note that when the
number of records per site becomes very small, the
communication cost increases, driving the overall computation
time with it.

Figure 3. Time performance for central algorithm versus secure multiparty linear regression algorithm (SMA) with 100,000 records per site and varying
feature set. As the number of sites increases, the number of records also increases. For small datasets, the time taken by SMA is more than that taken
by the central algorithm (CA). This is due to the encrypted communication required by the algorithm. As the number of records and features increases,
the time taken by the CA increases rapidly (at 1,500,000 records and 100 features). n: number of records per site; p: number of features.
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Figure 4. Time performance for central algorithm versus secure multiparty linear regression algorithm (SMA) with 1,000,000 records per site and
varying feature set. The time taken by the central algorithm (CA) is greater than that taken by the SMA. For 10 million records, the SMA algorithm
takes almost 30 seconds, whereas the CA takes around 18 minutes. n: number of records per site; p: number of features.

Figure 5. Time performance for secure multiparty linear regression algorithm (SMA) with 10 million records per site and varying feature set. The
panel on the left shows the time as a function of the number of features, while the panel on the right shows the time as a function of the number of sites.
Note that for N=100 million and p=50 features, SMA required 20 minutes for execution. m: number of sites; n: number of records per site; p: number
of features.
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Figure 6. Time performance for central algorithm versus secure multiparty linear regression algorithm (SMA) with total number of records (N)=10
million, and features (p)=50. For SMA, the records are divided among a varying number of sites (2 to 20). The time taken by the central algorithm (CA)
is constant. For SMA, time decreases with the increase in the number of sites, until it reaches m=20 (or n=50,000). At that point, the communication
cost increases and the computation time starts to go up.

Discussion

This study introduced a model for privacy-preserving distributed
data mining in which local models are produced separately and
SMC is used to aggregate the results privately. Theoretical
results from statistical theory were used to design the first secure
multiparty linear regression model that does model selection
and parameter estimation.

In general, theoretical results from statistical computing say
that the averaged local estimates are as accurate as the
centralized estimates when n>p and m<n. In line with the
theoretical results, we conducted computations on the distributed
sites independently and then combined the results securely to
form 1 estimator for the collective dataset. Experiments were
conducted with n ≫ p and m < n and they showed the accuracy
(using 4 real datasets) and efficiency (using synthetic data) of
the algorithm.

The experiments on synthetic data showed very good time
performance. When n is fixed, as N increases, the time taken
by the CA increases at a much faster rate than SMA. For big N

(108), the algorithm does model selection, and parameter
estimation in under 20 min (the algorithm of [36] does only
parameter estimation in the range of 8 hours).

Much of the existing theoretical work in DSC assumes a uniform
and random distribution of samples across the different sites or
that the m independent sites have n observations each that are
independent and identically distributed according to the same
distribution P.

This assumption certainly facilitates the mathematical analysis
but may not be realistic for some applications. In the SMC
applications, data are collected and owned by the different sites
and may thus have systematic differences across these different
sites, in which case, the assumption could be overly restrictive.
Redistributing the samples randomly across the different sites
is not an option due to data privacy issues. However, it is worth
noting that our experiments on real data (although limited due
to lack of access to real data) showed high accuracy compared
with the central case. In the future, we intend to relax these
assumptions and study their theoretical effect on the accuracy
of the results.

Another limitation is the assumption of horizontal distribution
among the different sites which should be generalized to vertical
divisions (or both).

Moreover, the study demonstrated the theoretical results using
a linear model. We plan to extend our results to other estimators
such as ridge regression and logistic regression.
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Abstract

A compendium of US laws and regulations offers increasingly strong support for the concept that researchers can acquire the
electronic health record data that their studies need directly from the study participants using technologies and processes called
consumer-mediated data exchange. This data acquisition method is particularly valuable for studies that need complete longitudinal
electronic records for all their study participants who individually and collectively receive care from multiple providers in the
United States. In such studies, it is logistically infeasible for the researcher to receive necessary data directly from each provider,
including providers who may not have the capability, capacity, or interest in supporting research. This paper is a tutorial to inform
the researcher who faces these data acquisition challenges about the opportunities offered by consumer-mediated data exchange.
It outlines 2 approaches and reviews the current state of provider- and consumer-facing technologies that are necessary to support
each approach. For one approach, the technology is developed and estimated to be widely available but could raise trust concerns
among research organizations or their institutional review boards because of the current state of US law applicable to
consumer-facing technologies. For the other approach, which does not elicit the same trust concerns, the necessary technology
is emerging and a pilot is underway. After reading this paper, the researcher who has not been following these developments
should have a good understanding of the legal, regulatory, technology, and trust issues surrounding consumer-mediated data
exchange for research, with an awareness of what is potentially possible now, what is not possible now, and what could change
in the future. The researcher interested in trying consumer-mediated data exchange will also be able to anticipate and respond to
an anticipated barrier: the trust concerns that their own organizations could raise.

(JMIR Med Inform 2019;7(2):e12348)   doi:10.2196/12348

KEYWORDS

health records, personal; electronic health records; patient access to records; research; trust; data collection; consumer health
information

Introduction

How Researchers Now Acquire Electronic Health
Records
Researchers who need electronic health record (EHR) data [1]
for study participants receiving care in the United States
commonly acquire them from health care providers who agree

to extract the data from their EHR databases. This data
acquisition method is convenient and suitable for studies that
need data only from participants who receive care from
cooperative providers. However, the method is pragmatically
infeasible for studies that require complete longitudinal records
from all providers caring for participants who individually and
collectively receive care from multiple providers. Examples
include the National Institutes of Health All of Us Research
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Program (formerly the Precision Medicine Initiative) [2] and
studies in which participants are patient members of
Patient-Powered Research Networks [3]. Researchers could not
feasibly establish and maintain data-sharing relationships with
all the geographically dispersed providers who could be caring
for all participants [4-7], including providers who may not have
the capability, capacity, and/or interest in supporting research
[8].

Theoretically, researchers could overcome these logistical
challenges by obtaining comprehensive longitudinal electronic
patient records from a clinical data research network, a clinical
data repository, and/or a health information exchange, but
practically, both convenience and data completeness challenges
remain [9,10]. Currently, these types of organizations assemble
records for patients who receive care within a specific
geographic region, limiting utility for studies that enroll
participants nationally. In the future, the National Trusted Data
Exchange Framework (Exchange) may compile records across
geographic areas, but this does not help researchers who need
data now and will not help researchers who are unable to access
the Exchange. Even if completeness and access challenges were
resolved, there still is the challenge of linking records for the
same patient across multiple providers [11,12].

Consumer-Mediated Data Exchange as a Data
Acquisition Alternative
Consumer-mediated data exchange [13,14] may offer researchers
a way to acquire the EHR data they need without confronting
these logistical barriers. There are 2 approaches. In one, which
we call Download and Send, study participants use a
consumer-facing app to download and aggregate their own
health records, which they then contribute to the research
database. In the other, which we call Transmit, study participants
use an app that directs their providers to transmit their data to
the research database.

Legal Support for Consumer-Mediated Data Exchange
There has been strong and enduring US federal support for the
principle that individuals should have access to their own EHRs
and that individuals can share their records with third parties,
including researchers [15-18]. Legal support was first codified
through a 2011 amendment to the Health Insurance Portability
and Accountability Act (HIPAA), which requires US providers
and health plans to fulfill patient requests for their own data
and to provide the data in electronic form if the patient requests
[19]. The 21st Century Cures Act states that consumers must
be able to access their own electronic health information “with
no special effort” [20]. The current administration’s
MyHealtheData initiative is predicated on the belief that all
individuals should have access to their electronic health
information and be empowered to use them however they wish
[21,22].

To implement these principles, the Centers for Medicare and
Medicaid Services (CMS) had incentivized providers to give
patients the ability to view, download, and transmit their own
data electronically, originally through the Meaningful Use
program [23] and, now, through the Hospital Inpatient
Prospective Payment Systems [24] and for every model within

the Quality Payment Program, including the Merit-Based
Incentive Payment Systems (MIPS), and advanced alternative
payment models [25]. As of 2019, CMS requires providers
participating in these programs to use health information
technology that meets the most recent (2015) certification
criteria established by the Office of the National Coordinator
for Health Information Technology (ONC). These criteria not
only require the technology to allow the patient to view,
download, and transmit their own records manually, they also
require the use of open application programming interfaces
(APIs), which allow different technologies to exchange
information with each other. APIs offer the technical foundation
for patient access to their own electronic health information
without special effort.

CMS and ONC took another major step in February 2019 when
both agencies released notices of proposed rulemaking, on the
same day, intended to accelerate the interoperability of electronic
health information in the United States by leveraging
consumer-mediated data exchange [26,27]. CMS proposes
regulations that would give all publicly insured consumers
access to their own claims data. The ONC proposes to change
some of the criteria that certify the APIs used in provider-facing
technology, where the proposed changes would make it much
easier for consumers to access and use their own EHR data with
the assistance of any consumer-facing app. Both proposed rules
are intended to promote interoperability, and both agencies
consider consumer-mediated data exchange to be a linchpin in
that effort [28,29]. Although the major objective of
interoperability is to improve care and outcomes at a lower cost,
federal pronouncements also reference researchers’ enhanced
ability to acquire the data they need.

In summary, in the United States, there is strong legal and
regulatory support for the principle that consumers have a right
to access their own electronic health information and that
consumers can use their data however they wish, including
contributing them to a research database.

Potential Barriers Researchers May Encounter When
Using Consumer-Mediated Data Exchange
For consumer-mediated data exchange for research to be viable
at scale, the following conditions must exist:

Technical
All study participants must receive care from providers who
have the technical capability to respond to patient requests either
to download their own data (approach 1: Download and Send)
or to direct their own data to a researcher (approach 2:
Transmit). In addition, there must be consumer-facing
technologies to support the participant.

Utility
The data obtained through this method must be useful for the
study.

Trust
The participants, providers, researcher’s organization and
Institutional Review Board (IRB) must have any potential trust
concerns allayed. This paper focuses on trust concerns that the
researcher’s organization or IRB could raise, because if they
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are not addressed, they may refuse to approve the study. (If
providers have trust concerns, they will not make this service
available to their patients, which for this paper is
indistinguishable from a technical barrier. If prospective
participants have trust concerns, they would decline to
participate, and presumably, there would be others without such
concerns for the study to proceed).

Structure of This Paper
This paper first reviews the contemporary technology landscape
to assess the level of technical support for both approaches to
consumer-mediated data exchange, along with the types of data
that researchers could expect to receive. The paper does not
address data completeness, provenance, harmonization, and
other utility barriers in using EHR data for research, as these
have been documented elsewhere [1,8,30-33].

The paper will explain why technical viability in theory is now
strong for the Download and Send approach and weak but
rapidly growing stronger for the Transmit approach. The paper
outlines the trust concerns that could arise with Download and
Send and offers suggestions to researchers for responding to
them. The paper then describes regulatory and technology
developments currently underway that should make the Transmit
approach more viable in the future, which would mitigate many
trust concerns that currently exist.

The paper concludes with a summary, limitations, and a review
of potential future developments.

Technical Support for
Consumer-Mediated Data Exchange

Prevalence Among Providers of Necessary
Provider-Facing Technology

Approach 1: Download and Send
For the Download and Send approach to be viable, all US
providers must be able to give patients the ability to download
their records electronically, if the patient requests. This means
that, at a minimum, providers have the necessary technology
to recognize and respond to a patient-initiated download request.

The ONC had estimated that, in 2015, 87% of hospitals and
41% of office-based physicians gave patients the ability to
download their own medical records [34,35], representing a
sharp and steady increase from previous years. In 2012, only
14% of hospitals reported having this ability [35,36]. The change
in prevalence of download capabilities for office-based
physicians is less clear as, in 2013, the ONC reported that 33%
offered patients all 3 view, download, and transmit capabilities
[37], without reporting the percentage that only had download
capabilities.

Since the 2015 reports, estimates of provider prevalence with
capabilities have continued to increase. In 2018, the ONC
reported [38] that among MIPS-eligible hospitals and clinicians,
more than 90% of hospitals and more than 80% of US clinicians
were using health information technology systems, meeting the
most recent (2015) certification requirements [39]. These
requirements include giving patients the ability to download

their own records, where the data types must include those in
the Common Clinical Data Set [40,41].

In a 2017 report to the Congress, the US Government
Accountability Office reported that most providers achieved
the view, download, and transmit functionality through patient
portals [42]: The patient logs into the portal with a username
and password and from the portal clicks a download button.
The patient can download a PDF of their data to a drive, or if
they are being assisted by a personal health records app (more
below), they can download the data to the app which may offer
added services such as configuring the data for visualization
and manipulation. From a configured portal, the patient could
also click a transmit button to send records to another provider,
the approach to be considered next.

On the basis of ONC estimates, it is likely that most, if not all,
US providers either currently (March 2019) have the download
and send capability or will soon have it. On the basis of the
Government Accountability Office report, it is likely that,
through 2016, providers offered these capabilities through
patient portals. We have discussed the use of APIs as an
alternative technology in more detail below.

Approach 2: Transmit
For the Transmit approach to be viable, all US providers must
give patients the ability to electronically direct their providers
to transmit their data to a designated recipient.

In 2015, the ONC reported that 66% of hospitals [43] and 19%
of physician offices [35] had the technical ability to transmit
patient records to other providers; the ONC did not comment
upon providers’ ability to transmit records to nonproviders such
as researchers. We expect the number of providers with transmit
capabilities to increase because of the rules that CMS finalized
in the fall of 2018: as of 2019, all providers participating in
CMS value-based purchasing programs must use health
information technology meeting ONC’s most recent (2015)
certification requirements [25]. Such technology not only gives
patients the ability to download their records but it also gives
them the ability to direct their providers to transmit their records
to a third party, where the transmission can occur using secure
Direct Messaging, or by email if the patient requests [39].

Transmission by insecure email would likely be unacceptable
to researchers. Transmission by Direct Messaging, however,
requires the electronic address of the recipient, which the patient
must know and be able to share with the transmitting provider.

This is problematic for usability. Hospitals’ most commonly
reported barrier to electronic information exchange was
difficulty locating the electronic addresses of the recipient [44],
a finding supported by an ONC user experience study [45].
Ideally, there would be a national directory that consumers and
providers could search to locate the recipient address and just
click to make it happen, and ideally, researchers would be able
to enter their study names and addresses into this directory.

Provider directories containing digital contact information exist
in both the private and public domains. The nonprofit
organization, DirectTrust, maintains a directory [46], which we
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will not discuss further because there is no federal agency with
authority over its structure or contents.

Publicly, CMS maintains a directory called the National Plan
and Provider Enumeration System (NPPES) [47-49], originally
established as a mechanism for HIPAA-covered entities to
exchange information with each other. CMS assigns a unique
numeric National Provider Identifier to every individual clinician
and facility submitting claims to CMS, and these numeric
identifiers represent the provider entries in the NPPES. Provider
entries contain name, taxonomy code and description, mailing
address and practice address. In response to requirements in the
21st Century Cures Act, CMS modified the NPPES [47-49] to
accept digital contact information called endpoint identifiers
[50,51]. However, not all providers list their endpoint identifiers
in the NPPES. In its February 2019 proposed rule, CMS
proposes to address this problem by creating and publicly
disseminating a list of providers without endpoint identifiers in
the NPPES, to exert publish pressure upon them.

With respect to researcher inclusion in the NPPES, CMS
directions for obtaining an identifier, and for becoming listed
in the NPPES, convey through use of examples such as
“physician” and “hospital” that CMS uses the word “provider”
to refer to an individual or organization that delivers medical
care. However, some individuals and organizations now listed
in the NPPES have research-related taxonomy codes. Due to
the novelty of consumer-mediated data exchange, we doubt that
these providers are receiving consumer-directed electronic health
information. Rather, we believe that their presence in the NPPES
facilitates administrative mechanisms required to charge a
research study when its participants receive clinical care.
However, the fact that research-related individuals and
organizations already appear in the NPPES demonstrates that
researchers interested in receiving consumer-directed electronic
health information do have a mechanism for listing themselves
in this public directory.

Usability challenges do remain but could be addressed by the
ONC. For example, the ONC already publishes a Patient
Engagement Playbook [52] for providers. Chapter 2 offers
providers a step-by-step guide for setting up a user-friendly
patient portal that patients can use to download their health
information. The Playbook is now silent about how providers
can set up their portals to enable patients to transmit their health
information, but it could be amended to include this information.
Not only would this facilitate consumer-directed interoperability,
it also would facilitate consumer-directed data exchange for
research.

This review suggests that although provider-facing technology
should support transmit functionality, usability is a barrier,
particularly for consumer attempts to direct the transmission of
data using portal-based technology. It is possible that these
usability issues will be addressed, and it also is possible that
the introduction and use of new technology will address usability
issues in other ways. Between 2015 and 2019, technology
evolved through the maturation and testing of standards that
were in development at the time that ONC finalized its 2015
certification requirements. The emerging technology rapidly
gaining adoption involves the exchange of electronic health

information through FHIR-based APIs, using the OAuth 2.0
authentication protocol. FHIR means Fast Healthcare
Interoperability Resources; this is a relatively new standard for
exchanging health care information electronically [53-56]. As
noted earlier, an API is a technology that permits 2 applications
to communicate or exchange electronic information between
them [57]. OAuth 2.0 allows consumers to give their apps access
to their private health information without exposing their login
credentials, and thus, creating an additional layer of security.

When both provider- and consumer-facing technologies use the
FHIR APIs, the OAuth 2.0-protected consumer can easily access
his or her data from the provider and then transmit the data to
a target of the user’s choice. In theory, the target could be
another provider, to facilitate interoperability. The target could
be the consumer’s device, which is functionally equivalent to
the download capability. The target could be a research database:
the consumer would still need to know its digital endpoint, and
presumably, the research team would give that to its study
participants. In other words, consumers could use the new
technology to direct their providers to transmit their data to a
research database without the need for the researchers to list
themselves in the NPPES or any other directory.

For this emerging technology to support research, all US
providers must have technology that can support FHIR APIs
with OAuth 2.0. The rule that ONC proposed in February 2019
[58,59] is intended to close the remaining gaps to achieve
ubiquity. On their own, without regulatory requirements, many
vendors in the industry have already adopted these standards.
The ONC reports in both its proposed rule [58] and in a 2018
blog [60] that as of mid-September 2018, 51% of certified
vendors were already using some version of FHIR APIs and
OAuth 2.0 together. On the basis of these vendors’ market
shares, the ONC concluded that approximately 87% of hospitals
and 57% of MIPS-eligible clinicians had technology with these
capabilities. If ONC’s proposed certification criteria for
provider-facing APIs [61] are finalized, all vendors serving
providers would have these capabilities and ubiquity among
providers would be possible by 2021 or 2022.

In summary, to support patient care, most providers now have
technology that supports Transmit, but usage of that technology
to transmit electronic health information is underdeveloped.
Social and organizational processes could change if all providers
listed their digital endpoint identifiers in the NPPES, and once
those processes emerged, they could be used to transmit data
for research as well as for patient care, if researchers also
presented their digital endpoint identifiers in the NPPES.
However, researcher use of Transmit might be easier if their
study participants use consumer-facing technology that leverages
FHIR APIs, under the assumption that provider-facing
technology uses FHIR APIs as well. The ONC’s 2019 proposed
rule is intended to ensure that all providers have FHIR API
technology by 2021 or 2022, a very promising development.
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Summary Regarding Prevalence Among Providers of
Necessary Technology to Support Consumer-Mediated
Data Exchange for Research
If ONC estimates are correct, it is likely that, as of early 2019,
most US providers already have technology capable of
supporting the Download and Send approach to
consumer-mediated data exchange for research. In this approach,
study participants would download their own data from all their
providers and transfer the aggregated records to the research
database.

It is likely that, in a few years, all providers will have technology
that has been certified to support the Transmit approach to
consumer-mediated data exchange for research, where the
transmission method relies upon FHIR APIs.

Existence of Necessary Consumer-Facing Technology

Approach 1: Download and Send
The Download and Send approach requires the existence of a
consumer-facing app that can collect and compile data from
multiple providers and continue to collect these data
automatically, if the consumer gives this direction. Such apps
are often called untethered or standalone personal health records
[62-65]. The word “untethered” means that they operate
independently from a particular provider and/or EHR vendor
(see Textbox 1). These apps are existent: App stores return
numerous results when entering the words “personal health
records” into the search fields. We call attention to some that
are notable.

At least two vendors of consumer-facing apps, both relying on
portal download technology, promote their research utility. The
vendor Carebox boasts that its app can collect medical records
automatically, once the user establishes the connection [66],

and reports that the Leukemia and Lymphoma Society National
Patient Registry [67] is using its technology to enable patients
to download and aggregate their records for contribution to the
registry. Hugo, a commercial app developed by the vendor
Me2Health was specifically designed to enable consumers to
download and aggregate their own EHRs and send them to
researchers [68,69]. Investigators at the Yale Center for Clinical
Investigation and the Mayo Clinic are conducting a pilot to
explore Hugo’s utility for postmarket surveillance of medical
devices [70]. Both Carebox and Me2Health take responsibility
for transferring the aggregated records to the researchers, using
whatever transfer protocols the researcher requires. Both apps
give users the ability to visualize their own data on the device,
to automatically update with new records whenever they appear,
and to sever the connection whenever they wish.

Consumer-facing apps that use FHIR APIs conceivably can
access the consumers’ electronic health information from
providers and then send them to a designated target, which
includes the consumer’s own device, which is functionally
equivalent to the download technology. In January 2017, the
vendor PatientLink Enterprises won a 2016 ONC competition
[71,72] for its product, MyLinks [73], which uses the FHIR API
to aggregate data from multiple health care systems. A year
later, in January 2018, Apple unveiled a beta version of a
personal health record iPhone app using an FHIR API [74], an
event that attracted a great deal of attention among analysts who
watch the health information technology industry [75-78]. Data
exchanged using Apple’s app do not traverse Apple’s network,
a feature that Apple cites prominently on its website [79]. This
is a key differentiator compared with portal download
technology and is discussed in this paper in more detail below,
in the section titled “Trust Concerns that Research Organizations
or IRBs Could Raise.”

Textbox 1. Personal health records: coevolution of technology and lexicon.

When patient portals were first introduced, they were called personal health records. Later, when consumer-facing applications that gathered data
from multiple sources entered the market, these too were called personal health records. To differentiate between them, market analysts and some
researchers began referring to the patient portal as a tethered personal health record and referring to the consumer-facing application as an untethered
personal health record. As patient portals became more common, and included convenience functions such as making appointments online, paying
bills, sending secure messages to providers, the vocabulary changed again, and writers simply referred to patient portals as “patient portal”. Once the
word “tethered” was less often used to refer to patient portals, its antonym, “untethered”, was less often used to refer to consumer-facing applications
that can compile data from multiple sources.

Approach 2: Transmit
None of the apps that we reviewed, which rely on portal
technology, advertise any ability to help the user direct their
providers to transmit their data to a third party, either other
providers or a research database. Apps that use FHIR APIs could
authorize providers’ technology to transmit the data to other
providers or to a research database. There are growing numbers
of consumer-facing apps that use FHIR APIs and one has been
designed to support data transmission for research. This is the

app designed and built for the Sync for Science project, on
behalf of the All of Us Research Program. We have discussed
Sync for Science in more detail below, in the context of future
possibilities.

Technology Summary
As shown in Table 1, as of March 2019, there is strong technical
support for the Download and Send approach and limited but
growing support for the Transmit approach. The next sections
focus on the trust concerns associated with Download and Send.
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Table 1. State of provider- and consumer-facing technology to support consumer-mediated data exchange for research, as of March 2019.

Consumer-facing technologyProvider-facing technologyApproach

Many consumer-facing applications on the market
tha give users ability to download records and com-
pile them. Two vendors are known to take responsi-
bility for transmitting users’ records to researchers,
with user consent.

Likely ubiquitous or nearing ubiquity among US providers,
using download capabilities from the patient portal.

Approach 1: Download and send

There are no indications that applications exist in the
consumer-facing market that support “transmit” from
the portal technology.

Capabilities from the patient portal exist but insufficient
use of digital contact information poses usability barriers.

Many providers have technology that uses FHIR APIsa,
and this technology would support the approach, but there
are social, business and usability obstacles. These could

be removed within several years if ONC’sb February 2019
proposed rule is finalized.

Approach 2: Transmit

A growing number of applications, with Apple as a
market leader, use the FHIR API technology which
could be deployed for “transmit”. Sync-For-Science
is a prominent pilot testing the technology for re-

search use, but scale is currently limited to four EHRc

vendors and approximately 12 providers.

This holds great promise for the future, but current
opportunities are limited.

aFHIR API: Fast Healthcare Interoperability Resources open application programming interface.
bONC: Office of the National Coordinator for Health Information Technology.
cEHR: electronic health record.

Trust Concerns That Research
Organizations or Institutional Review
Boards Could Raise

Definition of “Trust”
As a social concept, trust conveys perceptions of safety,
reliability, risk, and vulnerability across a wide range of
contexts. It has been modeled as a 3-part function in which A
(trustor) trusts B (trustee) to fulfil C (task) [80]. Within clinical
information systems, technical representations of social trust
facilitate the exchange of protected health information [81],
such as credentialing for access control. Trust is necessary to
facilitate participants’ involvement in contemporary clinical
research studies, such as the All of Us Research Program [82].

For this paper, there are 3 actors (participant, researcher, and
vendor of the consumer-facing app), and thus, there are 3 trust
relationships:

1. Relationship 1: The study participant trusts the researcher
to keep his or her data safe, and not allow the data to be
used in any way other than what the participant intends.

2. Relationship 2: The researcher trusts the vendor of the
consumer-facing app to not permit the data to be used in
any way other than what the researcher intends.

3. Relationship 3: The study participant trusts the vendor of
the consumer-facing app to not permit the data to be used
in any way other than what the participant intends.

All relationships could be violated if the vendor uses participant
data in ways that neither the researcher nor the patient authorized
[83].

Why Research Organizations and Institutional Review
Boards May Not Trust Consumer-Mediated Data
Exchange
In the most common current use of existing technology, which
does not rely on FHIR-based APIs, consumers who use
commercial personal health record apps to download their data
from providers must give the app necessary credentials for
accessing their data, such as a patient portal username and
password. In addition, the vendor will be exposed to the data
during the process of transferring them from the provider to the
patient’s device. The vendor will also be exposed if the vendor
takes responsibility for transferring the records from the
consumer’s device to the research database. Thus, the developers
of the consumer-facing apps have access to personal health
information that they have the potential to abuse, raising
concerns about the integrity of the trust relationships.

These concerns have been enduring [84]. A 2007 study
commissioned by the ONC reviewed privacy policies of 30
vendors, finding that none had policies that named the vendors’
data partners or other secondary data users nor did any of the
policies explicitly describe what data elements might be shared
[85]. Moreover, 5 years later, in 2012, newly published studies
showed that personal health record apps available at the time
frequently lacked basic security features, with highly variable
privacy policies [86,87].

As there is little disagreement about the basic privacy and
security protections to which personal health record apps should
adhere [88], in 2018, the ONC disseminated an updated model
privacy notice [89,90], encouraging vendors to adhere to it. The
astute reader will notice the use of the word “encourage” rather
than “require”. This is because the ONC has no authority to
require commercial vendors of consumer-facing products to
comply with anything.
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No other US federal agency has this authority either. The Office
of Civil Rights and the Federal Trade Commission (FTC) are
the 2 federal agencies with the closest authority. The Office of
Civil Rights investigates every reported HIPAA violation and
has the authority to impose fines or other punishments for
violations. However, by definition, commercial vendors of
untethered health record apps are not HIPAA-covered entities
[91], and so they fall outside the authority of the Office of Civil
Rights [92-94].

The FTC has authority to investigate complaints of consumer
harm, although unlike the Office of Civil Rights, which
investigates every reported HIPAA violation, the FTC chooses
which complaints to investigate, typically on the basis of the
magnitude of harm [86]. The FTC also has authority to impose
punishments. However, the FTC only has authority to investigate
if a vendor fails to follow its own privacy policies. It does not
have the authority to require the vendor to have a policy nor
can it dictate what the policy should be [86].

Will There Be Changes in US Law Anytime Soon?
Some believe that the FTC and the Office of Civil Rights already
have the authority they need [95] and argue that until serious
harms have been demonstrated, new legislation might stifle the
innovation necessary in a time of rapidly evolving technology
[96]. In particular, there has been opposition to expanding
HIPAA’s scope to cover personal health record app developers.
Spokespersons from the Center for Democracy and Technology
and others argue that HIPAA contains built-in limitations
because of its original intent and that extensions of HIPAA to
cover personal health record apps will be inadequate [91,96-99].
Although there are European [100,101] and other models [84]
that US legislators and regulators could theoretically adopt,
there have been no bills introduced in the US Congress that
follow these leads. The closest example was the 2013 changes
to the Omnibus HIPAA bill, which extended HIPAA to business
associates of covered entities. However, most untethered
personal health record apps do not seek formal business
association with covered entities; they direct their attention to
consumers instead.

As there are unlikely to be changes in US law that would address
these concerns, there now are activities underway to better
leverage the FTC’s existing authority. The CARIN Alliance is
a prominent multisector group within the health care industry
that works collaboratively with US government leaders to
promote consumers’ ability to access their electronic health
information via open APIs [102]. In November 2018, the
CARIN Alliance published a trust framework and voluntary
code of conduct directed toward developers and vendors of
consumer-facing apps [103]. Under the trust framework, when
app developers place their products on app stores, they would
attest that they adhere to the CARIN Code (Code). The Code
is based on the internationally recognized standards and
practices for sharing consumer information, including the Code
of Fair Information Practices. Developers who publicly attest
to adhering to the Code, and then violate it, expose themselves
to FTC accountability [104].

The press release announcing the framework and Code says:

For the first time, health care organizations and other
organizations can have an enforceable code of
conduct for third-party applications not covered by
HIPAA to self-attest to in order to access health care
data on behalf of consumers.

The CARIN Code has stakeholder support from consumers and
caregivers, health information networks, former regulators, app
vendors, health care providers, medical home networks, and
health plans [105]. The CARIN Alliance is actively working
with developers to encourage them to adopt the Code as a part
of their process of registering their apps and rolling them out
to consumers.

Will the Office of the National Coordinator for Health
Information Technology’s Trusted Exchange
Framework and Common Agreement (Exchange)
Resolve Concerns?
We believe this is unlikely. The Exchange is intended to be the
implementation of a provision of the 21st Century Cures Act
which directs the ONC to create a framework and agreement
for the exchange of electronic health information between health
information networks. As noted above, in January 2018 the
ONC released a draft of the Trusted Exchange Framework and
Common Agreement [106]. This draft affirmed that consumers
seeking their own data could access the Exchange with a
commercial app as long as the app complied with Framework
provisions. ONC reaffirmed these individual access provisions
in its second draft, which it released in April 2019 [107], by
creating a distinct category called “Individual Access Services”,
defined as services which enable individuals to access and obtain
copies of their own electronic health information. In the second
draft, ONC says that entities that wish to offer Individual Access
Services and thus participate in the Exchange must agree to
provisions that are aligned with HIPAA, even if they are not
HIPAA-covered entities. This includes a requirement that the
entity must publish its privacy practices, with a notice that
reflects ONC’s Model Privacy Notice [89].

However, these requirements that ONC would impose upon
non-covered entities apply only to entities that wish to
participate in the Exchange by offering Individual Access
Services. ONC still does not impose any requirements upon
non-covered entities that choose not to participate in the
Exchange, including noncovered apps that help consumers
access their data directly from their providers, rather than health
information networks.

Potential Impact of Trust Erosion on Research
Organizations and Institutional Review Boards
The Office of Civil Rights, in early 2016, issued strongly worded
Guidance directed toward providers that (1) reaffirmed that
providers are legally required to provide patients access to their
own EHRs upon request and (2) stated that providers were not
liable if, upon complying with a patient request, the patient
subsequently placed the privacy and/or security of their own
records at risk [108].

Research organizations undoubtedly would welcome comparable
guidance that specifies liability if studies receive potentially
exposed participants’ private health information. However, at
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the moment, there is no such guidance directed toward research
organizations or their IRBs nor is there guidance regarding
organizations’ culpability if a researcher uses an unregulated
commercial app to gather data from study participants.

This silence can provoke uncertainty for research organizations’
legal and risk departments, and they may contemplate what-if
scenarios: What if the app’s vendor, a small start-up with few
resources, has inadequate security and hackers gain access to
participant data? What if the vendor sells consumers’ access
credentials and/or their data to a third party? A participant who
learns of these violations could seek redress from the research
organization, attempting to bring a civil suit for monetary
damages or bringing a suit in the court of public opinion, placing
the organization’s reputation at risk. In addition, IRBs reviewing
the study may question whether participants fully understand
the risks associated with using unregulated commercial apps to
manage and transfer their personal health information [87,109].
They may refuse to approve studies that use consumer-mediated
data exchange because they believe that participants are
incapable of granting truly informed consent.

The most likely source of guidance would come from the
organization, Public Responsibility in Medicine and Research
[110]. Its goals are to create a strong and vibrant community of
ethics-minded research administration and oversight personnel
and to provide educational and professional development
opportunities to raise the bar of research administration beyond
basic regulatory compliance. It also has formalized professional
standards and is active in public policy, offering expert opinion
to rule-making and advisory bodies governing the research
enterprise. This organization may not now be aware of the
potential offered to researchers by consumer-mediated data
exchange, as well as its attendant trust concerns, as a January
2019 search in its Knowledge Center on the term “personal
health records” returned no results.

In conclusion, research organizations or IRBs could be
concerned about studies that acquire EHR data using unregulated
vendors. The professional society, Public Responsibility in
Medicine and Research, is likely to hear of these concerns when
more researchers take interest in the promise offered by
consumer-mediated data exchange. As it develops best practice
guidance for research ethics given these new technology
developments, the organization will be able to rely upon the
CARIN Alliance trust framework, and its associated Code of
Conduct, particularly as the framework and Code gains traction
with app developers.

Researcher Options

Responses to Trust Concerns About the Download and
Send Approach
The trust concerns associated with the Download and Send
approach are focused on the integrity of the entity that manages
the consumer-facing app that participants use to download their
data from all their providers and then send the compiled record
to the research database.

Option 1: Build Trust With a Commercial Developer
The research team could proactively build trusted relationships
with commercial developers through the following mechanisms:

• Only consider vendors that have adopted the ONC’s Model
Privacy Notice [89] or the CARIN Voluntary Code of
Conduct [103]. Developers who pledge to abide by the
CARIN Code risk being held accountable by the FTC if
they violate that pledge.

• Collaborate with the CARIN Alliance to implement the
third phase of its Trust Framework, in which third parties
certify apps and their vendors for their adherence to the
Code and can also create other certification criteria.
Research organizations, for example, could develop criteria
related to the vendor’s ability to support research needs,
including—if applicable—its willingness and ability to
securely transfer user data to the research team if the user
consents, and to configure these data so that they are
analytically digestible.

• Impose the organization’s security and privacy requirements
upon the vendor contractually, detailing the consequences
to the vendor if the organization learns that the vendor has
compromised participant data.

• Establish monitoring systems for the vendor’s privacy
policies and the movement of data through the vendor’s
system, intervening if there is suspicious activity.

Option 2: Build Your Own Personal Health Record App
A research organization could create its own app that its study
participants could use, which would take the vendor out of the
mix of trusted relationships, so that trust would only be
established and maintained between the study participant and
the research team. This increases the burden on the research
team, which now has to build and maintain a consumer app.
The burden is lower if the study is retrospective, only requiring
participant records that exist at the time the study begins. The
research team’s burden increases if the study is prospective,
meaning that new records must be obtained as they become
available, which then means that the researcher will have to
maintain the app over time and potentially release upgrades that
are compatible with changes in the broader environment. The
burden is particularly high if the researcher would like to use
the app as an incentive to attract participants, offering them the
personal data management capabilities that commercial vendors
offer.

If the research team is not troubled by these potential burdens,
then building and managing its own consumer-facing app could
potentially mitigate trust concerns and allow the study to
proceed. A faculty member at the Yale Center for Clinical
Investigation did just that, which is how the Hugo app was
developed [111].

Lower Expectations About the Comprehensiveness of
the Data to Be Received
If neither of the options mentioned above are viable, the
researcher could use an app that relies on the FHIR API
technology so that the data can be transmitted from the provider
to the user’s device without traversing the vendor’s network.
Among the consumer-facing apps that say they use FHIR APIs,
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Apple is the most well-known, and the ONC cited Apple by
name in its 2019 proposed rule. However, using Apple could
impose limitations on the study. Apple’s app will only work
with an iPhone, which means that the study can enroll only
iPhone users. In addition, Apple’s app only downloads data
from providers who are members of Apple’s partnership. The
partnership has grown steadily since Apple first launched the
app in January 2018 [112], and as of April 2019, there were
more than 370 partnering providers [113]. The partners are
diverse, including individual physicians, small specialty
practices, and large systems such as Kaiser in Northern
California. This is impressive growth, but the partnership still
does not include all providers in the United States. So even if
all study participants had iPhones, it is possible and probably
likely that for each study participant, there would be incomplete
data.

Watchful Waiting Until the Environment Becomes
More Favorable
Researchers unable to work within the existing limitations could
prepare themselves for a future that may hold one or more of
the following:

Apple and Equivalents Enroll All US Providers in “the
Partnership”
If Apple’s partnership eventually includes all US providers,
then limitations in data only coming from participating providers
would be removed, leaving only the limitation of iPhone use.
This limitation will also evaporate as other vendors develop
and promote consumer personal health record products using
FHIR APIs. In the future, all consumers may be able to
download their electronic health data to their devices using
FHIR APIs, and researchers could adapt to whatever device and
app and prospective study the participant prefers.

This still would leave open the challenge of getting the data
from the participants’ devices to the research database. It is
technically feasible for a consumer-facing research app to use
the FHIR API standard to request and receive data from a
consumer-facing personal health record app, and although we
are unaware of apps that support this now, an enterprising
developer could create one in the future.

The CARIN Alliance Trusted Framework Becomes
Normative
If the CARIN Alliance succeeds in fostering its Trust
Framework, and vendors of personal health records self-attest
to adhering to its Code of Conduct, and symbols of this
attestation appear on app stores and product labels, then the
symbol could serve as a trust flag that helps consumers and
others such as researchers differentiate between products on the
basis of their adherence to internationally accepted norms
regarding the sharing of consumer information.

The Federal Trade Commission Asserts an Intent to
Investigate if Vendors Violate a Pledge to Adhere to the
Code
The norms around vendor behavior would be strengthened if it
were publicly known that the FTC will investigate vendors that
violate pledges to adhere to the Code. Research organizations

could then be assured that there would be externally imposed
consequences upon vendors who fail to uphold the standards
of conduct.

Emergent Technology Tuned for Research
In the Transmit approach to consumer-mediated data exchange,
health care providers’ technology send the study participant’s
patient data directly to a research database upon receiving an
order to do so from the participant. This approach reduces, if
not eliminates, trust concerns because there is no
consumer-facing app that is exposed to the participants’ private
health information. If the approach relies on the Direct
Messaging protocol from the patient portal, technical support
may exist but usability is now weak. If the approach relies on
the emerging technology of FHIR APIs coupled with OAuth
2.0 authentication, usability may soar, making the Transmit
approach much more viable.

The Sync for Science Pilot
In the spring of 2016, the National Institutes of Health, in
collaboration with the ONC, contracted with Harvard Medical
School to create a standards-based open source technology
framework called Sync for Science [114,115]. The vision was
that EHR vendors could use the framework to augment their
patient portals to be able to respond to consumer-facing research
apps that ask the provider to transfer the patient’s data to a
designated research study. Apps that comply with Sync for
Science requirements would not need patients’ portal login
credentials nor would they handle personal health information.
Instead, the study participant would enter a provider-specific
code into the app, which would then route the participant to the
provider’s compliant patient portal, which would be able to
recognize and act upon data transfer requests.

After several years of design, development, and consultation
with IRBs, in September 2018, a pilot began to test the Sync
for Science transmit technology on behalf of the All of Us
Research Program [2]. The pilot involves 4 EHR vendors and
approximately a dozen providers. Participating providers are
recruiting up to 100 of their patients first to enroll into All of
Us and then to consent to use a consumer-facing research app
built by the Sync for Science team. The study participant uses
the app to identify his or her provider, and then the app asks the
provider’s EHR system to transfer the participant’s EHR data
to the study. The provider’s EHR system, which the piloting
vendor has modified for Sync for Science, uses a 2-step
authentication process, first to validate that the request is coming
from a registered app and then to validate that a legitimate
patient issued the request. If the authentication process succeeds,
the EHR system issues an access token to the app that enables
it to transfer the data.

At no point does the study participant give the research app his
or her portal access credentials nor does the app ever see or
manage the participant’s private health information. The app
merely facilitates, on behalf of the patient/consumer/participant,
the exchange of data between the HIPAA-covered entity and
research team. Thus, the approach eliminates the primary
sources of trust concerns that the researcher’s organization or
IRB may have.
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Scaling Sync for Science
The pilot described above is intended to test the technology
with a limited number of EHR vendors and providers. It will
only enroll patients who receive care from one of the pilot’s
providers. If that participant happens to receive care from other
providers, not involved in the pilot, the EHR data from the other
providers will not be available. It is a technical proof of concept,
rather than a test of how the Transmit approach could work for
any study, recruiting any participant and receiving care from
any provider(s) in the United States.

For this process to work at scale for any study, all US providers
must be served by health information technology that complies
with the Sync for Science technical framework. The research
team must use a consumer-facing app that has the same technical
capabilities as the app built by the Sync for Science team, and
the apps’ developers must have registered their products with
all Sync for Science-compliant health information technology
vendors in the United States. The vendors must extend the
product’s registration to all the providers that the technology
vendor supports [115]. These systemic requirements may seem
onerous. The next section describes how the ONC’s 2019
proposed rule could remove apparent barriers.

US Federal Regulations Intended to Stimulate and
Support Scale
The Sync for Science technical framework is none other than
the FHIR API coupled with OAuth 2.0 authentication. If the
ONC’s February 2019 proposed rule is finalized, all vendors
of provider-facing health information technology that meet
ONC certification requirements will support this framework.
CMS will likely require all providers participating in its
value-based purchasing programs to use health information
technology that satisfies the ONC’s now-proposed certification
requirements, and this is the mechanism through which all US
providers would acquire the necessary technology. The ONC’s
2019 proposed rule, if finalized, also would remove known
technical and business barriers to widespread use of the technical
framework. The ONC proposes to require vendors of
provider-facing technology to (1) respond within 5 business
days to consumer-facing apps’ registration requests, (2) publish
technical documentation that enables consumer-facing apps to
build connections to the vendors’ APIs, and (3) refrain from
charging fees to apps or providers other than the fees designed
to differentiate themselves in the market with value-added
services. With these and other proposed certification criteria,
the ONC intends to break down barriers that now inhibit this
technically sophisticated approach to consumer-mediated data
exchange.

When Will the Future Arrive?
The ONC proposes to require vendors to meet the updated
certification requirements no later than 24 months after the rule
is finalized. If finalization occurs in mid-2019 with these
proposed requirements intact, by the middle of 2021, the
provider-facing technology should be available to support the
Transmit approach to consumer-mediated data exchange, for
which the Sync for Science is the most visible example.

With regard to the existence of consumer-facing apps that
support the Transmit approach for research, the prospects are
also promising. Apple and other developers of consumer-facing
products already are using the FHIR API standards, currently
transmitting EHR data from the provider to the user’s device.
It should be feasible to use the same technology to transmit
EHR data from the provider to a research database: Only the
target has changed.

About That Directory...
Previously, we discussed directories containing providers’digital
contact information in the context of the portal-supported
Transmit approach to consumer-mediated data exchange for
research. This approach would require the researchers or studies
to list their digital endpoint information in the NPPES, so that
providers could transmit data to researchers the same way that
they would transmit data to other providers, to support patient
care.

Although it is administratively and technically possible for
researchers to list themselves in the NPPES, it may not be
necessary if the study participant uses a research app with a
FHIR API with OAuth 2.0 as its core technology. With this
technology, the research app already will tell the provider’s
technology where to send the requested data, and so neither the
provider nor user will have to look up an address in a directory.

However, while the FHIR API technology may eliminate the
need for researchers or their studies to be listed in the NPPES,
a directory of providers will still be necessary because the study
participants will need to tell the research app who their providers
are. In the Sync for Science pilot now underway, a small
directory exists that only includes the providers participating
in the pilot. In the future, at scale, there will need to be a
directory that lists every US provider with the technology to
respond to a request to transfer data using an FHIR API.

The NPPES may not be a good vehicle for meeting these
research needs. Although it is publicly accessible, it was
designed to facilitate exchanges of information between
HIPAA-covered entities; it was not designed to meet consumer
needs. It contains records for health plans and for individual
clinicians and facilities. For each entry, there could be several
types of electronic addresses used [47,51]. The data transfer
technology will most likely exist at an organizational level,
embracing hundreds or even thousands of clinicians and perhaps
scores of facilities. It is not clear how a study participant would
know how to select the appropriate provider for the purposes
of transferring data.

However, there is an alternative, in which the research app that
study participants will use contain its own provider directory,
with a user interface designed to help participants search for
their providers and select them when they find them. The apps’
developers could use the content of the NPPES (which is
publicly available via download) to populate the
consumer-friendly research app directory.

In summary, the FHIR API technology eliminates the need for
a directory containing digital contact information for the
research database, because the target that receives the data will
be identified within the research app that the study participants
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will use. The FHIR API technology does not eliminate the need
for a directory containing a list of US providers, but the task of
designing and populating a directory that consumers can use
will probably be assumed by the developers of the research
apps.

Conclusions

There are 2 approaches to consumer-mediated data exchange
for research. In one approach, which we call Download and
Send, study participants use a consumer-facing app to download
and aggregate their EHR data from all their providers and then
send the aggregated record to the research database. In the other
approach, which we call Transmit, study participants use a
consumer-facing app to direct their providers to transmit their
data to a research database, where the researcher then aggregates
records coming from multiple providers.

As of early 2019, technical support for the Download and Send
approach is presumed to be strong and usability has been
demonstrated. If researchers wish to proceed now using the
Download and Send approach supported by portal technology,
they may encounter trust concerns among their organizations
or IRBs, focused on the role of the unregulated consumer-facing
app. This paper offers ways in which researchers can respond
to concerns that their own organizations may raise, but if the
organization is very risk-averse, even these responses may not
satisfy them. If this occurs, the researcher may need to relax the
study’s requirements for complete data from all possible
participants.

Alternatively, the researcher could wait until the environment
becomes more favorable. Activities are underway now that
could produce a much more favorable environment within
several years. These include CARIN Alliance’s efforts to
establish a universally accepted trust framework, in which the
FTC could investigate actors who publicly commit to adhering
to it and then violate that pledge. In addition, the ONC has
proposed rules which, if finalized, would stimulate universal
adoption among providers of next-wave technologies that
support the Transmit approach, which mitigates many of the
current trust concerns.

For the researcher interested in using consumer-mediated data
exchange, there are potential limitations other than those that
we already addressed:

• The paper assumes that ONC estimates about the
widespread prevalence of the necessary provider-facing
technology are correct. As the ONC estimates are based on
provider self-reporting and vendor attestation, rather than
actual patient experience, this assumption could be
incorrect. In addition, the ONC estimates rely on the
presence of the necessary technology, not whether the
provider is actually using it, or that the patients can use it
as well [116].

• The paper assumes that study participants are willing and
able to use the necessary consumer-facing technology and
that they have credentials that allow them to access their
own data from their providers. Although there is evidence
that consumers are increasingly taking advantage of patient
portals [117], these assumptions may be incorrect.

• The paper assumes that data obtained through
consumer-mediated data exchange will contain the data
elements in the Common Clinical Data Set [40] because
that is what the current regulations require. It is possible
that researchers need data elements not in the common set,
which would limit their utility to the study. In the ONC’s
February 2019 proposed rule, the required data would
expand to include clinical notes and provenance, and the
rule also establishes a predictable process through which
further expansions would occur, so these limitations would
likely relax over time. What is more troubling is the
possibility that the data which providers actually make
available are something less than the regulations require
[118].

In the absence of the limitations described above, researchers
could be using the Download and Send approach now to obtain
EHR data for their study participants, assuming they are able
to manage the trust concerns that their own organizations or
IRBs could raise. It is quite likely that within a few years,
researchers could be using the Transmit approach, which should
mitigate these concerns. Hopefully, this paper gives researchers
ways to respond to trust concerns if they arise now and prepare
themselves for a future in which the concerns are eased because
of the anticipated widespread adoption of emerging
technologies.
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Abstract

Background: Medication nonadherence can compound into severe medical problems for patients. Identifying patients who are
likely to become nonadherent may help reduce these problems. Data-driven machine learning models can predict medication
adherence by using selected indicators from patients’ past health records. Sources of data for these models traditionally fall under
two main categories: (1) proprietary data from insurance claims, pharmacy prescriptions, or electronic medical records and (2)
survey data collected from representative groups of patients. Models developed using these data sources often are limited because
they are proprietary, subject to high cost, have limited scalability, or lack timely accessibility. These limitations suggest that
social health forums might be an alternate source of data for adherence prediction. Indeed, these data are accessible, affordable,
timely, and available at scale. However, they can be inaccurate.

Objective: This paper proposes a medication adherence machine learning model for fibromyalgia therapies that can mitigate
the inaccuracy of social health forum data.

Methods: Transfer learning is a machine learning technique that allows knowledge acquired from one dataset to be transferred
to another dataset. In this study, predictive adherence models for the target disease were first developed by using accurate but
limited survey data. These models were then used to predict medication adherence from health social forum data. Random forest,
an ensemble machine learning technique, was used to develop the predictive models. This transfer learning methodology is
demonstrated in this study by examining data from the Medical Expenditure Panel Survey and the PatientsLikeMe social health
forum.

Results: When the models are carefully designed, less than a 5% difference in accuracy is observed between the Medical
Expenditure Panel Survey and the PatientsLikeMe medication adherence predictions for fibromyalgia treatments. This design
must take into consideration the mapping between the predictors and the outcomes in the two datasets.

Conclusions: This study exemplifies the potential and limitations of transfer learning in medication adherence–predictive models
based on survey data and social health forum data. The proposed approach can make timely medication adherence monitoring
cost-effective and widely accessible. Additional investigation is needed to improve the robustness of the approach and extend its
applicability to other therapies and other sources of data.

(JMIR Med Inform 2019;7(2):e12561)   doi:10.2196/12561
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Introduction

Medication nonadherence is one of the most expensive medical
expenditures. As of 2015, the cost of patient nonadherence in
the United States reached US $290 billion [1]. The majority of
the cost of nonadherence arises from prescriptions that are either
never filled or medications that are not taken as prescribed [2].
Although the financial losses are staggering, the most prominent
motivation for better adherence is saving patients whose
conditions worsen due to poor compliance. Indeed, close to
125,000 deaths related to inadequate adherence were reported
in the United States [3].

Identifying patients at risk and the reasons for medication
nonadherence can help guide the development of remedial and
preventive plans. For many years, researchers have stipulated
that several factors can influence nonadherence including poor
patient-doctor interactions and a lack of overall health
understanding [3]. On one hand, the multitude of factors and
their potential interdependence make profiling patients at risk
of nonadherence difficult [3,4]. On the other hand, the
digitization efforts in the health sector over the past decade have
resulted in the availability of various data sources that can
support the design of medication adherence–prediction models.
Examples of such sources include reimbursement claims data
from insurance companies, dispensed medication data from
pharmacies, and medication prescription data from health
providers. Using these proprietary data, several recent
medication adherence–predictive models were developed and
deployed. For instance, Express Scripts developed a model with
300 predictors [5]. These predictors include the patient’s
demographic as well as clinical and genomic indicators. The
Express Scripts model was reported to have a prediction
accuracy of over 90% with a lead time of 6-12 months. Similar
proprietary models were also developed by Allazo Health and
FICO [6,7].

These models, although successful, primarily rely on proprietary
data accessible to the health provider. These data tend to be
structured and relatively accurate, providing models with high
predictive accuracy [5]. However, the proprietary nature of both
the data and the predictive models hinders their widespread use
by other health service providers. Due to these limitations,
several research efforts started to explore the use of data from
social media for large-scale analysis of trends in population
health. For instance, social media data were used to build a
machine learning model that can predict stress [8]. Twitter data
were used to study allergen effects and monitor adverse events
of pharmaceutical products across the United States [9,10].
Social media was also used as a mechanism for engaging
patients in order to improve compliance [11,12] and assist
nonadherent patients [13]. Recently, a medication-adherence
model using Twitter was proposed by Klein et al [14]. This
model identifies the medication intake from tweets that mention
at least one of 55 different medications.

The abovementioned studies highlight the fact that
medication-adherence models, in particular, and population
health models, in general, have been progressing along parallel
but completely disjointed paths. The first path draws its

advantage from the accuracy and validity of the data collected
in a controlled environment at the expense of limited
applicability to the wider population, whereas the second path
leverages widespread accessibility, but suffers from reduced
data accuracy or lack of verifiable model validity. The objective
of this paper is to answer the question: Can machine learning
models trained using data from a controlled environment be
used to predict medication adherence for health social forum
users? If they can be used, this approach can bridge the
abovementioned parallel paths and help combine the benefits
of the two environments.

In machine learning, transfer learning is used to improve
modeling in various domains including social media data
[15,16,17]. This technique is similar to the ability of a human
to transfer knowledge from one context to another, thereby
reducing the learning efforts required with every new context.
This approach has not been previously explored for medication
adherence. The aim of this paper is to investigate the
applicability of this approach to medication adherence among
patients with fibromyalgia. Fibromyalgia was selected to
demonstrate the proposed approach because of its high incidence
rate and the fact that it is subject to strict medication regimens
with severe consequences of nonadherence [18]. The proposed
medication-adherence models for this disease are trained using
the Medical Expenditure Panel Survey (MEPS) dataset [19].
Although it is not proprietary, the MEPS dataset is used in this
paper as a proxy for datasets collected in a controlled
environment. The target domain for knowledge transfer is the
social health forum PatientsLikeMe [20]. This paper investigates
the accuracy of MEPS-trained models when used to predict the
adherence of PatientsLikeMe users in the case of fibromyalgia.
The mapping between the variables in the source and target
datasets and its impact on the prediction accuracy of the
proposed models are also analyzed.

Methods

The Machine Learning Model
Typically, a machine learning model is an agent trained with a
set of predictors to generate a target outcome. This model varies
based on the dataset used for the training and validation as well
as the technique used to train each model. Moreover,
traditionally, each model is trained and validated using data
from a single source, since the learning and application are
confined to a single domain. In this paper, and because we are
learning from one domain and applying this knowledge to a
different domain, two datasets are needed. These datasets are
derived from MEPS and PatientsLikeMe.

Data Extraction and Cross-Domain Variable Mapping
The MEPS database is provided by the Agency for Healthcare
Research and Quality [19]. It is a collection of surveys from a
nationally representative population of individuals. The survey
participants provide responses in a series of five rounds over a
2-year interval. During each round, participants are asked to
answer a survey questionnaire that focuses on their health status,
medical conditions, prescribed medications, and insurance
coverage. Each year, a new panel of participants is enrolled in
the study, while the previous year’s panel finishes the final

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e12561 | p.275http://medinform.jmir.org/2019/2/e12561/
(page number not for citation purposes)

Haas et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


second year. This panel overlap provides an insight into
nationwide dynamic changes. For the purpose of this study,
patient records were extracted from panels 17-19, which span
the period from 2012 to 2015.

The second data source is PatientsLikeMe, which is a social
health forum where patients post, discuss, and review many of
their current medications and conditions [20]. Some of the users
of this forum make their data publicly available. The data were
collected from treatment evaluations as of March 2017. These
evaluations are available in a structured format that includes
self-reported adherence to treatment.

Patients from MEPS and PatientsLikeMe were selected if they
were receiving a treatment associated with the target disease
fibromyalgia. Treatments were included in the list if they were
taken by at least a single patient from PatientsLikeMe. This list
includes duloxetine, gabapentin, pregabalin, tramadol, and
zolpidem.

The model predictors that were extracted for each patient from
both data sources are type of medication, years taking treatment,
daily intake, dosage, age at the end of the study or last known
age, sex of the patient, out-of-pocket expense, and region of
living of the patient (ie, Northeast, Midwest, West, or South).

These were the only predictors available in both MEPS and
PatientsLikeMe.

As previously mentioned, typical machine learning models rely
on a dataset from a single domain for training and validation.
However, because we want to transfer knowledge from one
domain to another, mapping is needed from the variables in the
source dataset to their counterpart in the target dataset. This
mapping is straightforward (ie, one to one) in the case of the
first six predictors (ie, type of medication, years taking
treatment, daily intake, dosage, age, and sex).

However, more elaborate mapping was needed for out-of-pocket
expense and region of living. Although MEPS provides the
exact amount paid for each medication, PatientsLikeMe lists
only ranges for the approximate expenses each month.
Therefore, out-of-pocket expense payments in MEPS were
categorized using the out-of-pocket expense ranges provided
in PatientsLikeMe (Table 1). Similarly, the residence of each
MEPS patient is provided according to the appropriate US
census region, while for PatientsLikeMe, the residence of the
patient is provided at the state level. Again, since one-to-one
mapping between the two datasets is needed for knowledge
transfer, the value of region of living for PatientsLikeMe was
mapped to the census region based on the state of residence of
the patient (eg, Indiana is mapped to the Midwest).

Table 1. Categorical ranges for out-of-pocket expenses.

Out-of-pocket expense categoryActual expenses (US $)

0<25

125-50

250-100

3100

4>200

The mapping for the out-of-pocket expense and region of living
predictors between the two datasets is relatively simple. The
challenge is mapping the outcome of the model. The target
outcome for the model is medication adherence. In
PatientsLikeMe, patients self-report a selected adherence value
from four categories (ie, Always taken as prescribed, Usually
taken as prescribed, Sometimes taken as prescribed, or Never
taken as prescribed). The MEPS data do not include a direct
measure of adherence; therefore, this measure had to be derived.
In a previous study, Hess et al evaluated 11 different
medication-adherence metrics and recommended the use of
medication-refill adherence (MRA), which is defined as the
total number of days of medication supply divided by the
number of days of study participation multiplied by 100 [21].
For example, a patient with a total of 200 days of supply over
a period of 365 days will have an MRA of 55%.

The MRA value from MEPS and the adherence classes from
PatientsLikeMe have to be mapped to a common scale. This
scale consists of two classes: adherent and nonadherent. For
PatientsLikeMe, the Always taken as prescribed category is
mapped to the adherent class and the remaining three categories
(ie, Usually taken as prescribed, Sometimes taken as prescribed,
and Never taken as prescribed) are mapped to the nonadherent

class. In the case of MEPS, four different MRA thresholds are
considered. For each threshold, if the MRA is greater than or
equal to the threshold value, the outcome is mapped to the
adherent class; otherwise, the outcome is mapped to the
nonadherent class. The threshold is varied in order to understand
the differences in the interpretation of adherence between the
MEPS and the PatientsLikeMe datasets. This difference can be
due to the fact that adherence is quantitative in MEPS and
qualitative in PatientsLikeMe. Moreover, using MRA as an
adherence measure in MEPS does not account for scenarios
where patients are proactive in refilling their prescriptions or
accidentally misplace medications. Finally, adherence in
PatientsLikeMe is self-reported and may therefore be subjective
[22]. Understanding the differences between the variables in
the two datasets and calibrating the associated mapping is a
necessary enabler for transfer learning.

Model Training and Validation
The model proposed for prediction of medication adherence is
based on the random forest (RF) tool [23]. Other machine
learning techniques (eg, neural networks and support
vector machine) are available [24,25]. Although models based
on these techniques can be considered for medication adherence,
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RF was selected for this study because (1) it can handle variables
with missing and categorical values, a characteristic inherent
to social forum data [23]; (2) it facilitates the comparative
analysis of two models trained by using different datasets
including the evaluation of the importance of each predictor in
each model [26], which is needed for the validation of transfer
learning; and (3) it was successfully used in previous
health-related models including models to predict the response
of patients to various drugs and models to predict patients with
liver disease [27,28]. Previous studies [27,28] showed that RF
outperformed other machine learning techniques including
neural networks and support vector machine.

RF consists of an ensemble of decision trees, where each tree
contributes a vote to the overall decision of the RF. A majority
vote of adherent or nonadherent classifies the patient as adherent
or nonadherent, respectively. The uniqueness of each tree is
ensured through a two-step randomization process. The first
step is called bagging or bootstrap aggregation and is responsible
for randomizing the patients [29]. For each tree in the RF, a
predefined number of patients are selected randomly from the
training dataset with replacement. Based on this selection, a
given patient may be selected more than once in a given tree,
while other patients may not be selected. The second
randomization step selects predictors and occurs during the
construction of each tree. Only a random subset of the predictors
is considered at each node. In this paper, the size of this subset
was set to a typical standard of Standalone Equation 1, where
n is the total number of predictors in the dataset. Randomized
selection of both patients and predictors from the training dataset
helps generate multiple unique decision trees in the RF
ensemble.

The best predictor among the Standalone Equation 1 predictors
considered at each node of the decision tree is selected based
on the greatest reduction in impurity [30]. The parent node in
the tree always has a higher impurity (less homogenous set of
patients) than its children. A homogenous set of patients
corresponds to the case where all the patients belong to the same
class (ie, adherent class or nonadherent class). The impurity of

a node is defined by I=1-(A+)2–(A–)
2, where A+ and A– are the

percentage of adherent and nonadherent patients, respectively,
presented to the node in a given tree [30]. The change in
impurity between the parent node (p) and its left (l) and right
(r) child nodes is given by ΔI= Ip– PlIl– PrIr, where Pl and Pr

represent the percent of the total number of patients in the parent
node that are mapped to the left and right branches, respectively.

In order to split the patients into the appropriate right or left
branches at each node, the selected predictor requires a reference
value. All possible values for a given predictor are iteratively
evaluated until the best split is found (ie, branches with the
lowest impurity). In general, predictors can be numeric or
categorical. For instance, the predictor age is numeric. When
age is used as a predictor for a given node in the tree, patients
with an age value greater than the reference value are assigned
to the right branch of the node, and the remaining patients are
assigned to the left branch. For the categorical predictors, such
as region of living, patients that have the same value as the

reference value are assigned to the right branch, while the
remaining patients are assigned to the left branch.

The abovementioned procedure describes the traditional learning
process used for decision trees [23]. One of the limitations of
this process is that it does not adequately handle patients with
missing predictor values. As previously mentioned, missing
predictor values are prevalent in social media data. Specifically,
in the PatientsLikeMe dataset, 40% of the patients with
fibromyalgia had at least one missing predictor value. Several
approaches can be considered to handle missing predictor
values: (1) A default split can be adopted, where the patient
with a missing predictor value is arbitrarily yet consistently
assigned to a given branch. (2) The corresponding patient record
can be removed. (3) All numeric predictors are binned using
k-means clustering [27]. An additional bin is then added to
represent the case where the predictor value is missing.

All of the abovementioned approaches were investigated and
discarded because of their limitations. The default split is
arbitrary and leads to poor accuracy. The second approach
excludes approximately half of the patients from
PatientsLikeMe. The third approach translates all numerical
values to categorical values. In order to overcome the limitations
of these previous approaches, a new technique for learning with
missing values in RF models is proposed.

Traditional RF models use decision trees that are binary trees,
where each node has one left and one right child. The proposed
model uses ternary decisions trees, where each node has three
children: a left child, a middle child, and a right child. Patients
with missing predictor values are assigned to the third child.
The underlying learning algorithm is modified in order to
accommodate the additional child and to ensure that the missing
value is never selected as a reference in the split at any node.

RF models for fibromyalgia are trained using the
abovementioned approach. The training dataset is composed of
patient records that include the predictors and the target outcome
(ie, adherent/nonadherent). It is also balanced and consists of
an equal number of adherent/nonadherent patients. This class
balance eliminates the potential of bias in the model toward the
larger represented class. The model is then validated using a
testing dataset that is completely independent from the training
dataset. Two metrics are used to quantify this validation: (1)
Accuracy: The ratio of the number of records that are correctly
predicted to the total number of records in the testing dataset
and (2) F1 score: A composite metric that represents a weighted
balance between the recall and the precision of the models.
Recall accounts for the number of correctly classified adherent
patients compared with the total number of actually adherent
patients in the testing dataset. Precision is the total number of
correctly classified adherent patients against the total number
of patients classified as adherent.

Another measure is used to evaluate the importance of each
predictor in the model. Predictor importance (PI) is defined as
the ratio of the number of times a predictor is traversed to the
total number of times all the predictors are traversed in the RF
model when processing the testing dataset. As described earlier,
the decision trees in the RF model are built by selecting
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predictors that provide the greatest reduction in impurity.
Although there are measures to ensure that the same predictor
is not selected repeatedly at each node, the number of times a
predictor is selected is indicative of its relative entropy compared
to other predictors. Therefore, the higher the PI, the more
important the predictor is in the model.

Transfer Learning
In an ideal case, a model trained on MEPS patients should be
able to predict medication adherence for patients from
PatientsLikeMe with the same level of accuracy. As an analogy,
a human trained to drive a given vehicle should be able to
transfer this knowledge to the driving of a different vehicle.
However, transferring this knowledge is not simple in either
case. The success of this transfer is subject to disparities in
data-collection methods, variable mapping, and population
distribution between the source and target domains.

Despite the abovementioned difficulties, transfer learning offers
several benefits. For instance, the approach has been used to
transfer user behavior and content knowledge from one social
network to another [15,16]. The approach has also been used
for the predictive modeling of the relationship between
transcription factor-binding sites and gene expression from one
human cell line to another [17]. Transfer learning can help relax
the accuracy requirements that are often associated with
traditional machine learning methods [31]. Specifically, it can
make a medication-adherence model that is developed and
validated in a controlled environment accessible to a large-size
population with a limited financial burden through, for example,
social health forum services. In general, the proposed approach
exemplifies the transfer of health models from the proprietary
domain to the public domain.

Working toward this objective, a medication-adherence model
was initially trained on MEPS patients using all the predictors
extracted from the dataset. It was then tested on both the MEPS
and the PatientsLikeMe patients. Ideally, the model should be
able to predict medication adherence for both population groups
with the same level of accuracy. However, this transfer was
dependent on the adequacy of the mapping between the
predictors and the outcomes in the two domains. This aspect is
particularly important in this study owing to the absence of an
absolute ground truth for medication adherence and the fact that
adherence is equated to medication refills in MEPS and to a
subjective self-reported assessment by the patient in
PatientsLikeMe.

In order to understand the potential and limitation of transfer
learning for medication adherence between MEPS and
PatientsLikeMe, the following procedure was adopted:

• The prediction accuracy results for both domains were
compared. A significant difference in the accuracy between
the two domains is indicative of predictors that fail to
transfer from the source domain (MEPS) to the target
domain (PatientsLikeMe).

• A secondary model was developed by using the target
domain dataset (in this case, PatientsLikeMe). The purpose
of this model is to provide an understanding of the
differences in the importance of each predictor across the
two domains.

• Guided by the abovementioned analysis and using a
reductionist approach, a set of predictors that do not transfer
from MEPS to PatientsLikeMe was removed.

• A revised model was then developed with the remaining
set of predictors, which are deemed transferrable between
the two domains. The transfer capabilities of the revised
model were then re-evaluated using both the MEPS and the
PatientsLikeMe datasets.

Results

Overview
The findings derived from the application of the methodology
described in the previous section are presented below. These
results highlight the salient characteristics of the datasets, the
predictive accuracy of the model developed by using the
traditional machine learning approach, and the potential
applicability of this model to a different domain when
appropriate transfer learning requirements are taken into
consideration.

Data Extraction and Cross-Domain Variable Mapping
The demographic breakdown of the MEPS and PatientsLikeMe
cohorts is shown in Table 2. The average PatientsLikeMe patient
was about 10 years younger than the average MEPS patient.
With respect to the region of residence, the largest difference
was observed in the southern region. The MEPS patient
population in this region accounted for approximately 40% of
the total population. However, the PatientsLikeMe dataset had
a southern patient population that barely exceeded 30%.
Moreover, compared to male patients, female patients accounted
for the majority of the cohort for both datasets. However, the
female population was significantly larger in the PatientsLikeMe
(91%) dataset compared to the MEPS (63.9%) dataset.

In addition to understanding the differences in the demographic
distribution of the patients across the two domains, an
understanding of the distribution of the patients into
adherent/nonadherent classes is crucial. As previously
mentioned, the MEPS dataset does not contain a direct
adherence metric. Therefore, based on previous studies [21],
adherence was derived from the MRA. Since the MRA threshold
that distinguishes between adherent/nonadherent patients is not
known a priori, several values (ie, 35%, 45%, 65%, and 80%)
for the threshold were considered. The distribution of the
adherent/nonadherent MEPS patients for each threshold is shown
in Table 3. PatientsLikeMe patients self-reported adherence
(adherent: n=281 [79%]; nonadherent: n=76 [21%]).
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Table 2. Demographics of MEPSa and PatientsLikeMe patients with fibromyalgia.

PatientsLikeMe patients (N=357)MEPS patients (N=3044)Characteristic

49.1 (10.7)58.0 (14.9)Age (years), mean (SD)

Sex, n (%)

27 (7.6)995 (32.7)Male

325 (91.0)1945 (63.9)Female

5 (1.4)103 (3.4)Unknown

Region, n (%)

55 (15.4)399 (13.1)Northeast

84 (23.5)651 (21.4)Midwest

110 (30.8)1309 (43.0)South

92 (25.8)560 (18.4)West

16 (4.5)125 (4.1)Unknown

aMEPS: Medical Expenditure Panel Survey

Table 3. Distribution of adherent and nonadherent Medical Expenditure Panel Survey patients for varying medication refill–adherence thresholds.

Nonadherent patients, n (%)Adherent patients, n (%)MRAa threshold (%)

2330 (77)714 (23)80

2138 (70)906 (30)65

1730 (57)1314 (43)45

1473 (48)1571 (52)35

aMRA: medication-refill adherence.

Model Training and Validation
Models for fibromyalgia were trained and tested using the MEPS
dataset at different MRA threshold values. For each model, the
dataset was split into a training and a testing dataset following
an 80/20 split. Moreover, patients were randomly removed from
the higher represented class in each training dataset until a 50/50
balance between adherent and nonadherent patients was
obtained. For instance, 1616 nonadherent patients selected at
random were removed from the model at the 80% MRA
threshold.

The results in Table 4 show that the highest predictive accuracy
was obtained when the MRA threshold was set to 35%. This
indicates that the MEPS models are better at differentiating
between extremely nonadherent patients and moderately or
highly adherent patients. Based on this result, the MRA
threshold of 35% was adopted in the remainder of the study.
An intended direction for future work is investigating multiclass
adherence models that can differentiate between highly and
moderately adherent patients.

Transfer Learning
The MEPS fibromyalgia model developed in the previous
section was tested using the PatientsLikeMe dataset. The
prediction accuracy for this dataset was 54.9%, which is
significantly lower than the accuracy obtained with the MEPS

dataset (76.2%; Table 4). This significant difference indicates
that some of the predictors did not adequately transfer from
MEPS to PatientsLikeMe. To investigate this result, the PI
values for the predictors in the MEPS model were compared to
the PI values for the predictors of a secondary model that was
trained using the PatientsLikeMe dataset (Table 5).

Predictors with large differences in PI values across the two
domains suggest that a predictor has a higher significance in
one domain than in the other domain. Based on the results of
Table 5, the PI values of both daily intake and out-of-pocket
expense differ by approximately 4% across the two domains,
while none of the other predictors show a difference of more
than ~1%.

Guided by this result, a reduced MEPS model was created after
the elimination of the two predictors daily intake and
out-of-pocket expense. The performance of the reduced model
for both testing datasets (ie, MEPS and PatientsLikeMe) is
reported in Table 6. Removing the two predictors significantly
improved the accuracy and the F1 score for the PatientsLikeMe
dataset. As expected, however, for the MEPS testing dataset, a
slight reduction in accuracy was observed in the reduced model
as compared to the original model. Typically, in traditional
machine learning methods, more predictors yield higher
accuracy models. However, for transfer learning, these
predictors must also map adequately from the source domain
to the target domain.
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Table 4. Accuracy and F1 scores of fibromyalgia medication-prediction models that were trained and tested using the Medical Expenditure Panel
Survey dataset. Models were created for varying medication refill–adherence thresholds.

F1 scoreModel accuracy (%)Patients in the testing
dataset, n (%)

Patients in the training
dataset, n (%)

MRAa threshold (%)

72.570.2285 (20)1143 (80)80

70.069.9362 (20)1450 (80)65

74.673.0525 (20)2103 (80)45

77.176.2609 (20)2436 (80)35

aMRA: medication-refill adherence.

Table 5. Predictor importance for each predictor in the MEPSa–trained model and the PatientsLikeMe-trained model. Both models were tested using
the MEPS dataset.

Predictor importancePredictor

Model trained by PatientsLikeMeModel trained by MEPS

24.724.2Type of medication

12.511.9Years taking treatment

5.311.8Daily intake

14.414.4Dosage

13.69.7Out-of-pocket expense

9.68.5Region of living of the patient

16.115.2Age at the end of the study or last known age

3.84.3Sex of the patient

aMEPS: Medical Expenditure Panel Survey.

Table 6. Accuracy and F1 score of the reduced MEPSa–trained model for the MEPS and PatientsLikeMe testing datasets. For comparison, the second
row category of the table repeats the results previously obtained for the original model with all predictors from Table 4.

PatientsLikeMe datasetMEPS datasetModel

Reduced model (without daily intake and out-of-pocket expense)

67.873.2Accuracy (%)

79.773.9F1 score

Original model (with daily intake and >out-of-pocket expense)

54.976.2Accuracy (%)

65.577.1F1 score

aMEPS: Medical Expenditure Panel Survey.

Additional investigation is needed to analyze why some of the
predictors transfer, whereas others do not. We speculate that
some of the root causes can be attributed to potential
over/underreporting by the patients [22] and to differences in
the sociodemographic distribution of the patients. For instance,
80% of the MEPS patients had an out-of-pocket expense <US
$25 each month, whereas less than 40% of the patients in
PatientsLikeMe reported an out-of-pocket expense <US $25.

Discussion

Principal Results
This study shows that it is possible to develop and validate a
model for fibromyalgia medication adherence in a controlled

environment and then apply it widely through social health
forums. A model trained using MEPS patients with fibromyalgia
was able to predict adherence with an accuracy of 73.2% and
an F1 score of 73.9 for other MEPS patients. Traditionally, for
this model to benefit a wider population of patients, these
patients would have to be enrolled in the MEPS survey, an
approach that is neither practical nor cost-effective. This paper
shows that the MEPS model can be transferred to the social
health forum PatientsLikeMe with careful mapping between
the variables in each domain. The proposed approach was tested
with PatientsLikeMe patients with fibromyalgia, and the
MEPS-trained model was able to predict adherence for these
patients with an accuracy of 67.8% and an F1 score of 79.7.
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Limitations
An initial design of the model showed that two of the predictors
(daily intake and out-of-pocket expense) in MEPS failed to
adequately transfer to PatientsLikeMe. Additional investigation
is needed to understand the root cause of this lack of transfer.
Access to additional demographic information about the patients
may help with this investigation. However, information
including race, education, and social status was not available
in this study. Furthermore, although MRA was previously shown
to provide a good estimate of adherence, there are certain cases
where this threshold could misclassify a patient as adherent,
since there are no assurances that the medication is actually
being taken by the patient.

Future Work
Future work will consider transfer learning in the context of
multiclass adherence models (ie, always, usually, sometimes,
or never taken as prescribed). In addition, we would like to
study transfer learning for other diseases and other datasets
including other social media sources. Finally, understanding
the impact of missing values, an unavoidable characteristic of

social media data, and development of learning techniques that
can handle missing values are areas open for continued research.

Conclusions
The transferability of a model developed and validated in a
controlled environment to the wider public provides tremendous
possibilities for improved population health. One can imagine
a model for medication adherence derived by a health institution
deployed in PatientsLikeMe and enabling the users of this forum
to receive alerts or targeted educational material when they are
flagged to be at risk of nonadherence.

Transfer learning from one domain to another can be extended,
perhaps to disease prediction or other health-related models.
This research showed that robust models that can systematically
transfer from one domain to another are possible and that it is
important to understand the limitations of this transfer. We
showed that transfer learning between MEPS and
PatientsLikeMe produced similar accuracy of
medication-adherence prediction. This approach can have a
significant advantage, even if this advantage comes at a slight
reduction in prediction accuracy compared with costly,
institution-specific machine learning models.
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Abstract

Background: In the context of the current refugee crisis, emergency services often have to deal with patients who have no
language in common with the staff. As interpreters are not always available, especially in emergency settings, medical personnel
rely on alternative solutions such as machine translation, which raises reliability and data confidentiality issues, or medical
fixed-phrase translators, which sometimes lack usability. A collaboration between Geneva University Hospitals and Geneva
University led to the development of BabelDr, a new type of speech-enabled fixed-phrase translator. Similar to other fixed-phrase
translators (such as Medibabble or UniversalDoctor), it relies on a predefined list of pretranslated sentences, but instead of
searching for sentences in this list, doctors can freely ask questions.

Objective: This study aimed to assess if a translation tool, such as BabelDr, can be used by doctors to perform diagnostic
interviews under emergency conditions and to reach a correct diagnosis. In addition, we aimed to observe how doctors interact
with the system using text and speech and to investigate if speech is a useful modality in this context.

Methods: We conducted a crossover study in December 2017 at Geneva University Hospitals with 12 French-speaking doctors
(6 doctors working at the outpatient emergency service and 6 general practitioners who also regularly work in this service). They
were asked to use the BabelDr tool to diagnose two standardized Arabic-speaking patients (one male and one female). The patients
received a priori list of symptoms for the condition they presented with and were instructed to provide a negative or noncommittal
answer for all other symptoms during the diagnostic interview. The male patient was standardized for nephritic colic and the
female, for cystitis. Doctors used BabelDr as the only means of communication with the patient and were asked to make their
diagnosis at the end of the dialogue. The doctors also completed a satisfaction questionnaire.

Results: All doctors were able to reach the correct diagnosis based on the information collected using BabelDr. They all agreed
that the system helped them reach a conclusion, even if one-half felt constrained by the tool and some considered that they could
not ask enough questions to reach a diagnosis. Overall, participants used more speech than text, thus confirming that speech is
an important functionality in this type of tool. There was a negative association (P=.02) between the percentage of successful
speech interactions (spoken sentences sent for translation) and the number of translated text items, showing that the doctors used
more text when they had no success with speech.

Conclusions: In emergency settings, when no interpreter is available, speech-enabled fixed-phrase translators can be a good
alternative to reliably collect information from the patient.

(JMIR Med Inform 2019;7(2):e13167)   doi:10.2196/13167
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Introduction

Background
In the context of the current refugee crisis, emergency services
are increasingly confronted with patients who have no language
in common with staff and may not share the same culture. For
example, at Geneva University Hospitals (HUG), 52% of
patients are foreigners and 10% speak no French at all. In 2017,
the 10 languages for which interpretation services were the most
solicited were Tigrinya, Tamil, Albanian, Farsi, Spanish,
Somalian, Syrian, Dari, Portuguese, and Arabic (North Africa).
Taken together, these languages represent 75% of the
interpreting hours at HUG (Geneva University Hospitals,
personal communication, 2017).

This language barrier situation is known to pose many safety
and ethical problems: It is responsible for increased risks for
patients [1] and is very expensive. For example, as reported by
Rechel et al in 2003 [2], the United States Institute for
Healthcare Advancement estimated that US $73 billion was
wasted annually in the United States as a result of
communication problems in health care, many of which originate
from language differences. Both ethically and legally, hospitals
have a duty to offer all patients the same quality of care,
including the right to have a dialogue with health professionals.

Different solutions are available for use in emergency settings
to address these language barriers, but they all have their
drawbacks. Phone-based interpreter services, which are the most
common solution, are generally considered adequate, but they
are expensive (3 Swiss francs/minute with AOZ Medios, a
national interpreting service mandated by the Swiss Federal
Office of Public Health), not always available for some
languages, and less satisfactory than face-to-face interaction
with a physically present interpreter [3]. Asking patients’
relatives to translate speech is known to create substantial risks
[1]. Machine translation, such as Google Translate, another
low-cost solution more commonly used in emergency contexts,
is also extremely problematic, as this type of tool has not been
developed for medical use. Some recent studies have estimated
that nearly 40% of sentences of medical speech translated by
Google Translate are mistranslated [4,5]. However, such systems
also pose ethical problems and are not currently compatible
with the Swiss Data Protection Law. A plethora of specialized
systems have also been developed for medical communication,
both in the academic and industry settings (including
fixed-phrase translation or machine translation systems [6]),
but it is not always clear how they were built or evaluated and
if they are extensible. As emphasized in the recent review by
Dew et al [6], there is a lack of criteria for the development and
evaluation of these systems, which impedes the adoption of
these systems in emergency settings.

For these reasons, we have developed a new type of
speech-enabled fixed-phrase translation tool for medical
dialogue (BabelDr [7]), based on our previous experience in
the field [8] in a collaborative venture between HUG and the
University of Geneva Faculty of Translation and Interpreting.
This tool is a compromise between speech-to-speech machine
translation and fixed-phrase translation systems and directly

addresses specific needs in emergency settings (ie, high
accuracy, extensibility, portability to low-resource languages
and domains, and data security). It was also designed as a way
to collect doctor-patient dialogues and thereby improve our
understanding of the criteria for the development of this type
of system.

This study is the first step in this direction. It aims to determine
whether this type of restricted translation tool can be used by
doctors to perform a diagnostic interview and reach a correct
diagnosis and to quantify if speech adds value to fixed-phrase
translators. Although different evaluations of medical devices
have been conducted [6], to the best of our knowledge, this is
the first study that attempts to show the impact of “phraselators”
on the diagnosis and to define a methodology to achieve this.

The BabelDr App
The BabelDr app can be characterized as a “phraselator” [9,10].
Similar to well-known medical fixed-phrase translation apps
such as Medibabble [11] or UniversalDoctor [12], the system
relies on a set of predefined sentences (mostly yes/no medical
questions or instructions) translated by human translators to
ensure translation reliability. However, in contrast to traditional
fixed-phrase translators, the doctor can also freely ask his/her
question and the system will match the recognition result to the
closest predefined sentence in the list. The app was designed
from the beginning to meet the hospital’s needs. In particular,
it is easy to extend it to new target languages and situations in
order to follow demographic changes and allow its integration
in different services. The content is described efficiently with
rules (synchronized grammar [13]) that map multiple
synonymous patterns (“variations”) to a sentence expressing
the core meaning (“core sentence”). For example, “Do you have
a fever?” “Is your temperature high?” and “Have you observed
a high temperature?” will all be mapped to the core sentence
“Do you have fever?” In addition, patterns with variables (eg,
“Is it a QUALITATIVE pain?” “Do you have a QUALITATIVE
pain?” etc, where “QUALITATIVE” is a variable that can take
multiple values such as “severe” and “dull”) allow the
description of content in a productive way. The system currently
contains around 2500 patterns and 600 variables, linking more
than one billion variations to approximately 25,000 core
sentences. Translation follows the usual standards and is
performed online with translation memory in two
steps—translation of patterns followed by revision of complete
sentences [14]. Target languages focus on the languages
important for HUG (Spanish, Arabic, Swiss French sign
language, Tigrinya, Farsi, Dari, and Albanian). To ensure data
confidentiality, both speech recognition and translation are
carried out on secure local servers and all interactions are saved
locally.

For speech recognition and matching, the system combines
rule-based and robust methods, derived from the rules. When
the doctor speaks, the system first recognizes what is said using
both a grammar-based version of “Nuance” and a specialized
statistical version (Nuance Communications Inc, Burlington,
MA). It then maps the recognition results to the closest core
sentence using both rules and robust matching techniques
borrowed from information retrieval, described in detail
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elsewhere [15]. This closest core sentence is then translated
orally for the patient who will answer nonverbally. As it is not
an exact translation of the doctor’s question, but a translation
of the corresponding matched sentence, the core sentence is
always echoed back to the doctor, so that he can verify what
the system understood. The translation is thus only produced
for the patient if the core sentence is approved by the doctor.
Therefore, core sentences play a crucial role in the process by
not only providing feedback to doctors concerning recognition
accuracy, but also making the meaning of the sentence explicit
for both translators and patients [16,17]. These core sentences
were designed very carefully with doctors and translators, so
that they are as accessible and explicit as possible in order to
avoid communication problems. In addition to using core
sentences for the verification of translations, users can also
access them directly by browsing and searching via keywords.
The associated translations can then be submitted without the
need for further checking, similar to other phraselators [16].

Figure 1 illustrates the BabelDr interface and how an interaction
is carried out. The doctor first selects the diagnostic domain
based on the main patient complaint (headache, abdominal pain,
dermatological problem, etc) and the language and gender of
the patient (male or female). He/she can then speak a sentence
(“speech interaction”). If the echoed core sentence corresponds
to what the doctor wants to ask, he/she can click on it to produce
the translation for the patient. In addition to speech input,
doctors can search the list of core sentences using keywords
(only with exact matching, as in traditional phraselators) and
click on sentences to translate them for the patient (“text
translated”).

After translating a sentence to the patient (Figure 2), the
translation is produced both in text and spoken form. The
coverage list is automatically scrolled to the latest core sentence
translated, giving quick access to related questions. The
translated sentence is also added to a history list that can be
downloaded as a PDF at the end of the dialogue.

Figure 1. Screenshot of the BabelDr app.
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Figure 2. Example of the interface after the doctor translated “Avez-vous de la fièvre?” (Do you have fever?).

Methods

Identifying the Research Questions
This study aims (1) to determine whether a restricted translation
tool like BabelDr can be used by doctors to perform a diagnostic
interview and reach a correct diagnosis and (2) to quantify how
doctors use text versus speech interactions in order to investigate
if speech adds value to fixed-phrase translators. Our hypotheses
were that this type of tool would demonstrate good functional
suitability (doctors can collect all the information necessary to
reach a diagnosis in an efficient way) and usability (doctors will
use more speech to interact than text, as speaking should allow
them to communicate more naturally, like when working with
interpreters).

Design
The study was conducted at the HUG research laboratory in
December 2017. In this crossover trial, 12 French-speaking
doctors were asked to use BabelDr to diagnose two standardized
Arabic-speaking patients (one male and one female) whose
main complaint was lower back pain. The male patient was
standardized for nephritic colic and the female patient, for
cystitis. These two diagnoses are among the 10 most frequent
at HUG (Geneva University Hospitals, personal communication,
2018). Each of the 12 doctors carried out a diagnostic interview
with both patients, where half of the doctors began with the
male patient and the other half began with the female patient.

Before the diagnostic interviews, doctors were informed about
the main patient complaint (pain in the lower back). At the
beginning of the session, they received a short introduction to
BabelDr and tested a few interactions. It was strongly suggested

that they use complete sentences and ask yes/no questions, so
that the patients could answer nonverbally.

Tool and Interface
Doctors only had access to the BabelDr tool. The diagnostic
domain was set to “lower back pain” to match the patient
complaint. In the context of this study, the other domains were
not made available in order to simplify system usage. It was
ascertained beforehand that all available questions potentially
relevant to the patient complaint were included in this domain.
The language pair was French to Arabic; the male or female
patient was chosen depending on the case.

Data Collection and Analysis

Diagnoses
During the sessions, the doctors wrote down the information
they were able to collect based on the patient’s responses. At
the end of each session, the doctors wrote down their diagnoses.
These data allowed us to answer the first question on whether
the system enables doctors to reach a correct diagnosis.

System Usage
All interactions with the system were logged. For each session,
we collected audio recordings of each spoken interaction with
the system as well as the corresponding recognition results. We
also logged which recognition results or text examples the
doctors chose to translate for the patients. Finally, the duration
of each session was measured. These data were analyzed to
provide a quantitative answer to our second research question,
namely, whether speech interaction is useful in this type of tool.
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User Satisfaction
At the end of each session, participants completed a satisfaction
questionnaire that included a total of 23 questions. The questions
were derived from the System Usability Scale questionnaire by
Brooke [18] and adapted to the functionalities of BabelDr,
especially the speech and core sentence mapping aspects.
Questions covered usability and learnability aspects of the
BabelDr system during the study (7 items), appropriateness of
the system to confidently reach a diagnosis (6 items), the speech
component of the system (3 items), and the user’s opinion
regarding the usefulness of such a system in their daily medical
practice (7 items). A 5-point Likert scale (“strongly disagree,”
“disagree,” “neutral,” “agree,” and “strongly agree”) was used
to rate agreement with question items. These data contribute to
a qualitative answer to our second research question.

Participants

Doctors
Study participants were 12 French-speaking doctors: 6 from the
emergency service at HUG and 6 general practitioners who also
regularly work in this service. All work in French, but three
were not native speakers (#6, #11, #12). Only one doctor (#6)
had previously used a former version of BabelDr in another
study [5].

Standardized Patients
Of the two Arabic standardized patients, one was a man from
Syria and one was a woman from Jordan. Both were refugees
and recruited from among master’s degree students at the
Faculty of Translation and Interpreting. They had a high level
of literacy, but no specific medical knowledge. Neither of the

patients spoke French. One week before the experiment, both
patients received an a priori list of symptoms for the condition
they were to present, expressed in layman’s terms. They were
instructed to provide a negative or noncommittal answer to
questions relating to other symptoms during the diagnostic
interview.

All participants received remuneration for their participation in
the study.

Ethical Considerations
The institutional ethics committee approved the study protocol
(Req-2017-00996). Participation in the study was voluntary,
with written agreement obtained from all doctors and patients.
All data were anonymous and stored on a secure University of
Geneva server.

Results

Diagnoses
Doctors were able to reach a correct diagnosis in all 24 sessions
based on the information collected using BabelDr. For the renal
colic scenario, four doctors proposed multiple related diagnoses
(Table 1). These results showed that BabelDr was suitable for
the task and allowed doctors to collect information reliably.

Textbox 1 gives examples of the most frequently asked questions
for each scenario. In total, more questions were translated for
the renal colic scenario than for the cystitis one (170 vs 126
unique interactions, respectively), probably reflecting the fact
that the first scenario was more complex due to a larger number
of possible related diagnoses and thus required more different
questions.

Table 1. Diagnoses made by the 12 doctors.

Male patient (with renal colic)Female patient (with cystitis)Doctor no.

Other diagnosesDiagnosisOther diagnosesDiagnosis

PyelonephritisRenal colicNoCystitis1

NoRenal colicNoCystitis2

NoRenal colicNoCystitis3

NoRenal colicNoCystitis4

NoRenal colicNoCystitis5

LumbosciaticaRenal colicNoCystitis6

NoRenal colicNoCystitis7

NoRenal colicNoCystitis8

Pyelonephritis, lumbosciaticaRenal colicNoCystitis9

NoRenal colicNoCystitis10

NoRenal colicNoCystitis11

Pyelonephritis, lumbosciatica, appendicitisRenal colicNoCystitis12
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Textbox 1. Most frequently translated core sentences for each scenario, sorted by frequency.

Female patient with cystitis:

• Pouvez-vous me montrer avec le doigt où est la douleur? [Could you point with your finger to where it hurts?]

• Avez-vous déjà eu ce type de douleur? [Have you already had this type of pain?]

• Bonjour [Hello]

• Je suis le docteur [I’m the doctor]

• Quand vous urinez, est-ce que ça brûle? [Do you feel a burning sensation when you urinate?]

• Avez-vous eu de la fièvre dernièrement? [Have you had fever recently?]

• Je vais m'occuper de vous aujourd'hui [I will take care of you today]

• Avez-vous mal au niveau des reins? [Do you have pain in the kidney area?]

• Je vais vous poser des questions avec cet appareil [I will use this machine to ask you some questions]

• Vos urines sont-elles rouges? [Is your urine red?]

• Êtes-vous d'accord? [Do you agree?]

• Il y a combien de semaines que vous avez eu vos dernières règles?  [How many weeks ago did you have your last period?]

• Avez-vous été traité par antibiotique pour l'infection urinaire? [Have you had antibiotic treatment for a urinary tract infection?]

• Avez-vous eu une infection urinaire dernièrement? [Have you recently had a urinary tract infection?]

• Avez-vous des allergies connues? [Do you have any known allergies?]

Male patient with renal colic:

• Bonjour [Hello]

• Je suis le docteur [I’m the doctor]

• Vos urines sont-elles rouges [Is your urine red?]

• Avez-vous déjà eu ce type de douleur [Have you had this kind of pain before?]

• Pouvez-vous me montrer avec le doigt où est la douleur [Could you point with your finger to where it hurts?]

• Avez-vous eu de la fièvre dernièrement [Have you had fever recently?]

• Avez-vous mal au niveau des reins [Do you have pain in the kidney area?]

• La douleur aux reins irradie-t-elle vers un autre endroit [Does the pain in the kidney area spread to any other place?]

• Quand vous urinez, est-ce que ça brûle [Do you feel a burning sensation when you urinate?]

• Je vais vous poser des questions avec cet appareil [I will use this machine to ask you some questions]

• La douleur aux reins est-elle continue [Is the pain in the kidney area continuous?]

• Êtes-vous d'accord [Do you agree?]

• Je vais m'occuper de vous aujourd'hui [I will take care of you today]

• Depuis combien de jours avez-vous mal aux reins [For how many days have you had pain in the kidney area?]

• Avez-vous de la fièvre [Do you have fever?]

Analysis of Interactions
For each doctor, we measured the time to complete the dialogue,
the number of speech interactions, the number of speech
interactions resulting in a translation for the patient, and the
number of text items directly translated from the list of
sentences. Table 2 shows that both the median time and the
median number of translated speech interactions were higher
for the renal colic scenario (16 min for 26 interactions) than for

the cystitis scenario (13 min for 19 interactions), confirming
the fact that the renal colic scenario was more complex.

Table 2 shows that doctors translated both speech and text, but
used more speech interactions, suggesting that speech was
generally preferred to text. The median number of speech
interactions per dialogue that led to translations was 28.5 for
the cystitis scenario and 36 for the renal colic scenario, whereas
the median numbers for text interactions were 4.5 and 10,
respectively.
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Table 2. Time and number of interactions for both scenarios.

Male patient with renal colic, median (range)Female patient with cystitis, median (range)Variable

16:37 (4:35-23:35)13:37 (4:09-35:37)Time to diagnosis (min:seconds)

36 (20-66)28.5 (17-46)Speech interactions (n)

26.5 (13-51)19.5 (8-23)Speech translated (n)

10 (0-23)4.5 (0-36)Text translated (n)

Figures 3 and 4 present the interactions by participant and show
that some used the text mode more often than others and that
the number of speech sentences sent to translation differed from
one participant to another. For different doctors, the proportions
of recognition results leading to translations varied from 40%
(8/20) to 94% (16/17) for the cystitis scenario and 37% (13/35)
to 100% (20/20) for the renal colic scenario.

The association between the percentage of translated speech
and the number of translated texts was investigated using a
linear regression model. Since each medical practitioner assessed
two patients, data were clustered. Therefore, a regression model
with mixed effects was used: A random effect was set on the
intercept to account for between-practitioner variability. In
addition, a multivariable analysis was conducted to adjust for
the session and the scenario.

Figure 3. Interactions by participant for the scenario with the female patient.
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Figure 4. Interactions by participant for the scenario with the male patient.

The percentage of translated speech was negatively associated
with the number of translated texts (P=.02): When the
percentage of translated speech increased by 10%, the number
of translated texts decreased by 2.6 (95% CI 0.7-4.4). After
adjustment for the session and scenario, the decrease in the
number of translated texts was similar (2.4; 95% CI 0.7-4.2;
P=.02). This association is illustrated in Figure 5A. These results
show that users who are not well recognized tend to use the text
interface more often, thereby confirming the usefulness of
including both modalities in such a tool.

The percentage of translated speech was higher in the second
session than in the first session (difference=4.3%; 95% CI
1.1-7.4; P=.03). One possible interpretation may be that users
familiarized themselves with system coverage in the first session

and therefore used more coverage utterances in the second
session, leading to better recognition of results and thus more
translations.

Analyses by scenario showed that the proportion of translated
speech was lower in the renal colic scenario than in the cystitis
scenario (difference=4.3%; 95% CI –7.6 to –1.1; P=.03). This
may be due to different factors such as concepts not covered by
the system at the time of the study or errors in speech
recognition or mapping to the core sentences (eg, cases where
a sentence is badly recognized and therefore mapped to a
different sentence). In some cases, the core sentence could also
be too general or specific or considered inappropriate in the
context. Table 3 presents some examples of these cases.
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Figure 5. Association between the percentage of translated speech and the number of translated texts (A) and between French native speakers and the
percentage of translated speech (B), system confidence score (C), and speech interaction (D). Circles represent each individual doctor's data; the black
line represents the unadjusted regression line and black squares represent the mean values.
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Table 3. Examples of transcriptions and mapped core sentences.

Core sentencesSpeech utterances

Sent to translation

Faites-vous de l’exercice physique (Do you exercise?)Est-ce que vous avez fait du sport (Did you practice any sports?)

Les urines sont-elles rouges (Is your urine red?)Est-ce qu’il y a du sang dans les urines (Is there any blood in your
urine?)

Suez-vous plus que d’habitude (Do you sweat more than usual?)Est-ce que vous avez beaucoup transpiré (Did you sweat a lot?)

Avez-vous mal depuis aujourd’hui (Do you have the pain since today?)Est-ce que c’est aujourd’hui (Is it today?)

Avez-vous des pertes blanches en dehors des règles (Have you observed
any white discharges outside normal menstruation?)

Est-ce que vous avez des pertes vaginales particulières (Have you
observed any particular vaginal discharges?)

Not sent for translation by at least one doctor

Avez-vous bu de l’alcool (Have you consumed any alcohol?)Avez-vous bu (Have you had anything to drink?)

Êtes-vous enceinte (Are you pregnant?)Est-ce que vous pourriez être enceinte (Could you be pregnant?)

Avez-vous des démangeaisons (Do you have itchiness?)Avez-vous du prurit (Do you have pruritus?)

La douleur est-elle continue (Is the pain continuous?)La douleur est-elle constante (Is the pain constant?)

Associations between French native speakers and the percentage
of translated speech, system confidence, and speech interaction
were also investigated using a linear regression model with
fixed effects. No association was found between French native
speakers and the percentage of translated speech (P=.16), system
confidence (P=.16), and speech interaction (P=.86). Figure
5B-D illustrates these numbers. These results suggest that system
performance is not significantly impaired by different accents.

User Satisfaction
Figures 6 and 7 show the results for seven questions related to
the usefulness of the system for the diagnostic task and speech
recognition included in the satisfaction questionnaires completed
by the doctors after each dialogue (24 completed questionnaires).
Overall, the doctors were satisfied with the speech interaction
function and the usefulness of the system in the test context (19

negative, 54 neutral, and 116 positive judgments). All doctors
considered that the system helped them reach a conclusion (Q3).
They also liked the way the recognition result was presented
(only one participant disagreed), which showed that they found
the translation to the core sentence useful. All doctors thought
that the system recognized their voice easily (Q4), and most
believed that the system helped them to pose the question in a
different way when the question could not be recognized (Q6:
only 3 “disagree”). The most frequent criticism was that some
doctors felt constrained by the tool (n=9/24) and were unable
to ask all the questions they wanted to (5/24). In this respect,
we observed differences between the two scenarios, suggesting
that this issue is related to the system coverage or mapping of
sentences to core sentences. Finally, all doctors believed that
they could integrate such a system in their daily practice (Q7:
no “disagree” or “strongly disagree”).
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Figure 6. Results of the satisfaction questionnaire completed after the dialogue with the female patient. The numbers in circles represent the number
of doctors.

Figure 7. Results of the satisfaction questionnaire completed after the dialogue with the male patient. The numbers in circles represent the number of
doctors.

Discussion

Principal Results
All participants were able to pose their questions to the patients
and reach the correct diagnosis based on the information

collected using BabelDr. However, although they believed that
the system helped them to reach a conclusion, some felt
constrained by the tool, as they could not ask enough questions
to reach a diagnosis. Speech was the preferred modality, even
if all doctors translated items from the text list, thus showing
that both modalities are useful. The use of text was statistically
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influenced by the percentage of successful speech interactions
and by the session (first use vs second use). Therefore, speech
seems to help in using the system, as participants can express
themselves freely and see the most related core sentences.

Comparison With Previous Research
Other studies have analyzed user satisfaction (of both patients
and medical staff) [19,20] or the quality of translation with
translation systems [4]. However, to our knowledge, this study
is the first to measure the impact of the medium on diagnosis.
This study confirmed the results of two previous evaluations of
BabelDr. A comparison with a traditional fixed-phrase translator
(Medibabble) in artificial settings (doctors had to find answers
to specific questions) [21] showed that speech improves both
usability (reduces time and number of clicks required to ask a
question) and satisfaction. Another study [5,22] compared an
earlier version of BabelDr with Google Translate at the level
of diagnosis, satisfaction, and translation quality in a setting
similar to this study. The main result was that BabelDr produced
a better translation quality, improved precision (odds ratio: 0.04,
95% CI 0.02-0.12; P<.001 in favor of BabelDr) and fluidity
(odds ratio: 0.04, 95% CI 0.02-0.10; P<.001 in favor of BabelDr)
and led to more correct diagnoses than Google Translate.

Limitations
A preliminary version of the tool was used in the study. The
system coverage, that is, the questions available to the doctors,
is being continually improved based on the collected data. It is
possible that the perception of constraint reported by the users
was at least partially caused by insufficient coverage for the
scenarios selected for this study, rather than by the system itself.

For the cystitis scenario, doctors would have benefited to have
been able to change to another domain (abdominal pain), which
was not accessible for this study. In addition, the doctors were
informed beforehand of the patient’s chief complaint. This
matches the usual practice at HUG where this information is
collected from patients during admission, but another study
without prior information would ascertain whether the
subdivision into domains, as done in BabelDr, meets the doctor’s
requirements.

The two standardized patients had a higher education level and
no difficulty understanding the Arabic translations provided by
the system. In the case of less literate patients,
misunderstandings might cause incorrect patient responses and
thus lead to incorrect diagnoses. Although the BabelDr
translations are aimed at simplicity, a study of the translation
quality and accessibility is currently in progress to ascertain
whether the translations are suited to patients of different ages,
education levels, and cultural and geographic origins.

Due to the rehearsed nature of the patient narratives, based on
the given lists of symptoms rather than the potentially vague or

contradicting observations by a real patient, it can be argued
that the system performance in terms of diagnostic success
would be lower with real patients. However, we suspect that
the system’s restriction to yes/no questions might actually
improve clarity by enforcing precise questions and unambiguous
patient responses.

During this experiment, we observed very few user errors, such
as doctors forgetting to shut off the microphone or using
questions that could not be answered nonverbally. Anecdotally,
we have observed more such errors in real-use cases with real
patients. However, it is possible that in the artificial setting of
this study, doctors were more attentive to the system than when
using it with a real patient, where the focus would be more on
the patient, and thus, the proportion of successful interactions
might be lower.

The number of dialogues per doctor (n=2) in this study was
insufficient to measure a quantifiable learning effect, but a study
is currently in progress at HUG, where BabelDr is used in real
settings and the collected data will allow us to study its
learnability.

Future Research
Our results show that speech and text interaction are
complementary in a tool such as BabelDr. Future developments
of the system include an improved text-search module providing
more flexibility than the current keyword search.

Development of a bidirectional version of the system is ongoing.
In this new version, patients will have an interface where they
are presented with a range of responses (eg, numeric values,
colors, and pictograms). This will allow us to extend the
questions available to the doctors by including open questions
and will possibly reduce doctors’ feelings of being constrained
by the system.

Conclusions
This study showed that a phraselator can be an alternative to
machine translation and traditional fixed-phrase translators to
reliably collect information from the patient in situations where
no interpreter is available. Although doctors felt constrained by
the system, they were able to confidently reach a diagnosis, and
all believed they could use this type of system in everyday
medical practice. The relevance of task-based evaluation to
assess the usefulness and usability of translation tools for the
diagnosis task was also demonstrated and confirms the
importance of reliability in this type of oral context. Doctors
clearly appreciated the way in which speech recognition results
were presented in the form of a back translation to French, which
provided the exact meaning of the translation produced for the
patient. Future studies with BabelDr have to confirm these
conclusions in real-life settings and investigate the proportion
of cases that can be reliably diagnosed with such a tool.

 

Acknowledgments
The study was funded by the Fondation privée des Hôpitaux Universitaires de Genève. We thank Nuance Communication, Inc,
for making their software available free of charge for research purposes. We also thank Jessica Rochat, Rosemary Sudan, and
Emmanuel Rayner for their contributions to this study.

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e13167 | p.295http://medinform.jmir.org/2019/2/e13167/
(page number not for citation purposes)

Spechbach et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
None declared.

References
1. Flores G, Laws MB, Mayo SJ, Zuckerman B, Abreu M, Medina L, et al. Errors in medical interpretation and their potential

clinical consequences in pediatric encounters. Pediatrics 2003 Jan;111(1):6-14. [Medline: 12509547]
2. Rechel B, Mladovsky P, Devillé W, Rijks B, Petrova-Benedict R, McKee M. Migration And Health In The European Union

(european Observatory On Health Systems And Policies). Maidenhead, Berkshire, England: Open University Press; 2019.
3. Wu AC, Leventhal JM, Ortiz J, Gonzalez EE, Forsyth B. The interpreter as cultural educator of residents: improving

communication for Latino parents. Arch Pediatr Adolesc Med 2006 Nov;160(11):1145-1150. [doi:
10.1001/archpedi.160.11.1145] [Medline: 17088518]

4. Patil S, Davies P. Use of Google Translate in medical communication: evaluation of accuracy. BMJ 2014 Dec 15;349:g7392
[FREE Full text] [doi: 10.1136/bmj.g7392] [Medline: 25512386]

5. Bouillon P, Gerlach J, Spechbach H, Tsourakis N, Halimi S. BabelDr vs Google Translate: a user study at Geneva University
Hospitals (HUG). In: Proceedings of the 20th Annual Conference of the European Association for Machine Translation.
2017 Presented at: 20th Annual Conference of the European Association for Machine Translation; 29-31 May 2017; Prague,
Czech Republic p. 747-752.

6. Dew K, Turner A, Choi Y, Bosold A, Kirchhoff K. Development of machine translation technology for assisting health
communication: A systematic review. J Biomed Inform 2018 Sep;85:56-67. [doi: 10.1016/j.jbi.2018.07.018] [Medline:
30031857]

7. BabelDr: Spoken Language Translation of Dialogues in the Medical Domain. URL: https://babeldr.unige.ch/ [accessed
2019-04-23] [WebCite Cache ID 74jFPa3QF]

8. Bouillon P, Flores G, Starlander M, Chatzihrisafis N, Santaholma M, Tsourakis N, et al. A bidirectional grammar-based
medical speech translator. In: Proceedings of the Workshop on Grammar-Based Approaches to Spoken Language Processing.
2007 Presented at: ACL 2007; June 2007; Prague, Czech Republic p. 41-48.

9. Wikipedia. Phraselator URL: https://en.wikipedia.org/wiki/Phraselator [accessed 2019-04-23] [WebCite Cache ID 76RzhshCe]
10. Ehsani F, Kimzey J, Zuber E, Master D, Sudre K. Speech to speech translation for nurse patient interaction. In: Proceedings

of the workshop on Speech Processing for Safety Critical Translation and Pervasive Applications. 2008 Presented at: 22nd
International Conference on Computational Linguistics (Coling 2008); August 2008; Manchester, UK p. 54-59.

11. Medibabble. URL: http://medibabble.com/ [accessed 2019-04-23] [WebCite Cache ID 74jFaAVTG]
12. Universal Doctor. URL: http://www.universaldoctor.com/ [accessed 2019-04-23] [WebCite Cache ID 74jFhoKAS]
13. Rayner M, Armando A, Bouillon P, Ebling S, Gerlach J, Halimi S, et al. Helping domain experts build phrasal speech

translation systems. In: Quesada JF, Martín Mateos FJ, Lopez-Soto T, editors. Future and Emergent Trends in Language
Technology. First International Workshop, FETLT 2015, Seville, Spain, November 19-20, 2015, Revised Selected Papers.
Cham, Switzerland: Springer International Publishing; 2016.

14. Gerlach J, Spechbach H, Bouillon P. Creating an online translation platform to build target language resources for a medical
phraselator. In: Proceedings of the 40th Edition of the Translating the Computer Conference. 2018 Presented at: 40th Edition
of the Translatingthe Computer Conference (TC 40); November 2018; London, UK p. 60-65.

15. Rayner M, Tsourakis N, Gerlach J. Lightweight spoken utterance classification with CFG, tf-idf and dynamic programming.
In: Statistical Language and Speech Processing. Cham, Switzerland: Springer International Publishing; 2017:143-154.

16. Seligman M, Dillinger M. Automatic speech translation for healthcare: some internet and interface aspects. In: Proceedings
of the 10th International Conference on Terminology and Artificial Intelligence (TIA-13). 2013 Presented at: 10th International
Conference on Terminology and Artificial Intelligence (TIA-13); October 28-30; Paris, France.

17. Gao Y, Gu L, Zhou B, Sarikaya R, Afify M, Kuo K, et al. IBM MASTOR SYSTEM: Multilingual automatic speech-to-speech
translator. In: Proceedings of the First International Workshop on Medical Speech Translation. 2006 Presented at:
NAACL/HLT; June 4-9; New York, NY, USA.

18. Brooke J. SUS: a quickdirty usability scale. In: Jordan PW, Thomas B, Weerdmeester BA, McClelland AL, editors. Usability
evaluation in industry. London: Taylor and Francis; 1996:189-194.

19. Albrecht U, Behrends M, Schmeer R, Matthies H, von Jan U. Usage of multilingual mobile translation applications in
clinical settings. JMIR Mhealth Uhealth 2013 Apr 23;1(1):e4 [FREE Full text] [doi: 10.2196/mhealth.2268] [Medline:
25100677]

20. Taicher B, Alam R, Berman J, Epstein R. Design, implementation, and evaluation of a computerized system to communicate
with patients with limited native language proficiency in the perioperative period. Anesth Analg 2011 Jan;112(1):106-112.
[doi: 10.1213/ANE.0b013e3182009cd1] [Medline: 21081767]

21. Boujon V, Bouillon P, Spechbach H, Gerlach J, Strasly I. Can speech-enabled phraselators improve healthcare accessibility?
A case study comparing BabelDr with MediBabble for anamnesis in emergency settings. In: Proceedings of the 1st Swiss
Conference on Barrier-free Communication. 2017 Presented at: 1st Swiss Conference on Barrier-free Communication;
September 2017; Winterthur, Switzerland p. 32-38. [doi: 10.21256/zhaw-3000]

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e13167 | p.296http://medinform.jmir.org/2019/2/e13167/
(page number not for citation purposes)

Spechbach et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12509547&dopt=Abstract
http://dx.doi.org/10.1001/archpedi.160.11.1145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17088518&dopt=Abstract
http://www.bmj.com/cgi/pmidlookup?view=long&pmid=25512386
http://dx.doi.org/10.1136/bmj.g7392
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25512386&dopt=Abstract
http://dx.doi.org/10.1016/j.jbi.2018.07.018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30031857&dopt=Abstract
https://babeldr.unige.ch/
http://www.webcitation.org/74jFPa3QF
https://en.wikipedia.org/wiki/Phraselator
http://www.webcitation.org/76RzhshCe
http://medibabble.com/
http://www.webcitation.org/74jFaAVTG
http://www.universaldoctor.com/
http://www.webcitation.org/74jFhoKAS
http://mhealth.jmir.org/2013/1/e4/
http://dx.doi.org/10.2196/mhealth.2268
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25100677&dopt=Abstract
http://dx.doi.org/10.1213/ANE.0b013e3182009cd1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21081767&dopt=Abstract
http://dx.doi.org/10.21256/zhaw-3000
http://www.w3.org/Style/XSL
http://www.renderx.com/


22. Spechbach H, Halimi S, Gerlach J, Tsourakis N, Bouillon P. Comparison of the quality of two speech translators in emergency
settings: A case study with standardized Arabic speaking patients with abdominal pain. In: Proceedings of the 11th European
Congress of Emergency Medicine. 2017 Presented at: 11th European Congress of Emergency Medicine; September; Athens,
Greece.

Abbreviations
HUG: Geneva University Hospitals

Edited by C Lovis; submitted 17.12.18; peer-reviewed by M Seligman, P Boisrond, K Day, A Cox, J Liang; comments to author
12.01.19; revised version received 29.03.19; accepted 15.04.19; published 07.05.19.

Please cite as:
Spechbach H, Gerlach J, Mazouri Karker S, Tsourakis N, Combescure C, Bouillon P
A Speech-Enabled Fixed-Phrase Translator for Emergency Settings: Crossover Study
JMIR Med Inform 2019;7(2):e13167
URL: http://medinform.jmir.org/2019/2/e13167/ 
doi:10.2196/13167
PMID:31066702

©Hervé Spechbach, Johanna Gerlach, Sanae Mazouri Karker, Nikos Tsourakis, Christophe Combescure, Pierrette Bouillon.
Originally published in JMIR Medical Informatics (http://medinform.jmir.org), 07.05.2019. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR
Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on
http://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2019 | vol. 7 | iss. 2 |e13167 | p.297http://medinform.jmir.org/2019/2/e13167/
(page number not for citation purposes)

Spechbach et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://medinform.jmir.org/2019/2/e13167/
http://dx.doi.org/10.2196/13167
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31066702&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Publisher:
JMIR Publications
130 Queens Quay East.
Toronto, ON, M5A 3Y5
Phone: (+1) 416-583-2040
Email: support@jmir.org

https://www.jmirpublications.com/

XSL•FO
RenderX

mailto:support@jmir.org
http://www.w3.org/Style/XSL
http://www.renderx.com/

