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Abstract

Background: Electronic health records (EHRS) are important data resources for clinical studies and applications. Physicians
or clinicians describe patients’ disorders or treatment procedures in EHRS using free text (unstructured) clinical notes. The
narrative information plays an important role in patient treatment and clinical research. However, it is challenging to make
machines understand the clinical narratives.

Objective: This study aimed to automatically identify Chinese clinical entities from free text in EHRs and make machines
semantically understand diagnoses, tests, body parts, symptoms, treatments, and so on.

Methods: The dataset we used for this study is the benchmark dataset with human annotated Chinese EHRS, released by the
China Conference on Knowledge Graph and Semantic Computing 2017 clinical named entity recognition challengetask. Overall,
2 machinelearning models, the conditional random fiel ds (CRF) method and bidirectional long short-term memory (LSTM)-CRF,
were applied to recognize clinical entities from Chinese EHR data. To train the CRF-based model, we selected features such as
bag of Chinese characters, part-of-speech tags, character types, and the position of characters. For the bidirectional
LSTM-CRF-based model, character embeddings and segmentation information were used as features. In addition, we also
employed a dictionary-based approach as the baseline for the purpose of performance evaluation. Precision, recall, and the
harmonic average of precision and recall (F1 score) were used to evaluate the performance of the methods.

Results: Experiments on the test set showed that our methods were able to automatically identify types of Chinese clinical
entities such as diagnosis, test, symptom, body part, and treatment simultaneously. With regard to overall performance, CRF and
bidirectional LSTM-CRF achieved a precision of 0.9203 and 0.9112, recall of 0.8709 and 0.8974, and F1 score of 0.8949 and
0.9043, respectively. The results also indicated that our methods performed well in recognizing each type of clinical entity, in
which the “symptom” type achieved the best F1 score of over 0.96. Moreover, as the number of featuresincreased, the F1 score
of the CRF model increased from 0.8547 to 0.8949.

Conclusions: Inthisstudy, we employed two computational methodsto simultaneously identify types of Chineseclinical entities
from free text in EHRs. With training, these methods can effectively identify various types of clinical entities (eg, symptom and
treatment) with high accuracy. The deep learning model, bidirectional LSTM-CREF, can achieve better performance than the CRF
model with little feature engineering. Thisstudy contributed to trand ating human-readabl e health information into machine-readable
information.

(JMIR Med Inform 2018;6(4):€50) doi: 10.2196/medinform.9965
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Introduction

Background

Electronic health records (EHRS) comprise individuals' health
information such as laboratory test results, diagnosis, and
medications. Thisinformation includes various datatypes, from
structured information such aslaboratory test results consisting
of test items and the corresponding values, to unstructured data
such as clinical narratives in discharge notes [1]. Benefiting
from the development of big data techniques, large-scale EHR
data mining has become widely used in data-driven medical
studies, clinical decision making, and health management.
However, plenty of key information on health careisburied in
the large amount of unstructured narratives, which makes it
difficult to be analyzed computationally. Therefore, clinical
named entity recognition (CNER), whichisused to identify the
boundary of clinical entities such as body parts and diagnoses
and then classify them into predefined categories, has been
extensively used to extract structured information automatically
from English and Chinese EHRs [2-4].

Early named entity recognition (NER) systems often use
rule-based approachesthat rely on various dictionary resources.
More recently, machine learning (ML)—based approaches have
been applied to NER, such as maximum entropy (ME),
conditional random fields (CRF), support vector machines
(SVM), structural support vector machines (SSVM), and
multiple deep learning methods [5-10]. Liu et a [11] employed
a CRF mode based on multiple features including
bag-of-characters (BOC), part-of-speech (POS), dictionary, and
word-clustering featuresto identify clinica entitiesfrom EHRs.
Experiments on 220 clinical tests with different feature
combinations showed that a CRF model based on the
combination of features including POS features, dictionary
features, as well as word clustering features achieved the best
performance with an F1 score of 0.8915. Liang et a [12]
proposed a novel cascade-type method, which integrated the
sentence category classifier from an SVM and the CRF-based
clinical entity recognition, to recognize drug names from 324
Chinese admission notes. Their approach achieved an F1 score
of 0.935 for the recognition of traditional Chinese medicine
drug names and 0.917 for Western medicine drug names. Lei
et a [2] systematically investigated the effects of different types
of features and different ML models (including CRF, SVM,
ME, and SSVM) for CNER on Chinese EHRs. Experimentson
their manually annotated corpus of 400 discharge summaries
and 400 admission notes showed that both the “word
segmentation” feature and the “section information” feature
improved the performance of CNER. In addition, among the
ML models, SSVM achieved the best performance with an F1
score of 0.9001 and 0.9352 on discharge summaries and
admission notes, respectively.

Traditional ML-based approaches such as CRF can achieve
good performance on the sequence-labeling tasks but usually
rely heavily on hand-engineered features and medical
knowledge. However, deep learning methods such as
Convolutional Neural Network (CNN) and Recurrent Neural
Networks (RNN) can achieve state-of -the-art performancewith
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little feature engineering. Wu et al [8] applied a deep neural
network, devel oped by Ronan Collobert [ 13], onthe CNER task
in Chinese clinical text with only word embeddings, achieving
an F1 scoreof 0.9280. Lampleet a [14] proposed abidirectional
long short-term memory (LSTM-CRF) model for NER, which
achieved an F1 score of 0.9094 on the CoNLL-2003 test set
with word embeddings from supervised and unsupervised
learning. Misawa et a [15] proposed a “character based”
CNN-bidirectional LSTM-CRF model to extract entities from
the Japanese Mainichi newspaper corpus. Intheir model, aCNN
model was first used to extract subword information from
Japanese characters, and then, the extracted subword information
concatenated with the word embedding was fed into a
bidirectional LSTM-CRF model to identify entities. Zhu et al
[16] developed an end-to-end deep learning model, named
GRAM-CNN, for CNER tasks, inwhich amodified CNN mode!
was first employed to extract local features around aword, and
then, a CRF layer was used to model 1abelsjointly based on the
output of GRAM-CNN. Their model achieved an F1 score of
87.26% on the Biocreative Il dataset. Hu et a [17] built a
vote-based hybrid system for the China Conference on
Knowledge Graph and Semantic Computing (CCKS) 2017
CNER challenge task, which received the first place with an F1
score of 0.9102. Their hybrid system integrated 4 individual
models, including (1) a rule-based model; (2) a CRF model;
and (3) 2 bidirectional LSTM models, a conventional
bidirectional LSTM model based on word embeddings and a
modified bidirectional LSTM model with a fully connected
layer added after the LSTM layer to concatenate some
hand-crafted features with the LSTM outputs. A total of 4
models were deployed independently for the CNER task with
corresponding F1 scores of 0.8682, 0.8969, 0.9017, and 0.8957,
respectively. Finaly, a vote-based approach was used to
combinetheir results: an entity is selected only when it hasbeen
predicted by at least two methods. However, the hybrid system
takes considerable time and effort for feature engineering, model
constructing, and parameter tuning.

Most of the previous studies on CNER primarily focus on
English clinical texts. Various ML models have shown
significant performance on CNER on English EHRs. Compared
with English CNER, Chinese CNER faces more obstacles and
still remains a challenge, which may due to the following
reasons: (1) few open access Chinese EHR corpora; (2) asmall
number of Chinese medical dictionariesand ontology libraries,
and (3) complicated properties of the Chinese language, such
asthelack of word boundaries, the complex composition forms,
and word forms remaining unchanged in all kinds of tense or
POS[18,19]. Until the recent 2 years, the number of studieson
Chinese CNER hasincreased rapidly, boosting the performance
of the models on Chinese CNER.

Objectives

In this study, weinvestigate 2 automatic methods, bidirectional
LSTM-CRF and the CRF model, in terms of simultaneously
identifying 5 types of clinical entities from Chinese EHR data.
Experiment results indicate that the 2 ML models showed
significant performance on each type of entity, demonstrating
their effectiveness in recognizing multiple types of clinical
entities for further data-driven medical research. Our

JMIR Med Inform 2018 | vol. 6 | iss. 4| €50 | p. 2
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

bidirectional LSTM-CRF model can capture not only the past
and future input features through the bidirectional LSTM layer
but also the sentence-level tag information via the CRF layer.
Its performance is comparable with the Top 1 system (F1 score
0.9043vs0.9102) in the CCKS 2017 CNER challenge task and
better than that of each of the 4 individual models of the Top 1
hybrid system, which needs much effort for feature engineering
and model constructing. The bidirectional LSTM-CRF model
achieves state-of-the-art performance by utilizing only the
character and segmentation information, which significantly
alleviates the human work involved in feature engineering to a
large extent.

Methods

Datasets

A total of 2 datasets were used in this study, the first oneis an
annotated corpus, which isused for training and testing, whereas
the second one, regarded as the devel opment set, isan unlabeled
corpus for learning character embedding. All data are derived
from the progress notes and examination results of in-patients’
EHRs released by the CCKS 2017 CNER challenge task [20].
Thefirst dataset involves 400 patients’ EHR data, and for each
patient, it contains 4 data fields, including (1) genera items:
usually contain the patient’s demographics and the reasons for
admission; (2) medical history: consists of the patients' past
disease history and corresponding treatment, the reasons for
current admission, outpatient test results with diagnosis and
treatment, and the tests after hospitalization; (3) diagnosis and
treatment: mainly include the tests after hospitalization,
corresponding diagnosis, and detailed treatment and body
condition after treatment (if worse or new symptoms appear,
test once again; corresponding diagnosis and treatment will be
contained); and (4) discharge note: involves patients complaints
about their body condition, final tests before discharge, and the
doctor’'s summary of the patients’ body condition. Moreover,
for each field, 5 types of clinical entities—symptom, test,
diagnosis, treatment, and body part—were annotated. An
example of the original EHR text is shown in Textbox 1 and its
manually annotated gold standard provided by the CCKS
organizer isshownin Table 1, inwhich pos_b and pos_edenote
the start and end position of the entity in the text. In summary,
atotal of 10,142 symptoms, 12,689 tests, 1275 diagnoses, 1513
treatments, and 13,740 body parts were annotated in the first
dataset. The first dataset was further divided into 2 parts, 300
patients data as the training set and 100 patients' data as the
test set. The distribution of entities among the training and test
setsis shown in Table 2.

The second dataset includes 2605 patients’ unlabeled EHR data,
which was used for learning character embeddings. Character
embeddings were trained using individual Chinese characters.
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Dictionary-Based Clinical Named Entity Recognition

Traditionally, dictionary-based CNER approaches utilize
medical dictionary resources such as the Unified Medical
Language system, Medical Subject Headings, and RxNorm.
For Chinese clinical entity recognition, we constructed a new
dictionary onthe basisof the Chinese Unified Medical Language
System (CUMLYS) [21] and the training corpus. CUMLS is a
knowledge organi zation system with more than 30,000 medical
subject headings and 100,000 medical terms, which incorporate
more than 10 thesauruses, taxonomies, glossaries, and medical
corpora. In this study, we only choose 54 categories of medical
terms, which are related to the 5 types of entities in this study
and classify them into 5 predefined categories manually (in
terms of the clinical entity types) to build our dictionary.
Overadl, 6 categories of medica terms from CUMLS are
classified as “diagnosis,” 22 categories as “test,” 9 categories
as “body part,” 4 categories as “symptom,” and 13 categories
as “treatment.” Finaly, we construct the dictionary by
integrating all the clinical named entities, derived from the
annotated labels provided by the CCKS organizer, in the 300
training set with the selected part of the CUMLS. Thedictionary
we build contains not only the medical terms from medical
vocabulary but also thetermsfrom theclinical text, which makes
it more suitable for CNER tasks. Maximum forward matching
was adopted while extracting clinical entities based on our
dictionary.

Machine L earning Methodsfor Clinical Named Entity
Recognition

CNER isgenerally converted into asequence-labeling problem
or aclassification problem. Sequence-labeling problem means,
given a sequence of input tokens A=(ay,...,&,) and a predefined
set of labelsL, determine asequence of labelsB=(b;,...,b,) with
the largest joint probability for the sequence of input tokens
[22] (b, O L for 1 <i < n). Classification problem means for
each input token X, determine the label with the highest
probability of classification among the predefined set of 1abels
L. Asfor CNER, the labelsincorporate 2 concepts, the type of
theclinical entity and the position of the token within the entity.
Inthisstudy, we utilizethetypica “BlO” labels[23] to represent
the position of the tokens within the entities. In BIO labels, B
means the token isthe beginning of an entity, | meansthetoken
isinside an entity, and O meansthetoken is outside of an entity.
As there are 5 types of entities, we have overall 11 labels
including 5 B classes (B-symptom, B-test, B-diagnosis,
B-treatment, and B-body) and their corresponding | classes
(I-symptom, I-test, I-diagnosis, I-treatment, and 1-body) and O.
For instance, abody part entity “/(5" ismade up of 2 Chinese
characters “1(»" and “F8” that are annotated with label B-body
and I-body, respectively. In the following sections, weintroduce
the sequence-labeling algorithm CRF as well as the deep
learning models (bidirectional LSTM-CRF) for CNER.
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Textbox 1. An example of the original electronic health record text.

1. BILAASILE, EFRI, BEME. 2. UZE, ZHRAEE. 3. B WIFEEL, EEFHMK. XAAERSE, TERH/MN
KiRE, BGEMAHISE R XREMK. LTFRLLMIRE, OETHRETURE. SURARMRE, PTRERRSESRE (1
Patient is a 4-year-old children, acute onset, short duration. 2. Main symptoms are cough and fever. 3. Examination: the throat is slightly congestive,
double tonsils are slightly swollen. Lung breath sounds thick, a small and medium-sized bubble sound can be heard. Combined with the chest x-ray,
diagnosed as: bronchopneumonia. Given cefoperazone combined with andrographolide for anti-infection, aerosolized inhal ed budesonide and sal butamol
to reduce airway hyperresponsiveness.)

Table 1. Anexample of the manually annotated golden standard.

Entity pos_b? pos_eb Entity type
1z (cough) 21 22 Symptom
% # (fever) 24 25 Symptom
&K (examination) 32 33 Test

NEER (throat) 35 36 Body part
F£ 1M (congestion) 38 39 Symptom
WUk (double tonsils) 41 44 Body part
Bk (swollen) 46 47 Symptom
WAH (lung) 49 50 Body part
IEIRE (breath sound) 51 53 Test

B F (chest x-ray) 67 68 Test

¥ K& Bl % (bronchopneumonia) 74 78 Diagnosis
SLTENKER (cefoperazone) 84 87 Treatment
KRIET (andrographolide) 89 91 Treatment
it 22{& (budesonide) 102 105 Treatment
T RZEZ (salbutamol) 107 110 Treatment
S8 (airway) 113 114 Body part

%os b: start position.
bpos_e: end position.

Table 2. Distribution of entities among the training set and the test set.

Dataset Number of patients  Body part Diagnosis Symptom Test Treatment Total
Training set 300 10,719 722 7831 9546 1048 29,866
Test set 100 3021 553 2311 3143 465 9493
All 400 13,740 1275 10,142 12,689 1513 39,359

- . - X is the random variable over the input Chinese characters
Conditional Random Fields-Based Clinical Named sequence and Y is the random variable over the corresponding

Entity Recognition label sequence.
CREF is a probahilistic undirected graphical model, which was
first proposed by Lafferty in 2001 [24]. It overcomes the
shortcomings of the Hidden Markov Model and also solvesthe
label-bias problem of the Maximum Entropy Markov Model.
Asit takesinto account the joint probability distribution of the
output sequence of labels, it has been widely used for sequence

Let P(Y|X) be alinear chain conditional random field. Under
the condition that the value of random variable X isx (eg, “ &
H B8 E &, patients with left abdominal pressing pain”), the
conditional probability of whichtherandomvariableY isy (eg,
“0O, O, B-body, I-body, B-symptom, and I-symptom”) isdefined

labeling tasks such as POS tagging, Chinese word segmentation, &

NER, and CNER. The CRF model decodes the PyIx) = VZ(x) * exp{ ik Akt View Yir X, 1) + 201 1y
sequence-labeling problem by undirected Markov chain and the s (yi, %, i)}

Viterbi algorithm with the training criteriaz maximize the _ .

likelihood estimation of conditional probability of the output Z(?() = 2y &L Zik At Oiew Yio X, 1) + 200 11§ (Vi
sequence of labels Y given the input sequence X. In this study, X, 0)},
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in which Z(x) denotes the normalization factor, y; (eg,
I-symptom) is the label of x; (eg, “J&; pain” inthe “ BE L IE
[£ 7% patientswith left abdominal pressing pain”), and theny; ;
(B-symptom) isthe label of x;_; “JE (pressing)”. t, (dependson
the current label y; and former label y;_;) and 5 (depends on the
current label y;) denote the feature functions, and A, and
denote their corresponding weights. Once the corresponding
weights are learned, the labels of a new input sequence can be
predicted according to P(y[x). The prediction process can be
achieved in an efficient way using the Viterbi algorithm. Inthis
study, we use the CRF++ package [25], one of the most popul ar
implementations of CRF, for theimplementation of CRF model.
The features for training the CRF model are described in the
Feature Selection section.

Bidirectional Long Short-Term Memory-Conditional
Random Fields-Based Clinical Named Entity
Recognition

Recently, multiple deep neural architectures have been exploited
for NER tasks [26-28], among which RNN models usually
achieve the best performance, especially the bidirectional
LSTM-CRF model. In theory, RNNSs are capable of capturing
long-distance dependencies; in practice, they fail due to the
gradient vanishing or exploding problems. LSTMs are variants
of RNNs designed to cope with these gradient vanishing
problems by incorporating amemory cell [29]. Figure 1 shows
the structure of an LSTM unit at step t [7]. An LSTM unit
contains an input gate i, which controls the proportion of input
information to the memory cell; aforget gate f,, which controls
the proportion of the previousinformation to forget; amemory
cell ¢, which memorizesthe long-distance context information;
and an output gate o, which controlsthe proportion of the output
information for the next step. Theimplementation of theLSTM
unit is shown as follows:

iy = O(Wyi X + Wi hg + Wi ¢y + b))
fr = O(Wys X + Wi heq + Wes g + 1)

http://medinform.jmir.org/2018/4/e50/
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= fpe Gy +ip e tanh(Wye X + Wie hyg + by)

0 = C)-(V\lxo X+ Who ht—l + Wco G+ bo)

h; = o « tanh(cy,
where o denotes the element-wise sigmoid function; ¢ denotes
the element-wise product; and b, b, b,, and b, denote the bias
vectors. W denotesthe weight matrix, x; denotesthe input vector
corresponding to the current Chinese character, and h; denotes

the output vector of the LSTM, which represents the context
information of the current Chinese characters.

For many sequence-labeling tasks, it isbeneficial to have access
to both past (left) and future (right) contexts. However, the
LSTM’s hidden state h, takes information only from past.
Bidirectional LSTM model presents each sequenceforward and
backward to 2 separate hidden states to capture past and future
information, respectively. Then, the 2 hidden states are
concatenated to further form the final output. Bidirectional
L STM-CRF model, which takes advantage of both bidirectional
LSTM and CRF, can simultaneously utilize the past and future
input features through the forward and the backward LSTM
layer and the sentence level tag information viathe CRF layer.
The architecture of the bidirectional LSTM-CRF is shown in
Figure 2, which consists of an input layer, 2 LSTM layers, and
aCRF layer.

When predicting the tags of Chinese characters, first, given a
sentence S=(c;,...,C,)), €ach character ¢, (1<t<n) is represented
by vector x; (the concatenation of the character embeddings and

the segmentation information) generated in the input layer.
Second, the forward and the backward LSTM layer take the
sequence of character representations X=(Xy,...,X,,) asinput and

generate the representation of the left (h=h,...,h,) and right
(h=h;1,....,h,,) context for each character, respectively. Third,
the sequence of overall context representationsis h=(hy,...,h),
whereh;, isthe concatenation of h;; and h,. Finally, the sequence

of overall context representationsistaken asinput for the CRF
layer to predict the output label sequence L=(l,...,l)-
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Figure 1. A long short-term memory unit. it: input gate; ft: forget gate; ct: memory cell; ot: output gate; ht: output vector of the LSTM.

Xt ht-1

Xt ht-l

ht-l

Figure 2. Architecture of the bidirectional long short-term memory-conditional random fields. LSTM: long short-term memory; CRF: conditional

random fields; B-dis: B-diagnosis; |-dis: I-diagnosis.

CRF layer _[ Label sequence ( o )« \/;)\' ‘/B-—dbl >{ I-dis
Backward LSTM )« LSTM )« LSTM )« LSTM
LSTM
Bidirectional layer —
Forward
LSTM LSTM LSTM LSTM
| LSTM
Character
embeddings
Input layer — Segmentation
information
L & # 7 i

Feature Selection

For training the CRF model, we select 4 types of features, BOC,
POS tags, character types (CT), as well as the position of the
character in the sentence (POCIS). NLPIR Chinese word
segmentation system Institute of Computing Technology,
Chinese Lexical Analysis System (ICTCLAS)-2016 [30] is

http://medinform.jmir.org/2018/4/e50/

utilized for word segmentation. While using ICTCLAS-2016
for segmentation, POS tags are generated simultaneoudly. As
we use character-level information instead of word-level
information, the POS tag of the Chinese character is just the
POS tag of the corresponding word, which contains that
character. In addition, we manually classify all the characters
inthe EHR dataset into 5 CT (including W: common character;
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D: numbers; L: letters, S: ending punctuation; and P:
symmetrical punctuation). To validate the effectiveness of the
bidirectional LSTM-CRF model in identifying clinical entities
with much less feature engineering than the CRF model,
different combinations of features are fed into the CRF mode!.

For training the bidirectional LSTM-CRF model, we employ
the character embeddings and segmentation information as our
features. Character embeddings are learned through Google's
word2vec [31] on the 2605 patients' unlabeled dataset. The
segmentation information is generated by the Jieba segmentation
system [32].

Experiment

Experimental Setup

We conducted an experimental study to compare ML-based
CNER with the dictionary-based approach. First, we divide the
first dataset into 2 parts, the first part, which contains 300
patients EHR data, for training, and the second part, which
involves 100 patients' EHR data, for testing.

In the CRF model, the content window size is set to 5 for
extracting character features, including the 2 preceding
characters, the current character, and the 2 following characters.
Different combinations of features have been tried to train the
CRF model, including (1) BOC; (2) BOC+POS tags, (3)
BOC+POS tags+CT; and (4) BOC+POS tags+CT+POCIS. In
addition, we applied 10-fold cross validation for tuning model
parameters. In 10-fold cross validation, the training set was
randomly divided into 10 parts; each time, we used 1 part as
the test set and the remaining 9 parts as the training set for the
experiment. Finally, we used the average F1 score of the 10
experiments to estimate the accuracy of the model and tune the
parameters.

As for the deep learning model, we fix the learning rate at
0.0004, the dropout at 0.5, and the character embedding
dimension at 100. The number of hidden unitsin bidirectional
LSTM-CRF is set to 100, and the optimizer is set to Adam.

Asfor dictionary-based CNER, whichisregarded asthe basdline
approach, maximum forward matching based on our dictionary
is adopted for extracting clinical entities.

Evaluation Criteria

The evaluation for this CNER challenge task is implemented
through the algorithm provided by CCKS 2017 organizers,
which reportsthe Precision (P), Recall (R), and F1 scorefor all
clinical entities using exact matching methods[33]. According
to the algorithm, we define O=(0,,...,0,,) as the output set of

the system and G=(G;,...,G,)) as the manually annotated set (in

http://medinform.jmir.org/2018/4/e50/
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terms of the golden standard) provided by the task organizer.
Theno, Oandg, G aresdtrictly equivalent only when:

0;.mention = g;.mention

0;.pos_b =g;.pos b

0,.pos_e = g;.pos_e

0;.category = g;.category
Here, mention represents the content of the entity, pos b and
pos_e separately denote the start and end position of the entity
inthe EHR text, and category represents the entity type. On the
basi s of the above equivalence relation, strict evaluation metrics
are implemented as follows:

P=ISn G|/ |9

R=ISn G|/ |G|

F1=2PR/(P+R)

Results

To validate the effectiveness of the ML models on
simultaneously identifying varioustypes of clinical entitiesfrom
Chinese EHRs, we carried out comparative experiments on the
basis of CCKS CNER corpus.

Asshownin Table 3, the best overall performance was achieved
by the bidirectional LSTM-CRF model with an F1 score of
0.9043, followed by the CRF model swith F1 scoresfrom 0.8547
to 0.8949, and finally the dictionary-based model with an F1
score of 0.5924. ML models achieved significantly better
performance than the dictionary-based approach. In addition,
with the number of featuresincreasing, performance of the CRF
model continued to improve, increasing F1 score from 0.8547
to 0.8949. However, even the best CRF model with all 4 types
of featureswas slightly worse than the bidirectional LSTM-CRF
model.

Besides the overall performance, Table 4 showed the detailed
performance of the ML models as well as the dictionary-based
model on each type of clinica entity. The bidirectional
L STM-CRF model achieved the highest recallsin all the 5 types
of clinical entities, whereas the CRF model always achieved
the highest precisions in each type of entity except for
“treatment” type. Among the 5 types of entities, the* symptom”
type of entities had the best performance with an F1 score over
0.96 in ML modéls, followed by the “test” type of entitieswith
an F1 scorearound 0.94, whereasthe “ treatment” type of entities
always received the worst performance with an F1 score less
than 0.75. Furthermore, Figure 3 more intuitively shows the
comparison of the detailed performance between the M L -based
models and the dictionary-based approach.
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Table 3. Overall performance of the bidirectional long short-term memory-conditional random fields model, conditional random fiel ds—based models
with different feature combinations, and the dictionary-based model.

Model Precision Recall F1 score
Dictionary-based model 0.5215 0.6855 0.5924
CRF?model+BOCP? 0.8792 0.8316 0.8547
CRF model +BOC+POS’ tags 0.9065 0.8529 0.8789
CRF model +BOC+POS tags+CT¢ 0.9144 0.8658 0.8895
CRF model+BOC+POS tags+CT+POCIS® 0.9203 0.8709 0.8949
Bidirectional LSTM-CRF' model 09112 0.8974 0.9043

8CRF: conditional random fields.

bBocC: bag-of-characters.

®POS: part-of-speech.

dCT: character types.

®POCIS: position of the character in the sentence.

fLSTM-CRF: long short-term memory-conditional random fields.

Table 4. Detailed performance of the bidirectional long short-term memory-conditional random fields—based, conditional random fields—based, and
dictionary-based clinical named entity recognition approaches.

Entity type Bidirectional LSTM-CRF? CRF? al_features Dictionary-based approach
Precision Recall F1 score Precision Recall F1 score Precision Recall F1 score

Body part 0.8873 0.8444 0.8653 0.8909 0.8186 0.8532 0.6081 0.6452 0.6261
Diagnosis 0.8086 0.7486 0.7775 0.8148 0.6763 0.7391 0.3545 0.6058 0.4473
Symptom 0.9584 0.9675 0.9630 0.9715 0.9580 0.9647 0.7591 0.7594 0.7592
Test 0.9314 0.9510 0.9411 0.9459 0.9233 0.9345 0.7093 0.6949 0.7020
Treatment 0.7833 0.7075 0.7435 0.7581 0.6538 0.7021 0.2240 0.6108 0.3278
Total 0.9112 0.8974 0.9043 0.9203 0.8709 0.8949 0.5215 0.6855 0.5924

3_STM-CRF: long short-term memory-conditional random fields.
PCRF: conditional random fields.
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Figure 3. Comparison of F1 scores between dictionary-based approach and machine learning—based approaches among 5 entity types; LSTM-CRF:
long short-term memory-conditional random fields; CRF: conditional random fields.
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Principal Findings

Essentially, recognizing varioustypesof clinical entitiesallows
extraction of the structured information of patients, which can
be further exploited for data-driven medical research, clinica
decision making, and health management. Compared with
previous studies in CNER, ML-based methods can
simultaneously extract 5 types of entities. Moreover, the
proposed bidirectional LSTM-CRF model achieves a
performance that is comparable with the Top 1 system, which
is an ensemble model incorporating 4 ML models including a
rule-based model, a CRF model, and 2 RNN models, in the
CNER challenge only using character embeddings, and the
segmentation information, therefore, reduces considerable efforts
for feature engineering and model constructing.

Dictionary-Based Clinical Named Entity Recognition
Versus Machine L earning—Based Clinical Named
Entity Recognition

Experiments on the CCKS 2017 CNER challenge corpus show
that ML-based models (bidirectiona LSTM-CRF and CRF)
achieve remarkably better performance than the dictionary-based
method. Different from the maximum forward matching of the
dictionary-based CNER, ML methods can sufficiently exploit
the context information (eg, bag of Chinese characters and
context representation information derived from LSTM),
syntactic information (eg, POStags), and structureinformation
(eg, the position of the Chinese character in the sentence), which
makes their performance significantly better. Furthermore, the
performance of ML modelsiscomparablewith the Top 1 system
in the CNER challenge with an overall F1 score of 0.9102,

http://medinform.jmir.org/2018/4/e50/
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validating the effectiveness of the 2 ML-based methods in
simultaneously recognizing multiple types of clinical entities
for further data-driven medical studies.

Bidirectional Long Short-Term Memory-Conditional
Random Fields Versus Conditional Random Fields

The bidirectional LSTM-CRF model achieves the best overall
performance (see Table 3) but only utilizes the character
embeddings and the segmentation information. Compared with
the traditional CRF model, bidirectional LSTM-CRF not only
takes advantage of CRF but also receives the benefits of
bidirectional LSTM, which can generate long-distance context
representations from the past and future input features. For
example, given an input sequence of Chinese characters“4 ¢,
BE: AREEE234U/L, AR EEE21.7U/L. HEHES.78
mmol/L (biochemical tests: alanine aminotransferase 23.4 U/L,
aspartate aminotransferase 21.7 U/L...glucose 5.78 mmol/L),”
when predicting the labels of “EZ#E (glucose),” LSTM can
capture the long-distance context information “4 (8%
(biochemical tests)” and take it into labels prediction, which
may make the prediction of the labels of “EZ#E (glucose)”
be “B-test, |-test, |-test” rather than “ B-treatment, |-treatment,
[-treatment.”

Furthermore, by comparing the results of CRF models and the
bidirectional LSTM-CRF model in Table 3, wefind that, given
the same features, bidirectional LSTM-CRF model performs
obviously better than the CRF model. Even with more features,
the CRF model is still dightly worse than the bidirectional
LSTM-CRF model. The bidirectional LSTM-CRF model has
a remarkable advantage in taking little effort for feature
engineering to get higher efficiency and more robust
performance in different types of entity recognition. However,
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the CRF model can also perform well in CNER but requires
elaborate feature engineering and, thus, lacks efficiency,
scalability, and generality. In brief, similar to NER in other
domains, deep learning modelssuch asbidirectional LSTM-CRF
show great potential on CNER in the medical domain,
outperforming the traditional state-of-the-art method CRF,
which involves massive feature engineering.

Differences Among the Performance of Five Types of
Entities

Despitetheimpressive overall performance, the ML modelsdo
not show superiority over al the 5 types of clinical entities. As
shownin Figure 3, among the 5 types of entities, the“ symptom”
type of entities achieve the best performance, followed by the
“test” and “body part,” whereasthe performance of “ diagnosis’
and “treatment” is approximately 10% lower than that of the
other 3 types. This may be dueto 2 reasons: (1) the number of
“diagnosis’ typeentitiesand “treatment” type entitiesisa most
10 times less than the other type of entities, as shown in Table
1, and fewer training sampleslimited the recognition effect and
(2) aclinical entity may be annotated as different entity types
in different contexts. For example, “3kJ&” (headache) is
annotated as the “symptom” type in the context of “ & {E %k
8. SkF65E" (paroxysmal headache and dizzinessfor 6 years)
but annotated to the “diagnosis’ typein the context of “ [8] B 14
SJ@2fE” (intermittent headache for 2 weeks). Incorporating
medical domain information into the ML-based models and
making alarger training set may help solve the problem.

Error Analysis

An error analysis on our 2 ML-based models shows that plenty
of errors often occur when predicting tags on long entitieswith
composite structures. For example, “ & L 37 % B 14 B 48 58
(hypertension Lacunar Cerebral Infarction), which isannotated
as a “diagnosis’ type entity in the golden standard, is
automatically annotated as 2 entities “ S IMJ/E” (hypertension)
and “PEFRMEBNHESL” (lacunar infarction) in our ML models.
Especially, we find that, in the EHR text, a“body part” type of
entity is often followed by a*“symptom” or a*“diagnosis’ type
of entity, which makesit difficult to identify the border between
the 2 entities. For instance, in EHR text “B& &7 (femoral
fracture),” the “body part” type of entity “B&& (femur)” is
followed by a “symptom” type of entity “&i#f (fracture).”
Incorporating domain knowledge and medical dictionaries as
well as combining the active |earning methodswith current ML
models and increasing the scale of datasets might be the right
path.

Furthermore, taking CRF model based on all features (BOC,
POS tags, CT, and POCIS) as an example, we conduct an
in-depth error analysis on its result to explore the effectiveness
and limitations of the ML modelson Chinese CNER either from
a statistical view or from the clinical view. Table 5 shows the
distribution of different types of errors as well as some
examples, in which “GT-P’ denotes the entities that were not
identified by CRF; “P-GT” represents the entities recognized
by CRF but are not in the ground truth; and “INTERSECT”
denotes that for each entity, there is intersection between the
ground truth and the entity predicted by CRF, for example,
when extracting entitieson EHR text “ B & G g IT% & (the
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patient has a history of fatty liver),” the entity recognized by
CRF is “RT (liver),” having intersecting part “BT (liver)” with
the ground truth “ B B AT (fatty liver).” Overall, there are 1386
errors, 143 (10.32%) errors with type “GT-B” 604 (43.58%)
errors with type “P-GT,” and 639 (46.10%) errors with type
“INTERSECT.

Asfor “GT-P’ type of errors, only 1.51% (143/9493) entities
of thetest set are missed by the CRF model, which demonstrate
its effectiveness in Chinese CNER. After further analysis on
type “GT-P’ errors from a medical view, we find that some
entities missed by CRF model, which may be because the ground
truth is not accurate, contain some punctuations that are not
related to the entities. For example, the ground truth “Bdr,
(swollen,)” should be* B (swollen)” rather than “ Bt (swollen)”
with punctuation “,”. Moreover, some entities such as “ %J#R
(symmetry)” do not belong to each type of clinical entity from
the clinical view and should not appear in the ground truth.
These entities are not recognized by the CRF model, which is
not a problem of the model but a problem of ground truth. With
more accurate ground truth, our results can be better. Moreover,
some errors such as the “ Symptoms and signs’ type of new
entities “SEFNFERG” (activity disorder), “Br A& (hearing
loss), and “ThBEFERS” (dysfunction) were not recognized by
CRF, which may be because they never appear in the training
set. Without sufficient training examples, it is challenging to
effectively identify clinical entities, especialy the unknown
ones, for supervised ML models. Some studies [34-36] have
attempted to apply unsupervised ML methods to recognize
entities from clinical text on the basis of lexical resources,
syntactic knowledge, and corpus statistics. It is worth making
further efforts in Chinese clinical entity recognition using the
unsupervised methods when lacking training data.

In addition, through the analysison “P-GT” type of errors, we
find that most of the entitiesin these types of errorsareclinically
meaningful, such as “2BY¥EFK T (type 2 diabetes)” and “ /&[>
J% (coronary disease).” These entities recognized by the CRF
model should bethe ground truth rather than errors. The reason
behind this may be due to missing annotations while manually
building the ground truth. Thus, these type of “errors’ should
be the advantage of our models, which could maintain high
efficiency and accuracy during CNER, rather than errors.
Moreover, some entities such as “ fZFg 4 %+ (lacunar clog)”
are new entities that never appeared in the ground truth. These
entities are meaningful to clinicians and should be recognized.
This provesthat our model has the ability to identify afew new
clinical entities from Chinese EHR. However, some entities
recognized by our models, such as“tt & (proportion),” do not
make any sense.

Finally, the deep analysis of “INTERSECT” type of errors
shows that most of the errors are due to the different
granularities between our results and the ground truth. For
example, theground truth for clinical text “ B&F X FiZW A
7k B (the patient was diagnosed with cerebral edema last
year)” is “7Kff (edema)” and our result is “f¥ 7K B (cerebral
edema).” This is a limitation of ML models that cannot
accurately identify entities at the appropriate granularity.
However, plenty of entities appear to be annotated at different
granularities in different EHR documents when building the
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ground truth. For example, text “ Xi#E%t (cerebral infarction)”
is sometimes annotated as“ i (brain)” and sometimes annotated
as“ X #E%E (cerebral infarction)” and text “ 75 1M Fx f B B 14 B
FEFE (right thalamic lacunar infarction)” is sometimes annotated
as “HMER (right thalamic)” and “BEBRMEAKAESE (right
lacunar infarction),” whereas it is sometimes annotated as “ i
FEE (cerebral infarction).” The ambiguity of the granularities
in the ground truth will make the ML models more difficult to
extract clinical entities on appropriate granularities. Specific
annotation rules on annotation granularities as well as
high-quality datasets could be constructed to further improve
the performance of ML models on Chinese CNER.

Future Directions

In the future, we will not only develop new ML methods to
enhance the accuracy of CNER but will also try to collect and

Zhang et a

standardize the recognized entities into the standard medical
lexicons. Considering that different types of entities have
different distributions in different fields of EHR, for instance,
“treatment” type of entities often concentrates on the“ diagnosis
and treatment” field and rarely appears in the “general items’
field, separately building ML-based models on each type of
field data rather than on al EHR data may be a worthwhile
study. As the amount of Chinese EHR data is limited,
incorporating the active learning methodswith ML models may
be apossible future direction. Furthermore, when such structural
patient information is used for data-driven medical studies, the
time order of the clinical entities aswell as their modifications
are usually required. Therefore, afuture direction isto identify
more details of the clinical entities.

Table5. Distribution of different types of errorsin the results of the conditional random fields model based on al the 4 types of features (N=1386).

GT-P? (N=143) P-GT® (N=604)

INTERSECT® (GT vs P; N=639)

REB- (urinary protein- 2BU¥EFRTR (type 2 diabetes)

F 0 Er B B B 14 A 4B 5T versus 4 U B B + BB A4EZE  (right thalamiclacunar

) infarction vs right thalamic+lacunar infarction)

{KmI#E C(hypoglycemia)  7:% (coronary disease)

B varsus 24 BA2¢  (stomach and intestine vs acute gastroenteritis)

fFR (symmetry) B (chest) PEFRH S9% versus #EFRT® + 139%  (diabetic nephropathy vs diabetes+nephropa-
thy)

BEFL  Cpupil) BEBRMEANAE  (lacunar clog) ATEvasus B TEZF  (right lower back vs lower right posterior teeth)

7% (coronary dis- BERART (fatty liver) 7k B versus fixzk Bt - (edemavs brain edema)

ease)

Bh, (swollen,) tE=E  (proportion) SURFESHARRIR versus RURZEEST®  (ambroxol injection to remove phlegm

vs ambroxol injection)

SH4fE (gastricmucosa)  fafE  (cornea) BZRK. #hB% versus BZBk + FFE  (skin., mucous membrane vs skin+mucous
membrane)

E&  (chill) 48 (encephalatrophy) BEBART versus BT (fatty liver vsliver)

JH (faintness) IE1E (pesk value) Je B2 254 versus e BEtSE  (nitrendipine drug vs nitrendipine)

BBk (skin) JEBHRERS  (activity disorder)  fi¥ versus fX#E%E  (brain vs cerebral infarction)

8GT-P: Entities that were not identified by CRF.
bP.GT: Entities recognized by CRF but are not in the ground truth.
CINTERSECT: For each entity, there is an intersection between the ground truth and the entity predicted by CRF.

challenge of CCKS 2017. Compared with the baseline
dictionary-based approach, ML methods show remarkably better
performance than the former. Moreover, the deep learning model
bidirectional LSTM-CRF, outperforming the traditional CRF
model inthe overall result, achieves state-of -the-art performance
on the basis of the character and segmentation information,
which aleviatesthe human work involved in feature engineering
to alarge extent.

Conclusions

CNER isone of the basic works of data-driven medical research.
However, previous studies usually focused on recognizing a
single type of clinical entity. In this study, we implemented 2
ML methods, including the bidirectional LSTM-CRF and the
CRF models, for simultaneously recognizing 5 types of clinical
entities from the Chinese EHR corpus provided by the CNER
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