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Abstract

Background: Malnutrition is a condition most commonly arising from the inadequate consumption of nutrients necessary to
maintain physiological health and is associated with the development of cardiovascular disease, osteoporosis, and sarcopenia.
Malnutrition occurring in the hospital setting is caused by insufficient monitoring, identification, and assessment efforts.
Furthermore, the ability of health care workers to identify and recognize malnourished patients is suboptimal. Therefore,
interventions focusing on the identification and treatment of malnutrition are valuable, as they reduce the risks and rates of
malnutrition within hospitals. Technology may be a particularly useful ally in identifying malnutrition due to scalability, timeliness,
and effectiveness. In an effort to explore the issue, this scoping review synthesized the availability of technological tools to detect
and identify hospital malnutrition.

Objective: Our objective was to conduct a scoping review of the different forms of technology used in addressing malnutrition
among adults admitted to hospital to (1) identify the extent of the published literature on this topic, (2) describe key findings, and
(3) identify outcomes.

Methods: We designed and implemented a search strategy in 3 databases (PubMed, Scopus, and CINAHL). We completed a
descriptive numerical summary and analyzed study characteristics. One reviewer independently extracted data from the databases.

Results: We retrieved and reviewed a total of 21 articles. We categorized articles by the computerized tool or app type:
malnutrition assessment (n=15), food intake monitoring (n=5), or both (n=1). Within those categories, we subcategorized the
different technologies as either hardware (n=4), software (n=13), or both (n=4). An additional subcategory under software was
cloud-based apps (n=1). Malnutrition in the acute hospital setting was largely an unrecognized problem, owing to insufficient
monitoring, identification, and initial assessments of identifying both patients who are already malnourished and those who are
at risk of malnourishment. Studies went on to examine the effectiveness of health care workers (nurses and doctors) with a
knowledge base focused on clinical care and their ability to accurately and consistently identify malnourished geriatric patients
within that setting.

Conclusions: Most articles reported effectiveness in accurately increasing malnutrition detection and awareness. Computerized
tools and apps may also help reduce health care workers’ workload and time spent assessing patients for malnutrition. Hospitals
may also benefit from implementing malnutrition technology through observing decreased length of stay, along with decreased
foregone costs related to missing malnutrition diagnoses. It is beneficial to study the impact of these technologies to examine
possible areas of improvement. A future systematic review would further contribute to the evidence and effectiveness of the use
of technologies in assessing and monitoring hospital malnutrition.

(JMIR Med Inform 2018;6(1):e4)   doi:10.2196/medinform.7601

KEYWORDS

hospital malnutrition; technology-driven health care; malnutrition detection; nutrition diagnosis; malnutrition assessment;
food-intake monitoring; automated data; malnutrition; nutritional status; nutrition assessment
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Introduction

An inadequate diet can cause malnutrition, a condition where
an individual is not consuming sufficient amounts of nutrients
necessary to maintain their current level of physiological health
[1].

Malnutrition increases the risk of developing certain chronic
diseases, such as cardiovascular disease, osteoporosis (a
debilitating loss of bone density), and sarcopenia (a debilitating
loss of muscle tissue, mass, and function) [1,2]. Additionally,
in hospitalized patients, malnutrition is associated with a diverse
range of unfavorable outcomes, such as lowered immune
function, higher infection rates, higher surgical complication
rates, increased muscle loss, impaired wound healing, and
overall increased morbidity and mortality [2].

Hospital malnutrition has been a historical problem as well as
a current troubling issue, with documented prevalence rates as
high as 60% in some hospitals [2]. Malnutrition in the acute
hospital setting is suggested to be an unrecognized problem,
owing to insufficient monitoring, identification, and initial
assessments of patients who are already malnourished and those
who are at risk [3-6]. Results suggest that health care workers’
ability to accurately and consistently identify malnourished
geriatric patients is suboptimal in recognizing and monitoring
malnourished patients and those at risk of malnutrition [3].

Addressing, identifying, and monitoring malnutrition properly
may improve the outlook for older hospitalized patients.
Interventions that focus on identification and treatment of
malnutrition have positive influences on decreasing the risks
and rates of malnutrition in hospitals [7]. Furthermore, there is
a demand for enhanced nutrition monitoring and for
standardizing food intake processes early and systematically
[8-10]. Other studies have found a need for development and
innovation in the area of nutrition informatics [11,12]. With the
current trend of technological advancement, implementation of
electronic health records, and the evolving use of health data,
the field is positioned to advance best practices of nutrition care
to primary care settings and specifically for patients [13,14].
Consequently, how and what types of technologies are being
used in this field needs to be understood in depth.

There are no known scoping reviews, to the best of our
knowledge, that have synthesized the availability of
technological tools to detect and identify hospital malnutrition.
Therefore, we undertook a scoping review of the literature to
identify the extent of the published literature on this topic,
describe key findings, and identify outcomes.

Methods

We followed Arksey and O’Malley’s [15] scoping review
methodological framework (which is generally recognized as
best practice for scoping reviews), with the following stages.

Development of Research Questions
The research questions were as follows: What is the extent of
the published literature on using technology to monitor and
assess malnutrition within the hospital setting? What is known
from the existing literature about the impact and outcomes of
implementing technology in such a manner?

Search Strategy Development
We initially developed the complete search in PubMed (Textbox
1) and then adapted it for the Scopus and CINAHL databases.

Multimedia Appendix 1 shows the search terms used in the
search strategies in PubMed, Scopus, and CINAHL. The
searches were conducted between August 9 and 15, 2017.
Following the search of the 3 databases and article selection,
we also reviewed references in the included studies to ensure
that we considered all possible relevant articles.

Selection Criteria
We selected primary articles for inclusion in the scoping review
if they discussed applicable technology-based approaches to
monitor or assess malnutrition within the hospital or primary
care setting. Articles not written in or translated into English
were not included.

The definition of “applicable” included systems that were
described, designed, or in current use and application at the
hospital or primary care setting. We screened articles to
determine relevancy of the systems.

Textbox 1. Keyword search strategy for PubMed (MeSH: Medical Subject Heading; tw: text word).

(Nutrition [tw] OR Malnutrition [tw] OR Nutritional [tw] OR Hospital malnutrition [tw] OR Dietary assessment [tw] OR Food habits [tw] OR Eating
[tw] OR Diet records [tw] OR Nutritional assessment [tw] OR nutrition support [tw] OR food habits [MeSH] OR eating [MeSH] OR diet records
[MeSH] OR nutritional assessment [MeSH])

AND

(Monitoring [tw] OR Screening [tw] OR Technology-based dietary assessment [tw] OR Food record [tw] OR Recording [tw] OR Assessment [tw])

AND

(Device [tw] OR informatics [tw] OR technology [tw] OR computer [tw] OR Web based [tw] OR image based [tw] OR image retrieval [tw] OR
picture [tw] OR digital photography [tw] OR mobile device [tw] OR mobile technology [tw] OR smartphone [tw] OR technology assist [tw] OR
multimedia tool [tw] OR electronic [tw] OR wearable [tw] OR signal processing, Computer-Assisted/instrumentation* [MeSH] OR software [MeSH]
OR wireless technology/instrumentation* [MeSH])

AND

(hospital [tw] OR primary care [tw] OR care [tw])
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Technology-based approaches referred to any tool or system
that was technology driven or computer based, and that
comprised a hardware component or a software component
(including Web- and cloud-based apps). Essentially,
technology-based approaches excluded any conventional
nutrition support tools that only included paper-based methods
traditionally used for nutrition assessment.

We excluded studies that primarily considered
nontechnologically driven or noncomputer-based solutions to
address hospital malnutrition. We also excluded technologically
driven or computer-based solutions based in hospitals, such as
hospital accounting systems or inventory systems, that had no
relevance to nutrition. For the purposes of our review, we
excluded studies that primarily dealt with nutrition management
systems focusing on prenatal and neonatal patients. The primary
aim of this scoping review was to identify technologically
relevant systems for use in hospitals for adults.

Article Selection and Data Extraction
We selected articles in the following 2 phases: (1) title, abstract,
and keyword review phase, and (2) full-text review phase.

Phase 1 review considered all search results. We developed a
relevance form adapted from the template used by Griebel et al
[16] to aid the phase 1 review (Multimedia Appendix 1). In the
phase 2 review, we included articles that met the inclusion
criteria from the phase 1 review. We screened and subsequently
removed duplicate articles. Titles for which an abstract was not
available were included for phase 2 review if the title was
enough to indicate that technologically driven nutrition
management tools or systems were being discussed. For those
that we deemed relevant after phase 1 and 2 reviews, we
obtained the full-text articles and included them in this scoping
review.

Data Charting
We organized the articles according to what the tool or app
measured: malnutrition assessment, food intake monitoring, or
both. Within these 3 categories, we subcategorized the articles
by the type of technology used: software (including cloud-based
apps), hardware based (including portable devices), or both.

Collation and Summary of the Results
The goal of this scoping review was to analyze eligible articles
to obtain an overview of the scientific literature on technological
and computer-based approaches to nutrition monitoring and
assessment in hospitals. With this goal in mind, we summarized
and present the collection of key messages and concepts from
eligible publications. We developed a data synthesis and
characterization form to include the following study
characteristics: authors; year of publication; country of origin;
publication type; aims and purpose; description of the patients
or participants; description of the article; type of technology
used (hardware, software, or both); availability of the tool or

app (theoretic, prototypic, in use, or validated); outcomes of the
intervention; and cost implications (if available).

Results

Descriptive Summary
The search returned 5444 articles. We deemed a total of 21 of
those articles to be relevant after phase 1 and 2 reviews.
Malnutrition assessment was the most frequent aim (n=15, 71%),
followed by nutrition intake monitoring (n=5, 24%), followed
by an app that measured both components (n=1, 5%) (Figure
1).

Most of the malnutrition assessment articles discussed
technology based on software created and incorporated within
the hospital’s own computer system (n=12, 80%).
Subcategorized within the software category was an article that
proposed a cloud-based system for malnutrition assessment
(n=1, 7%). Some studies directly used a hardware component
(portable device) that assessed malnutrition (n=2, 13%).

Among the food intake monitoring articles, 2 (40%) studies
contained a hardware component and 3 (60%) used technology
that contained both a hardware and a software component.

One article mentioned an inclusive nutrition system that
contained technology for both malnutrition assessment and food
intake monitoring. Multimedia Appendix 2 details all of the
primary articles that we retrieved and characterized for this
review. Most of the articles were published from 2012 to 2016
(Figure 2).

The largest share of publications on the topic originated from
the United States (n=7, 33%), followed by the United Kingdom
(n=4, 19%), Spain (n=2, 10%), Taiwan, Philippines, the
Netherlands, France, China, Australia, Argentina, and Israel,
each with 1 article (n=1, 4.8%).

Most of the articles reported semiexperimental studies (n=16),
followed by descriptive studies (n=3), a randomized controlled
trial (RCT; n=1), and a retrospective study (n=1).
Semiexperimental studies may dominate the field because they
all introduced a novel malnutrition assessment or nutrition intake
monitoring tool, which was primarily being tested for accuracy
and effectiveness (on patients, participants, or extracted data)
against universally accepted and standardized malnutrition
assessment tools (eg, Mini Nutritional Assessment-Short Form
[MNA-SF], Subjective Global Assessment [SGA], or Full
Nutrition Assessment [FNA]) or expert opinions.

Most of the studies tested their tools and apps on patients or
participants (n=14). Additionally, most of the studies reported
that their tool or app was able to increase malnutrition detection
or awareness (n=14). The same articles reported a degree of
accuracy respective to their tool or app as determined by using
validated tools (eg, MNA-SF, SGA, or FNA) or clinical nutrition
expert and dietician consultations or testing (n=15).
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Figure 1. Flowchart summarizing the results.

Figure 2. Number of articles by year of publication.

Study Characteristic Analysis

Technological Interventions
A key concept mentioned in some of the articles that included
a software component is automated data collection. For example,
some software systems included features that allowed other
departments within the hospital, such as the biochemical
laboratory, to update a patient’s blood test results automatically
[17-19]. In addition to data obtained from laboratory results,
bioelectric impedance results were automatically updated and
used to assess malnourishment [20-22]. (Bioelectric impedance
is a noninvasive way to measure body fluid composition using

electrodes that are placed on the wrist and ankle. The results of
the measurement can be used as a parameter—in conjunction
with other parameters, such as height and weight—to assess
whether an individual is malnourished.) The corresponding data
were then added into the patient’s file on the computer app,
which in conjunction with biochemical markers could be used
to accurately assess malnutrition.

Another feature of software apps was the ability to display a
nutrition diagnosis (eg, undernourished, malnourished, low
protein energy metabolism), an automated warning, or an alert
once relevant data parameters were assessed. Some apps
provided automated alerts that informed health care workers
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when a patient was assessed as being at risk for malnutrition
[12,17,19,21]. Other software apps provided a malnutrition
assessment when prompted, which was done by manual data
entry of relevant parameters [23-25].

Only 1 study had cloud-based technological components. It
allowed health care workers to create an account, log in, and
begin manually entering patient data, such as biochemical
markers [26]. Afterward, the system provided a corresponding
nutrition diagnosis (underweight, malnourished, and 48 other
diagnoses).

For the hardware component, portable devices were used to
assess malnutrition risk. Largely based in the 1980s, these
portable devices were pocket computers, where physical,
anthropometric, and laboratory results could be manually entered
to produce a malnutrition assessment [27,28]. Included in the
hardware component was a wearable device, eButton, designed
to record real-time food intake and to assess the malnutrition
risk via direct monitoring [29]. Another study discussed the use
of hardware components (an electronic weight scale, a height
scale, and a bioelectric impedance spectroscopy device) that,
in conjunction with a computer program, could predict a
patient’s likelihood of becoming malnourished [30]. Other
articles discussing systems that encompassed both hardware
and software components mentioned the use of a tablet that
contained a “wipe-away” feature for monitoring food intake
[10,30]. This concept enabled more accurate food estimations.
It allowed health practitioners to wipe away corresponding food
items on a tablet depiction of the food a patient was served. The
software component could accurately estimate the amount of
food eaten by the corresponding amount that had been erased.

Overall Outcomes
Most of the interventions had successful outcomes (n=16, 76%)
[12,17-23,25-27,29,31-34]. One outcome that was mentioned
in several of the articles was an improvement in time efficiency,
which was facilitated by the technological implementation of
the process [19,23,25-27,31,33,34]. Other articles reported that
implementing a technological component improved detection
rates of malnutrition within the hospital [12,17,20,22,28,
30,31,34]. Earlier detection allowed for a faster response to
those patients with a diagnosis of malnutrition.

In addition to saving time and improving detection rates, 4
articles discussed the economic benefits and potential costs
saved from incorporating the mentioned technology into practice
[19,23,31,34]. Giovannelli et al [31] discussed how an
automated email alert system for readmitted patients with
previously known malnutrition decreased hospital length of stay
(LOS). Rossi et al [19] expected their computer program to save
an annual Aus $6500 to $10,000 in hospital costs related to
malnutrition. McGurk et al [23] argued that their unique
self-screening malnutrition assessment process would have the
potential to reduce the workload of health care workers, thereby
potentially cutting costs. Hershkovich et al [34], discussed how
their hospital experienced funding cutbacks that led to a
downsizing in the clinical nutrition department, which gave
way to the development of the Rambam Automated Nutrition
Computerized Screening (RANCS) tool. They argued that

RANCS is a cost-effective option when downsizing in the
clinical nutrition department is an issue.

Availability
Of the tools and apps reviewed, less than half (n=9) were
available for further clinical testing and implementation within
other hospital systems [17,20,23,25,27,30,31,33,34]. The
remaining tools or apps were in the prototype or further testing
stage [18,21,22,24,26,29,35] or were a theoretical concept
[10,28], or no information was available on the tool’s or app’s
availability [12,19,32].

Discussion

The 2 research questions formulated at the beginning of this
scoping review were as follows: What is the extensiveness of
the existing literature? What are the key impacts and outcomes?
We discuss the outcomes in terms of effectiveness and accuracy
of tools and apps; financial implications; efficiency and
educational implications; and future and ethical implications.

Effectiveness and Accuracy of Tools and Apps
A total of 15 of the 21 tools and apps examined in this scoping
review were effective in accurately increasing malnutrition
detection and awareness using either malnutrition assessment
apps or nutrition intake monitoring tools [12,19-23,26,27,
29,31-34,36].

Effectiveness was tested in a variety of ways, including
evaluation studies, an RCT, and prototype testing conducted on
a sample of patients or participants. The malnutrition assessment
apps’ effectiveness and accuracy were tested against common
practice-validated nutrition screening tools used globally by
hospitals, such as the MNA-SF, SGA, and FNA tools; or they
were directly assessed based on expert opinions of clinical
dieticians and clinical nutrition experts. The nutrition intake
monitoring tools’ accuracy and effectiveness were tested by
comparing results from the estimated amount of food consumed
with the actual amount of food consumed [29,33,36]. These
results suggest that the applicability of the technological tools
and apps may not only be effective, but they may also have a
degree of accuracy similar to current and widely used
conventional malnutrition assessment tools. However, only
Brieux et al [12] conducted an RCT that directly assessed the
effectiveness of using a software system to identify cases of
malnutrition by comparing it with conventional paper-based
methods. Therefore, reported improvements in accuracy and
effectiveness over conventional methods from the other articles
are limited by the degree of evidence due to study design
methodology.

The results show that malnutrition assessment tools and apps
were the dominant forms of technology used to measure
malnutrition outcomes, while nutrition intake monitoring tools
were used to a lesser extent. Malnutrition assessment tools and
apps may dominate the literature because they may offer greater
incentives and benefits than nutrition intake monitoring tools,
which by their nature may require additional hospital
expenditures on infrastructure (such as recording hardware or
cameras). One possible incentive for using malnutrition
assessment tools and apps may be their relative ease of
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implementation compared with nutrition intake monitoring
tools. This may be due to the fact that most malnutrition
assessment apps incorporated software programs, which may
easily be adapted into a hospital’s existing electronic
infrastructure [12,17,19-23,26,31,32,34].

Some of the most simplified apps used Excel files that were
tied into an algorithm developed by the authors [23,31]. McGurk
et al [23] described and tested their self-screening tool that
allowed all hospital inpatients to measure and enter their own
anthropometric parameters (weight and height) into the Excel
file. This was designed to ensure that all possible patients would
be screened for malnutrition. Favorably, the results showed that
there was no significant difference or errors in measurement
and data entry between health care workers and patients who
self-screened. Giovannelli et al [31] described an Excel
spreadsheet containing a list of all previous patients who were
identified as being malnourished or at risk, and another Excel
spreadsheet containing a list of all inpatients admitted within
the last 24 hours. The authors developed an algorithm that
automatically cross-referenced the 2 spreadsheets to potentially
identify a matching name that appeared on both, which
automatically alerted the nutrition department in the hospital.
The effort required to introduce and build new hardware
components may seem discouraging; however, studies such as
the latter two may seem relatively appealing to hospitals should
they chose to adopt and develop similar apps. In this scoping
review, it was not possible to compare the effectiveness of
malnutrition assessment apps versus nutrition intake monitoring
apps because the studies’ sizes differed and because they
measured different parameters.

Financial Implications
From an economic perspective, malnutrition is associated with
increased LOS and readmission rates within hospitals [35].
Paradoxically, prolonged LOS is associated with further decline
in nutritional status, a sort of malicious cycle that occurs
between the two elements [8]. Therefore, a decrease in the
incidence of malnutrition may decrease the economic burden
incurred by hospitals. Correia and Waitzberg [37] compared
and evaluated hospital-related costs between malnourished
patients and nourished patients; they found that hospital-related
costs were 3 times as high for the malnourished patients.
Similarly, other studies had comparable findings that
malnourished patients had higher hospital-related costs than did
nourished patients; even patients who were at risk of
malnutrition had higher associated hospital-related costs [38-40].

A total of 3 of the reviewed articles mentioned economic
incentives associated with implementing technology-based
approaches for malnutrition assessment [19,23,31]. Although
there was no direct monetary transaction, authors argued that
economic incentives were in the form of reduced future hospital
costs related to malnutrition. Such savings were argued to come
from reduced health care worker hours through improved
computer-assisted efficiency in processes and decreased LOS
experienced by patients [19,23,31].

As health care costs in North America are on the rise and since
the costs relating to malnutrition account for some of that
expenditure, the results suggest that implementing such

technology in the hospital setting could save costs [41].
Additionally, this type of cost savings may be appealing to
hospitals because it differs from cost-cutting efforts that rely
on laying off health care workers.

Because older patients experience increased rates of
deconditioning within the hospital, hospitals may find it
beneficial to undertake efforts that identify malnutrition faster
than conventional methods. Giovannelli et al [31] suggested
that detecting malnutrition sooner may elicit a faster response,
thereby possibly reducing hospital LOS. Furthermore, their
software program showed decreased rates of LOS and improved
financial impacts on the hospital’s budget. Therefore, such
technology may be of interest to hospitals, as it may mitigate
the negative consequences associated with deconditioning and
increased LOS.

The economic incentive is also extended to patients. They
benefit not only physiologically from earlier malnutrition
detection but also financially through decreased spending related
to deconditioning outside of the hospital for homecare or nursing
care [42].

In hospitals and other medical settings where there is a
“pay-for-performance” infrastructure, the detection of
malnutrition may result in significantly greater financial
reimbursements. Gout et al [5] brought together multiple cases
from hospitals in different countries that implemented a
pay-for-performance infrastructure and described the foregone
costs related to undetected malnutrition: 2 Australian studies
reported an annual financial loss of Aus $1,850,540 and Aus
$1,677,235, respectively, relating directly to undiagnosed and
undocumented malnutrition [5]; 1 German study reported a
€35,280 financial loss due to unrecognized and unidentified
malnutrition [43]; and 1 US study reported a US $86,000
financial loss for a hospital in 1 year [44]. The evidence suggests
that the implementation of such technology may add to the
potential of hospitals to recoup any forgone revenues or
reimbursements relating to unidentified cases of malnutrition.

Efficiency and Educational Implications
The results suggest that technological nutrition support tools
and apps may help reduce health care workers’ workload and
time spent assessing patients for malnutrition [19,23,27,32-34].
This may be beneficial because these technologies can facilitate
malnutrition assessment, monitoring, and awareness efforts with
a smaller health care workforce or by encouraging the patients
themselves to self-assess for malnutrition. Technological
nutrition support tools and apps may also have an edge on
conventional hospital malnutrition monitoring methods. Some
of the studies showed that technological nutrition support tools
and apps had the potential to improve the hospitals’ efficiency
and effectiveness in identifying malnutrition [19]; detect more
cases of malnutrition [12,34]; and improve the accuracy of
clinical nutritional diagnoses [26].

The results also showed that certain tools and apps can collect
relevant data either automatically or by being entered manually
into the system. In our review, more articles discussed tools or
apps that were able to automatically collect data. Some of the
studies described their nutrition support technologies as being
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able to monitor, assess, and identify hospital malnutrition cases
relatively independently or with minimal input from health care
workers [12,17,19-22,29,31,33].

Technology that has the ability to run independently or with
minimal input may be beneficial in hospital areas where noise
pollution is abundant, or in areas where there is relatively little
time for health care workers to manually collect and analyze
malnutrition information (eg, in the intensive or critical care
unit). Additionally, some hospitals choose to lay off health care
workers, which increases the workload and patient to nurse
ratio, adding further strain on malnutrition monitoring and
assessment efforts [45]. Therefore, technology that can function
independently may be beneficial in these areas to mitigate the
negative associations relating to an increase in patient to nurse
ratios.

Furthermore, nutrition support tools and apps may have
educational implications for health care workers, including
nurses and doctors. Dieticians and clinical nutrition experts
have more years of formal schooling and experience relating to
malnutrition assessment and identification than do nurses and
doctors [46]. Nutrition education has a small role in medical
schools and nursing schools and is further shown to be
inadequate [46]. Few tools and resources are made available to
nurses or doctors to expand their practical knowledge in this
area. Therefore, tools and apps that have the ability to assess
and monitor patient malnutrition with a user-friendly interface
may be beneficial to these health care workers. All of the articles
we reviewed tested or described a nutrition support tool or app
that could provide a warning, alert, risk, or predictive outcome
based on its respective form of data entry. These tools may have
the potential to operate in a way that’s analogous to using a
calculator to solve a complex math problem, where extensive
nutrition knowledge is not necessary.

However, none of the articles discussed the ease of use from
the user’s perspective. The importance of establishing a usability
rating may help determine the tool’s or app’s actual usefulness
in practical settings.

Future and Ethical Implications
It is common practice that scoping reviews do not address issues
of quality appraisal relating to the sources of literature used. In
this scoping review, we tried to use and capture peer-based
research articles that directly tested their tool or app on a cohort
of patients or participants. A few articles in this scoping review
contained technology in the theoretical concept stage [10,28].
As such, their findings are used to outline possible future
directions of research within that respective domain.

Additionally, each of the reviewed research articles included
different and unique types of software and hardware
technologies respective to their study. Future research should
seek to test the efficacy of one type of computer tool or app
across different hospitals in the form of RCTs in order to
contribute to a higher level of evidence for the field. It would
also be interesting for future efforts to compare and test the
outcomes of using malnutrition assessment tools and apps versus
nutrition intake monitoring tools.

Limitations
It is likely that we excluded some relevant research articles from
this review, as we screened only English-language publications.
Some studies (n=8) did not pass phase 2 relevance screening
because of the language restriction. These studies might have
added further applications and outcomes in this scoping review.
Perhaps future efforts to translate these publications will add
value and knowledge to the field. Lastly, because this was a
review study, we based our analysis solely on the information
found in each included article, which was up-to-date only at the
time of publication.

Conclusion
The use of technologies for monitoring food intake and assessing
malnutrition are beginning to be considered for future hospital
processes that aim to identify, diagnose, and assess hospital
malnutrition. Many computerized tools and apps are being
developed worldwide to address the problem of hospital
malnutrition. It is beneficial to study the impact of these
technologies to examine their applicability and possible areas
of improvement.
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Abstract

Background: In 2016, 21 million Americans aged 12 years and older needed treatment for a substance use disorder (SUD).
However, only 10% to 11% of individuals requiring SUD treatment received it. Given their access to patients, primary care
providers are in a unique position to perform universal Screening, Brief Intervention, and Referral to Treatment (SBIRT) to
identify individuals at risk, fill gaps in services, and make referrals to specialty treatment when indicated. Major barriers to SBIRT
include limited time among providers and low motivation to change among many patients.

Objective: The objective of this study was to develop and test the acceptability of a prototype of a mobile-delivered substance
use risk intervention (SURI) for primary care patients and a clinical dashboard for providers that can address major barriers to
SBIRT for risky drug use. The SURI delivers screening and feedback on SUD risk via mobile tools to patients at home or in the
waiting room; for patients at risk, it also delivers a brief intervention based on the transtheoretical model of behavior change
(TTM) to facilitate progress through the stages of change for quitting the most problematic drug and for seeking treatment if
indicated. The prototype also delivers 30 days of stage-matched text messages and 4 Web-based activities addressing key topics.
For providers, the clinical dashboard summarizes the patient’s SUD risk scores and stage of change data, and provides stage-matched
scripts to guide in-person sessions.

Methods: A total of 4 providers from 2 federally qualified health centers (FQHCs) were recruited for the pilot test, and they in
turn recruited 5 patients with a known SUD. Furthermore, 3 providers delivered dashboard-guided SBIRT sessions and completed
a brief acceptability survey. A total of 4 patients completed a Web-based SURI session and in-person SBIRT session, accessed
other program components, and completed 3 acceptability surveys over 30 days. Questions in the surveys were adapted from the
National Cancer Institute’s Education Materials Review Form. Response options ranged from 1=strongly disagree to 5=strongly
agree. The criterion for establishing acceptability was an overall rating of 4.0 or higher across items.

Results: For providers, the overall mean acceptability rating was 4.4 (standard deviation [SD] 0.4). Notably, all providers gave
a rating of 5.0 for the item, “The program can give me helpful information about my patient.” For patients, the overall mean
acceptability rating was 4.5 (SD 0.3) for the mobile- and provider-delivered SBIRT sessions and 4.0 (SD 0.4) for the text messages
and Web-based activities. One highly rated item was “The program could help me make some positive changes” (4.5).

Conclusions: The SURI program and clinical dashboard, developed to reduce barriers to SBIRT in primary care, were well
received by providers and patients.

(JMIR Med Inform 2018;6(1):e1)   doi:10.2196/medinform.7355
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Introduction

Substance Use Disorders in Primary Care
Data from the Substance Abuse and Mental Health Services
Administration’s 2016 National Survey on Drug Use and Health
indicate that 21.0 million Americans aged 12 years and older
(8.1%) needed treatment for a substance use disorder (SUD) in
the past year [1]. The annual economic costs associated with
SUD are estimated at US $193 billion for illicit substance use
[2], US $78.5 billion for prescription opioid misuse [3], and US
$249 billion for excessive alcohol use [4] because of lost
productivity, health care costs, and criminal justice costs. SUD
is under-recognized and under-treated; in 2016, only 10.6% of
individuals requiring treatment for an SUD received it [1].
Although only a minority of individuals with an addiction seek
specialty treatment [5], an estimated two-thirds see a primary
care or urgent care provider every 6 months [6]. Given their
access to patients, primary care providers are in a unique
position to perform Screening, Brief Intervention, and Referral
to Treatment (SBIRT) to fill gaps in services and make referrals
to specialty treatment when indicated [7]. SBIRT begins with
universal screening using a validated screening measure to
identify the level of SUD risk. For at-risk patients, screening is
followed by a brief intervention tailored to the level of risk with
the goal of increasing patient motivation or skills required to
avoid substance use. When appropriate, brief intervention is
followed by a referral to specialty care.

SBIRT has been found effective for tobacco use [8] and risky
drinking [9]. However, the data on SBIRT for dependent alcohol
use and for drug use are inconsistent [10]. Although 1 study
found prepost reductions in alcohol and illicit drug use following
SBIRT [11], a National Institute on Drug Abuse (NIDA)-funded
randomized clinical trial of an SBIRT intervention—Assessing
Screening Plus Brief Intervention’s Resulting Efficacy
(ASPIRE) to Stop Drug Use—found no effects on any of the
outcomes examined [12]. A separate study found positive effects
for SBIRT in 3 countries, and a negative effect in the United
States [13].

Barriers to Screening, Brief Intervention, and Referral
to Treatment
Barriers to delivering SBIRT in primary care may account for
some of the negative outcomes regarding its efficacy. Barriers
to screening and brief intervention for SUD include time
constraints [14], fear of alienating the patients [15], and the
challenge of working with patients with SUD and pain [16].
The barriers to referring patients for additional evaluation or
specialty treatment include patient resistance [17,18], the stigma
attached to treatment [19], and limited treatment resources [16].
There are additional challenges to implementing SBIRT for
drug use as opposed to alcohol use. For example, the illegal
nature of drug use raises concerns by patients and providers
about privacy, and a brief intervention for drug use is more
complicated than one for alcohol, as different drugs and patterns
of use require different types of approaches to intervention [20].
Another challenge to making SBIRT work is ensuring, postvisit,
that at-risk patients engage in appropriate self-management and
adhere to treatment plans and referrals. A review of studies on

dropout from SUD treatment programs revealed rates of dropout
ranging from 21% to 43% for detoxification, 23% to 50% for
outpatient, 17% to 57% for inpatient, and 32% to 68% for
substitution (eg, methadone) treatment [21]. Among individuals
who initially experience progress in treatment, relapse is
common [22].

A Stage-Based Mobile Intervention to Address Barriers
to Screening, Brief Intervention, and Referral to
Treatment
To integrate best practices and reduce barriers to SBIRT, a
mobile-delivered substance use risk intervention (SURI) was
developed. To address patient barriers to SBIRT, it was decided
at the outset that SURI would be based on the transtheoretical
model of behavior change (TTM), an empirically validated
framework for matching interventions to readiness along a
continuum of change. Behavior change involves progress
through the following 5 stages: (1) precontemplation—not
intending to make the behavior change in the next 6 months,
(2) contemplation—intending to make the change in the next 6
months, (3) preparation—intending to make the change in the
next 30 days, (4) action—made the change less than 6 months
ago, and (5) maintenance—made the change more than 6 months
ago. The TTM includes the following additional constructs
central to change: (1) decisional balance—the pros and cons of
changing [23], (2) self-efficacy—confidence to make and sustain
the change in difficult situations [24], and (3) processes of
change—10 cognitive, affective, and behavioral activities that
facilitate progress through the stages [25,26]. More than 35
years of research on the TTM has identified particular principles
and processes of change that work best in each stage to facilitate
progress. The relationships between stage of change and these
behavior change constructs provide an evidence-based
framework for developing and delivering tailored feedback that
is more likely to be remembered [27,28], considered personally
relevant and credible [28-30], and to change behavior [28-30].
A meta-analysis found that health interventions tailored to stage
produced significantly greater effects than those not tailored to
stage [31]. A TTM approach can help facilitate progress through
the stages of change for ending or reducing substance use, and
for following through with treatment recommendations.

To address system barriers to SBIRT, it was also decided at the
outset that SURI would rely on expert system technology, which
could carry a significant part of the load in delivering SBIRT.
Computer-tailored interventions (CTIs) based on the TTM have
been found effective across a range of behaviors and
populations, including smoking cessation [32], stress
management [33], and depression management [34]. A recent
trial of a TTM-based CTI and text messages for risky drinking
found a strong effect on adherence to low-risk drinking limits
(Levesque D et al, unpublished data, 2017). A CTI that shares
information with the provider has the potential to also reduce
barriers to communication, as individuals are more likely to
disclose sensitive information to computers than to human
clinicians [35,36]. The SURI prototype would include a risk
assessment; a TTM-based CTI, text messages, and Web-based
activities; and a clinical dashboard that summarizes the patient’s
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risk scores and stage of change data and provides stage-matched
scripts to guide a brief in-person intervention session.

Existing Web-based and digital tools for SBIRT include
provider-facing mobile apps that lead providers through an
SBIRT screening [37] and, more recently, SBIRT screening
tools embedded in the electronic health record (EHR) [38].
Although digital provider-facing screeners have the potential
to increase provider confidence and reduce measurement error,
they are time-consuming and do not address other barriers to
SBIRT, such as discomfort in talking about substance use or
patient resistance to change. A number of patient-facing
Web-based programs and mobile apps have been developed for
SUDs—most notably: (1) the Alcohol Comprehensive Health
Enhancement Support System [39], a smartphone-based relapse
prevention program that offers access to peer and professional
support, reminders, education, and a Global Positioning System
that identifies risky situations; (2) the Therapeutic Education
System [40] , an interactive, Web-based psychosocial
intervention with 65 interactive modules focusing on skills
training; and (3) Seva [41], which combines the 2 programs
above, and also includes a provider dashboard to help with
patient monitoring. Although impressive and likely to have an
impact on addictions, all 3 programs are designed for patients
in recovery and are not appropriate for SBIRT.

The remainder of this manuscript describes the following steps
taken to develop the stage-based SURI prototype:

1. Formative research—conducting a literature review and
semistructured interviews with experts to provide guidance
on the design specifications for the SURI tools

2. Intervention development—developing the intervention
prototype based on the design specifications

3. Pilot testing—assessing the acceptability of the SURI tools
in a pilot test involving providers and patients recruited
from federally qualified health centers (FQHCs).

Formative Research
A literature review and semistructured interviews with expert
consultants provided guidance on the development of the design
specifications for the patient- and provider-facing SURI tools.
A total of 5 experts brought expertise on SBIRT research,
program development, and training; 2 experts—an SUD
treatment agency chief executive officer and a health home team
coordinator and peer counselor—brought expertise on the
delivery of SUD specialty treatment; 1 expert was the director
of a National Research Network and brought expertise on health
information technology; and 1 expert brought expertise on
mobile apps for substance use recovery.

Questions for the literature review and expert interviews
included the following:

1. What are the barriers to delivering SBIRT in primary care?
2. How effective is SBIRT for drug use?
3. Are there any clues about “what works”?
4. For screening, which measures and which drugs to target?
5. For brief intervention, what content and what structure?
6. For referral to treatment, when to refer and what does

referral entail?

Interviews, which lasted about 1.5 hours, were conducted by
phone with 8 experts and in person with 1 expert. Examples of
two key findings from the formative research and how they
informed the design specifications for SURI development are
as follows:

How to Select the Target Drug?

Findings from our review of 7 SBIRT outcome studies focusing
on illicit drug use suggested that strategies for selecting the drug
targeted in the SBIRT intervention may have an impact on
outcomes. Studies that used a “flexible approach” or that
allowed the patients to identify the target drug yielded negative
or negligible effects [12,42,43], whereas studies that targeted a
specific drug or class of drugs [44,45] or that relied at least in
part on a validated risk assessment to identify the patient’s most
problematic drug [13,46] yielded more positive effects. Although
it is customary in SBIRT and other motivational enhancement
interventions to invite patients to identify the behavior that
concerns them most or that they are most ready to change, we
may have a greater impact by focusing instead on the behavior
causing the most harm.

For the SURI prototype, with expert guidance, we chose the
World Health Organization’s (WHO) Alcohol, Smoking and
Substance Involvement Screening Test (ASSIST) [47] to
measure SUD risk and identify the patient’s most problematic
drug. Up to 7 items are administered for each of 9 substances,
with skip patterns for drugs that were never used or were not
used in the past 3 months. For each substance, the ASSIST
yields a risk score. Risk categories based on the scores—low
(0-3), moderate (4-26), and high (27+)—have been extensively
validated [47,48]. Studies have demonstrated the reliability and
validity of the ASSIST administered by computer in a safety
net population [49,50]—a method of administration used in a
separate SBIRT intervention study that showed positive
outcomes [46]. In the SURI prototype, the drug with the highest
ASSIST score would be targeted in the intervention; to deal
with ties, the program would use tie-breaker rules based on
experts’ mean rankings of the drugs based on risks to health
and well-being (opiates at the top and marijuana at the bottom).

What to do About the Highest-Risk Patients?

For individuals with a substance-specific ASSIST score in the
high-risk range (27+), referral for further evaluation or specialty
SUD treatment is indicated. Our review of SBIRT outcome
studies revealed positive effects in 2 studies that excluded
patients deemed high-risk based on the ASSIST or some other
risk assessment [13,46], and negative or negligible effects in
studies that included them [12,42-45]. However, among the
studies that included them, protocols for treatment referral were
not described at all [43,45] or were woefully inadequate,
consisting only of providing the patients with a list of resources
[12,42,44].

A TTM approach is ideally suited to increasing patient readiness
to seek treatment, given the data on low treatment uptake [1]
and high rates of dropout and drug relapse [21,22]. However,
experts stressed that even as patients move forward in their
readiness for change, they may not have the wherewithal to
progress to action without additional help with understanding
and weighing their treatment options, setting up the first
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appointment, and sticking to it. To address these needs, the
SURI prototype would provide high-risk patients in the early
stages of change for seeking treatment with information on
different types of treatment and encourage patients and providers
to discuss those options. For patients in the preparation stage,
the program would encourage a “warm hand-off,” in which the
patient and provider call the receiving agency to set up the first
appointment. The SURI’s stage-matched text messages would
include reminder messages in the days leading up to an
appointment, which is an effective, low-cost method for
increasing treatment attendance [51].

A second round of interviews with SBIRT and SUD experts
provided specific ideas and language for the intervention content
for each of the TTM modules. For example, for individuals in
the precontemplation and contemplation stages, TTM
interventions generally include a module designed to increase
the “pros” or benefits of making the change—a concept that is
consistent with motivational interviewing for SBIRT. SBIRT
and SUD experts helped to identify the key pros of quitting a
drug (eg, so I can be a better parent and so I can feel more in
control of my life). Some pros were drug-specific and others
were specific to the level of use.

Intervention Development
TTM-based CTIs tested in randomized trials generally include
3 CTI sessions delivered over 3 to 6 months [33,52-54] and text
messages up to 6 months (Levesque D et al, unpublished data,
2017). However, the SURI prototype developed here included
only the baseline CTI session and 30 days of text messages.
SURI development required documenting measures and decision
rules for scoring the measures and delivering tailored feedback,
writing intervention content, programming the decision rules,
developing the look and feel, and testing and debugging. SURI
prototype components include the following:

1. Patient-facing computer-tailored intervention: The SURI
CTI session was accessible via an Internet-enabled
smartphone, computer, or tablet computer, and could be
completed at home or in the primary care clinic. The
session’s general session flow, designed to address all
components of SBIRT—screening, brief intervention, and
referral to treatment–was as follows: 
• First, assess SUD risk using the ASSIST [47] and

present a chart showing the patient’s level of risk (none,
low, moderate, or high) for health and other problems
associated with each class of drugs assessed.

• Second, assign the patient to an intervention track based
on the most problematic drug and level of risk
(moderate vs high). Screen out low-risk patients.

• Third, inform the patient about his or her most
problematic drug, and provide education on the specific
health risks associated with that drug following
procedures outlined in the WHO’s ASSIST manual
[55].

• Fourth, assess readiness to quit the most problematic
drug and deliver a brief stage-matched intervention
representing 3 key processes and principles of change
for that stage, encourage the patients to set at least one

stage-matched goal from the list provided, and assist
in making a simple plan for goal implementation [56].

• Finally, assess readiness to seek treatment if the
ASSIST score is ≥27 for the most problematic drug,
and deliver a brief stage-matched intervention that
includes information about treatment options.

2. Stage-matched text messages: Short message service
messages for 30 days were tailored to the patient’s most
problematic drug, level of risk, and stage of change for
quitting and for seeking treatment, if indicated. Text
messages were delivered every 1 to 3 days, depending on
the stage of change. One text message each week contained
a link to an interactive Personal Activity Center (PAC)
activity. Sample text messages for a high-risk stimulant
user in the contemplation stage for quitting included the
following: (1) Is the thought of having cravings keeping
you from cutting back on your stimulant use? Learn how
to deal with cravings at [link to PAC activity], and (2) How
much do you know about stimulants? Check out
drugabuse.gov. Once you learn more, you can decide if you
want to cut back or stop using them.

3. PAC activities: This included brief interactive activities,
accessible via text messages and email, which focused on
key topics (eg, dealing with cravings and working on
negative thinking) for making positive changes in substance
use behavior.

4. Clinical dashboard: This included a provider-facing tool
that displayed an overview of the patient’s CTI session data
and provided scripts for a brief in-person intervention
session matched to the patient’s stage of change for quitting
the most problematic drug and for seeking treatment, if
indicated. In the SURI prototype, the dashboard was
accessible via a link from the clinic EHR. Providers entered
the patient’s name and date of birth to retrieve the patient’s
dashboard.

5. Printable dashboard summary: This included a portable
document format (PDF) summary of the dashboard content,
along with a list of local referral resources.

6. Patient report: This included a PDF of all the feedback the
patient received during the SURI session, along with
additional questions and resources.

Program screenshots are provided in Multimedia Appendix 1.
The Flesch-Kincaid reading level for patient-facing content is
5.0. All decision rules, content, and the final working prototype
were reviewed by experts, revised, and rereviewed. No subjects
were recruited to provide feedback during the formative research
or intervention development phases of the study. Given the
funding source for this study, research involving the collection
of data from more than 9 respondents required clearance by the
US Office of Management and Budget, and it was not practical
to seek clearance in the 6-month project period. All 9 subjects,
which included providers, were reserved for the pilot test
described below.

Pilot Test
The remainder of this report describes a pilot test conducted to
gather preliminary data on the acceptability of the
mobile-delivered SURI program and clinical dashboard on a
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sample of 9 providers and patients. Acceptability would be
established if providers and patients perceived the mobile tools
as acceptable and useful—as evidenced by overall mean ratings
of at least 4.0 on 5-point acceptability measures.

Providers and patients provided written informed consent for
the pilot test. The Pro-Change Institutional Review Board
approved the study.

Methods

Participants

Providers
As the sample size was limited to 9 subjects, including
providers, it was not possible to implement universal SURI
screening as a method for identifying patients at risk for SUD.
Instead, 4 providers—1 from a FQHC in Georgia and 3 from a
FQHC in Rhode Island—were recruited to participate in the
study, and each was to recruit 1 or 2 patients. The 4 providers
included a physician, 2 physician’s assistants, and 1 family
nurse practitioner. They had an average age of 40.5 years
(standard deviation [SD] 6.8); 3 were female, 3 were white
non-Hispanic, and 1 was Hispanic. The Georgia provider was
unsuccessful in recruiting patients, and attributed her difficulty
to her recent arrival at the FQHC; she had not yet had the
opportunity to build the necessary rapport with patients. The
Georgia provider participated in other study activities that did
not involve patients. The 3 Rhode Island providers recruited 5
patients to yield a total study sample of n=9. The Rhode Island
FQHC is a federally qualified, Joint Commission-accredited
Level 3 Patient-Centered Medical Home, which offers a full
range of clinical services to over 13,000 culturally diverse
patients per year. Providers were offered US $450 for
participating in 2 interviews, completing a brief training on the
dashboard, recruiting patients, and delivering an in-person
dashboard-guided session to the patients they recruited.

Patients
Providers reached out to patients by phone or during a scheduled
office visit to describe the study and invite them to participate.
Those interested called the study team using a toll-free number
provided. The 5 patients had an average age of 41.8 years (SD
13.6), 4 were male and 1 was male-to-female transgender, 3
were white non-Hispanic and 2 were Hispanic, and all were
unemployed. Patients received a total of US $110 for
participating in 4 interviews, a Web-based SURI session, and
an in-person dashboard-guided session with their provider.

Procedure

Providers
All 4 providers took part in an initial 30-min interview asking
about barriers and facilitators to SBIRT, current clinic policies,
and personal opinions and practices regarding SBIRT. They
also participated in a 30-min webinar training. The 3 Rhode
Island providers recruited 5 patients and completed a
dashboard-guided SBIRT session with 4 of them, as 1 patient
dropped out before initiating his SURI CTI session. The 3
providers also participated in a final interview that included a

6-item acceptability measure containing questions adapted from
NCI’s Education Materials Review Form [57] and a 5-item
measure [58] that has been used to evaluate other tailored and
stage-matched intervention materials [59,60]. Response options
for the acceptability measure ranged from 1 (strongly disagree)
to 5 (strongly agree). The criterion for establishing acceptability
in the pilot test was an overall rating of 4.0 or higher across
items. Providers also answered follow-up questions on what
they liked most and least about the dashboard, and about EHR
and clinical flow integration and training needs. NVivo software
(QSR International) was used for the qualitative analysis of the
interview content using node reports to identify themes and
patterns in provider responses.

Patients
Before completing the SURI CTI session, the 5 patients met
with a member of the project team at the clinic or by phone to
answer questions on demographics and prior experience with
SBIRT in primary care, and to give feedback on the intervention
title, logo, and introduction screen. One patient chose to
discontinue his involvement in the study before completing the
interview or starting the SURI CTI session. He said that he felt
the interview questions were too personal. Data from the SURI
session show that 3 of the 4 patients who completed the session
were polysubstance users. For 2 patients, the most problematic
drug was opioids (ASSIST scores of 21 and 30), and for 2, it
was cocaine (ASSIST scores of 27 and 29). Furthermore, 2
patients were in the contemplation stage, 1 was in action, and
1 in maintenance.

After completing their SURI CTI session, patients participated
in an in-person SBIRT session with their provider and accessed
other program components during the next 30 days. They also
completed 3 acceptability surveys following the same format
as the provider surveys. The first survey, administered after the
SURI CTI and in-person SBIRT session, included 10 questions
assessing the acceptability of the SURI CTI session. The second
and third surveys, administered 2 and 4 weeks later, included
8 questions assessing the acceptability of the text messages.
Patients were also asked to report what they liked most and least
about the various program components and what they found
most helpful about the one-on-one meeting with their provider.

Results

Providers
Providers delivered dashboard-guided intervention sessions to
all pilot test participants who completed a SURI CTI session.
All elements of the dashboard functioned as intended.

Acceptability of the Clinical Dashboard
On the basis of self-report, providers spent an average of 11.2
min (SD 9.5) discussing the dashboard with their patients. Table
1 shows providers’ mean ratings on the 6 dashboard
acceptability dimensions. The overall mean rating across items
was 4.4 (SD 0.4), which exceeded the study benchmark of 4.0
for acceptability. When asked what they liked most about the
dashboard, common themes emerged:
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• All used the ASSIST scores and agreed with the program’s
decision regarding the patient’s most problematic drug.

• All mentioned that the dashboard taught or gave them
something new to discuss with their patient.

• Two providers mentioned that their patient was thinking
about the process of quitting differently. One provider said
that the CTI session had planted a seed and the text
messages were helping it to germinate.

• Two providers used the dashboard as a visual aid to
facilitate communication with their patient. They said it
allowed the patient and the provider to start on a common
ground and work toward a mutual goal.

• All stated that the dashboard gave them a clear, concise,
attractive visual representation of the patient’s data, which
allowed for a structured conversation focusing on the most
problematic drug.

When asked what they liked least, 1 provider commented that
the dashboard did not accurately capture his patient’s stage of
change. Upon further discussion, we realized that the patient
had placed herself in maintenance because she had quit using
cocaine on weekdays (though still used on weekends).

Clinical Flow Integration
The dashboard was easily integrated into clinical flow at the
FQHC during the pilot test, particularly for the 3 patients who
had completed the SURI CTI session at home. Providers

supported the idea of patients completing the CTI session at
home. However, they also felt that the SURI CTI session could
be administered in the waiting room on a mobile device that
could be carried into the exam room, if needed. They stated that
incorporating other staff to facilitate the use of the tool would
be imperative.

Electronic Health Record Integration
Providers stated that the need to search for the patient’s
dashboard would be a major barrier to implementation. When
prompted to identify what dashboard-EHR integration would
ideally look like, providers recommended the following: (1)
alerts in the EHR when a new dashboard becomes available, or
when an existing dashboard is updated; (2) once in a patient’s
EHR, the ability to gain access to that patient’s dashboard with
a single click; (3) the ability to set and track patient goals or
action steps in the dashboard; and (4) the ability to save the
following data to the EHR: ASSIST drug risk scores, stage of
change, any action steps, and the fact that a brief intervention
focusing on substance use was conducted. These
recommendations aligned with those of SBIRT experts who
reviewed the intervention.

Training
To use the dashboard effectively and comfortably, providers
agreed that a training session is needed and suggested a 30-min
session like the one they had received.

Table 1. Acceptability of the dashboard among providers.

Mean rating (SDa)Acceptability dimension (n=3)

4.3 (0.6)The program was easy to use

4.7 (0.6)The data were easy to understand

4.3 (0.6)I like the way the program looked

3.7 (1.5)The program could help my patient make some positive changes

5.0 (0.0)The program can give me helpful information about my patient

4.3 (0.6)I would be willing to use this program again

aSD: standard deviation.

Table 2. Acceptability of the substance use risk intervention computer-tailored intervention session among patients.

Mean rating (SDa)Acceptability dimension (n=4)

5.0 (0.0)The program was easy to use

4.8 (0.5)The questions were easy to understand

4.5 (0.6)The personal feedback was easy to understand

4.3 (0.5)I like the way the program looked

4.0 (0.0)I felt the program respected my thoughts and point of view

4.5 (1.0)The program gave me new things to think about

4.5 (0.6)The program could help me make some positive changes

4.5 (0.6)The program can give my provider helpful information about me

4.5 (0.6)I would be willing to use this program again

4.3 (1.0)I know someone else who could benefit from this program

aSD: standard deviation.
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Patients
On the basis of the self-report and program utilization data, all
4 pilot test participants accessed all program components (SURI
CTI session, text messages, and PAC activities) during the first
2 weeks of the intervention period; 3 of 4 participants accessed
all available program components (text messages and PAC
activities) during the final 2 weeks. All patient-facing SURI
components functioned as intended.

Acceptability of Substance Use Risk Intervention
Computer-Tailored Intervention Session
Table 2 shows the 10 SURI acceptability dimensions and their
mean ratings among patients. The overall mean rating was 4.5
(SD 0.3), which exceeded the benchmark for acceptability.
These ratings are impressive, particularly in light of the fact
that there were no opportunities to elicit patient feedback on
the intervention during development. All 4 patients responded
to the question asking what they liked most about their
Web-based session. For example:

I could do it at my own time. I could think about my
answers and there is no person giving you feedback
right away. There was no judgment.

Furthermore, 2 patients responded to the question asking what
they liked least:

It was little bit long. Not too many questions, but it
just seemed to take a while.

Time to Complete Substance Use Risk Intervention
Computer-Tailored Intervention Session
We had expected SURI CTI sessions, such as sessions for other
TTM-based CTI programs, to take about 20 min to complete.
However, Google Analytics showed that sessions took an
average of 35.6 min (SD 14.1).

Helpfulness of In-Person Session
A total of 3 patients responded to the question regarding what
they found most helpful about their in-person session. For
example, one patient stated the following:

Well that she did review the online questionnaire I
did, and the suggestions she had really hit home: I
usually don’t talk to people and she suggested that I
need to talk to others about it. In a way it made me a
little worried but towards the end I was more
comfortable.

Acceptability of Text Messages
All participants completed the 2-week assessment examining
the acceptability of the text messages, and 3 of the 4 participants
completed the 4-week assessment. Patients’ 2- and 4-week
acceptability ratings were nearly identical, so their ratings were
averaged. Table 3 shows mean ratings for the 8 acceptability
dimensions among patients. The lowest mean rating was for the
item, The text messages were easy to understand (3.6), and
highest was for the item, Reading the text messages was worth
the time it took (4.8). The overall mean rating was 4.0 (SD 0.4),
which met the benchmark for acceptability. When asked what
they liked most about the text messages, 1 participant responded:

That it was a reminder that I am doing this. I tend to
forget and it’s nice to have this reminder so I don’t
forget. And it helps me to plan my days and avoid the
temptations that I can.

When asked what they liked least, 1 participant responded:

I have a disability and don’t always understand the
questions in the text messages. It’s hard to get the
point of it. I can’t ask a phone to explain what you
mean by a text.

On the basis of these and other responses, we will pursue the
following kinds of improvements to text messages in future
work: (1) conduct focus group to help ensure that text messages
are understood and interpreted as intended, (2) allow patients
to specify the time of day that they receive text messages, (3)
allow 2-way texting, (4) provide an email option, and (5) add
more links to resources—for example, information and sources
of help.

Table 3. Acceptability of the substance use risk intervention text messages.

Mean rating (SDa)Acceptability dimension (n=4)

3.6 (1.8)The text messages were easy to understand

4.1 (0.9)The text messages reinforced things I learned in the online session

3.8 (1.0)The text messages were supportive

4.5 (0.6)The text messages gave me new things to think about

3.6 (1.8)The text messages could help me make some positive changes

4.8 (0.5)Reading the text messages was worth the time it took

4.0 (1.2)The text messages arrived at times when it was good for me to receive them

3.7 (1.5)I know someone else who could benefit from messages like these

aSD: standard deviation.
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A Follow-Up Message From a Participant
The patient who did not participate in the 4-week survey
contacted the study’s project manager approximately 4 months
later and gave his consent for us to share his message:

I found your number in an email and I wanted to let
you know that I have been sober for 7 weeks. It’s the
longest I’ve been off opioids besides the year I was
in prison. It’s amazing. I’m sorry I didn’t complete
the final activity. I wanted to know if I could still
complete it. I met with [provider] today and she didn’t
think I could do it. But I did it. I can only move up
from here.

Although it is impossible to attribute this patient’s positive
changes to his involvement in the pilot test, it is interesting to
note that he chose to share his success with both his provider
and a member of the study team.

Discussion

Principal Findings
To help address the barriers to SBIRT, the SURI tools were
designed to: (1) reduce provider time and burden, (2) facilitate
patient-provider communication, (3) facilitate evidence- and
risk-based decision making that accommodates a range of drugs
and patterns of use, (4) increase provider adherence to best
practices, (5) increase provider comfort and confidence, and (6)
facilitate patient readiness to quit their most problematic drug
and, if indicated, to follow through with treatment
recommendations. All program components functioned as
intended, and SURI program acceptability ratings from both
providers and patients met or exceeded the criteria for
establishing acceptability. Patient ratings are especially
impressive, in light of the fact that there were no opportunities
to elicit patient feedback on the intervention during
development.

It is noteworthy that the provider who was unsuccessful in
recruiting patients for the pilot test attributed the problem to
her lack of rapport with patients, as she was relatively new to
her clinic. And the patient who chose to discontinue his
involvement during the first interview attributed his decision
to discomfort with the study questions. No doubt, discussing
substance use—and especially drug use—can be uncomfortable
for both providers and patients. Although this discomfort may
serve as a barrier to using the SURI tools, it is also possible that
relying on SURI to introduce and deliver universal screening
and a brief intervention via mobile tools, as a part of routine
care, can reduce stigma and open a channel for patient-provider
communication focused on patient health and well-being. A
SURI demonstration project that allows universal screening is
required to assess the program’s acceptance and uptake among
providers and patients under typical clinic conditions.

Substance Use Risk Intervention Program
Enhancements
Only a prototype of the SURI program was developed here.
Steps to complete intervention development would include the
following: (1) revising intervention content and procedures

based on the current findings and recommendations; (2)
developing content for the second and third SURI CTI sessions;
(3) writing an additional 5 months of text messages and
additional PAC activities; and (4) evaluating all content for
reading level (ensuring grade 5) and cultural sensitivity and
revising as necessary. As Hispanic Americans comprise about
17% of the US population [61] and 34% of FQHC patients [62],
translation of all patient-facing components into Spanish would
be necessary to increase SURI program accessibility and
disseminability.

The 2 follow-up CTI sessions would be similar in flow and
structure to the baseline session described above. However,
follow-up sessions would also inform participants on how they
have changed on the following 4 key dimensions: (1) the drug
identified as most problematic, (2) level of risk for that drug,
(3) stage of change for quitting that drug, and (4) stage of change
for seeking treatment, if indicated. Guidance delivered in the
CTI sessions and text messages, and content in the PAC
activities, would be matched to the updated data regarding the
most problematic drug, risk level, and stage of change. These
updated data would also be shared with the provider via the
dashboard and trigger updated stage-matched scripts for new
one-on-one sessions. The 3 SURI CTI sessions could be
delivered over 3 or 6 months.

Moving forward, a more participatory approach will be required
to refine and enhance the intervention based on the pilot test
findings, and to develop the remainder of the intervention
package. Patient focus groups in future research will review the
operational definition of “quit,” and will review all other
intervention content to ensure it is interpreted as intended.
Usability tests using a variety of devices (smartphone, tablet
computer, and computer) will ensure that all program
components are easily navigable, and will examine how long
the SURI CTI session takes to complete and how participants
spend their time. In addition, interviews with patients, experts,
and providers can help to identify an acceptable session length
for clinic administration (we suspect 20 min), and whether to
scale back on intervention content to reduce session length—for
example, by reserving some SURI content for PAC activities
or follow-up SURI sessions.

In the research described above, a final round of interviews was
conducted with 7 experts to outline plans for integrating the
mobile tools with one or more EHR products and within clinical
practice. Experts agreed that SURI integration with the EHR
was essential, and their vision of what that should look like
matched that of providers as described above. Experts also
identified the following program features and functions deemed
necessary to maximize the program’s usability, impact, and
likelihood of clinic-wide adoption in a large randomized trial
and, eventually, under real-world conditions:

1. Allow the provider to override SURI decision rules
regarding the most problematic drug and need for treatment.
For example, a provider may want SURI to focus on a
different drug that poses a great risk for the patient, given
a cooccurring medical problem, or want a patient who falls
below the ASSIST treatment cut point to seek treatment.
We will also allow the provider to request that the patient’s
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stage of change be reevaluated by the SURI program. This
request will trigger a text message linking the patient to a
brief stage assessment.

2. Allow the provider to select specific action steps that could
be communicated to SURI (eg, cut back on drug X by Y
amount).

3. Program SURI to monitor patients’progress on action steps
and communicate that progress back to the clinic. Adhering
to patient privacy rules, SURI would not communicate with
outside treatment providers or care organizations. Rather,
it would rely on text messaging to elicit patient reports on
their progress on action steps, and share patient responses
with a designated patient care manager at the clinic, who
could then take any appropriate steps required.

Features 2 and 3 above deepen SURI’s integration with clinical
practice and have the potential to increase SBIRT’s impact,
particularly among the highest-risk patients requiring further
SUD evaluation or treatment.

Limitations
The pilot test was small and conducted under ideal conditions.
It would be unrealistic to expect that level of enthusiasm and
adherence when the intervention is rolled out in a large clinical
trial to assess its efficacy or in the real world. Future research
involving clinic-wide implementation would require a “make
it happen” approach [63] to implementation. Making it happen
would need to involve several best practices from
implementation science, such as: (1) ensuring buy-in from
leadership [64]; (2) assembling members of an implementation
team [64] at each site to define site goals for screening and

SBIRT delivery (percentage of patients screened and percentage
of eligible patients who receive an in-person dashboard-guided
session); (3) assembling members of an implementation team
[64] at each site to outline practicable procedures that will
support universal screening, timely in-person SBIRT sessions,
and appropriate follow-up from a care manager; (4) identifying
and training a champion at each site who can serve as a role
model for the implementation [64]; (5) providing training to
staff and providers; and (6) using plan-do-study-act cycles
[65,66] once the implementation has started—in this case, using
scores on key metrics to guide improvements in implementation
procedures and outcomes over time, in an iterative fashion. Key
metrics could include provider acceptability ratings; number of
SBIRT screenings completed each week; number of moderate-
and high-risk patients identified via screening; and among the
patients identified, the percentage receiving an in-person SBIRT
session. Low ratings at a given site could trigger an exploration
of problems and barriers at the site, as well as efforts to find
solutions.

Conclusions
This study represents a large step forward in the development
of mobile tools that have the potential to reduce major barriers
to SBIRT. The SURI program’s particular combination of
features, along with future enhancements and efforts to integrate
SURI into clinical flow and the EHR, will be uniquely designed
to help providers deliver all 3 elements of SBIRT—screening,
brief intervention, and referral to treatment—with efficiency
and adherence to evidence-based practices—within a busy
primary care setting.
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Abstract

Background: With the development of artificial intelligence (AI) technology centered on deep-learning, the computer has
evolved to a point where it can read a given text and answer a question based on the context of the text. Such a specific task is
known as the task of machine comprehension. Existing machine comprehension tasks mostly use datasets of general texts, such
as news articles or elementary school-level storybooks. However, no attempt has been made to determine whether an up-to-date
deep learning-based machine comprehension model can also process scientific literature containing expert-level knowledge,
especially in the biomedical domain.

Objective: This study aims to investigate whether a machine comprehension model can process biomedical articles as well as
general texts. Since there is no dataset for the biomedical literature comprehension task, our work includes generating a large-scale
question answering dataset using PubMed and manually evaluating the generated dataset.

Methods: We present an attention-based deep neural model tailored to the biomedical domain. To further enhance the performance
of our model, we used a pretrained word vector and biomedical entity type embedding. We also developed an ensemble method
of combining the results of several independent models to reduce the variance of the answers from the models.

Results: The experimental results showed that our proposed deep neural network model outperformed the baseline model by
more than 7% on the new dataset. We also evaluated human performance on the new dataset. The human evaluation result showed
that our deep neural model outperformed humans in comprehension by 22% on average.

Conclusions: In this work, we introduced a new task of machine comprehension in the biomedical domain using a deep neural
model. Since there was no large-scale dataset for training deep neural models in the biomedical domain, we created the new
cloze-style datasets Biomedical Knowledge Comprehension Title (BMKC_T) and Biomedical Knowledge Comprehension Last
Sentence (BMKC_LS) (together referred to as BioMedical Knowledge Comprehension) using the PubMed corpus. The experimental
results showed that the performance of our model is much higher than that of humans. We observed that our model performed
consistently better regardless of the degree of difficulty of a text, whereas humans have difficulty when performing biomedical
literature comprehension tasks that require expert level knowledge.
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Introduction

The rate of discovering and accumulating new biomedical
knowledge continues to increase rapidly due to technological
advances. Most of the new findings are published in the form
of biomedical literature. The rate of increase in PubMed volume
reflects such a growth trend. On average, more than 3000 papers
are newly added to PubMed every day. As the number of
publications of biomedical research papers rapidly increases, it
becomes more difficult for biomedical knowledge workers to
collect and assemble information from the fast-growing literature
to compose answers to biomedical questions [1]. To address
this issue, automatic information-seeking and processing
approaches such as information retrieval, biomedical text mining
[2-5], and biomedical question answering (QA) systems [6-11]
have been rigorously studied in recent years.

Recently, advances in artificial intelligence (AI) based on deep
learning technology not only improved the performance of
existing text mining models, but also reached a level where
machines can read and comprehend texts so that they can
respond to given questions. In the AI community, researchers
have actively conducted studies to measure a machine’s ability
to understand text in reading comprehension tasks [12-17].
Machine comprehension tasks can be defined as testing the
ability of a machine to answer a question based on context.
Recent studies show that deep neural network-based models
hold promise for performing reading comprehension tasks, and
currently outperform all alternative models [12-14]. Several AI
research groups, including Google, Facebook, and IBM Watson,
developed new text comprehension models [12-15].

Deep learning-based approaches require a sufficient amount of
data to train a model. Therefore, in addition to model
architecture, methods that automatically generate a considerable
amount of data (which can be used for training neural models)
have been actively studied. One study used cloze-style [18] QA
pairs that were employed to assess the learning ability of
elementary school students. Several large cloze-style
context-question-answer datasets have also been introduced.
These datasets contain only general information from sources
such as news articles (Cable News Network [CNN]/Daily Mail)
and children’s books, and not professional knowledge.

With a well-developed machine comprehension model, one can
quickly and efficiently find the correct answer to a question
using the given context. However, while machine
comprehension is actively studied in the AI research field, recent
machine comprehension technologies have not been applied to
the biomedical domain, which requires information processing
the most. Currently, there are no datasets for biomedical text
comprehension tasks, and thus a computer’s ability to
comprehend biomedical domain knowledge has not yet been
verified.

In this article, we propose a machine comprehension task on
biomedical literature. We also provide a new and large
cloze-style dataset called BioMedical Knowledge

Comprehension (BMKC) which can be employed to train deep
neural network models. Our goal was to test whether a machine
can correctly comprehend scientific papers such as those in our
dataset, since it has already been proven in previous research
that it can comprehend general text such as storybooks. We
demonstrate that our state-of-the-art deep learning model
enhanced with biomedical domain-specific features can
comprehend biomedical literature. Through a performance
comparison with humans, we observed that the comprehension
performance of humans varies depending on the degree of
difficulty of a text, while machines perform consistently well.

This research offers three contributions to the field. First, to the
best of our knowledge, this work is the first to propose a deep
learning-based machine comprehension task in the biomedical
domain. Second, we used the PubMed corpus to generate
considerably large datasets for training deep neural machine
comprehension models. The automatically generated datasets
open huge opportunities for data-hungry techniques such as
deep-learning and future QA systems. We made the datasets
publicly available [19]. Third, we present methods that can
improve the performance of existing machine comprehension
models using pretrained Word2Vec and entity type embedding
features. We employed an ensemble approach of combining
multiple single models to produce improved answer prediction
results. The experimental results showed that our proposed
methods can help our model, based on the original text
comprehension model developed for general text, to achieve
state-of-the-art performance in biomedical literature.

Methods

In this section, we first explain the process of automatically
creating a large-scale biomedical text dataset for machine
comprehension tasks. We then describe the Attention Sum
Reader (ASR) [15], a state-of-the-art deep neural model that is
used for machine comprehension tasks. We propose two
additional techniques utilizing pretrained word vector and entity
type embeddings, both of which we used to build our text
comprehension model tailored to the biomedical domain. To
improve the prediction accuracy, we also applied ensemble
learning in which the final answer prediction was obtained by
integrating the output of several independent homogenous
models.

Cloze-Style Biomedical Machine Comprehension Task
Overview
A cloze-style question is formed by removing a phrase from a
sentence; cloze-style questions are fill-in-the-blank type
questions. The cloze-style dataset is in the form of
context-question-answer triplets. From the perspective of
machine learning, this task is easy to evaluate. The cloze-style
text comprehension task can be defined as tuples of the form
(d, q, a, A), where d is a document, q is a query, and a is the
answer to query q, which comes from a set of candidate answers
A. More specifically, given a document-query pair (d, q), we
aim to find a   A which answers q.
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Cloze-Style Biomedical Machine Comprehension Dataset
Our BMKC datasets are in cloze-style form
(context-question-answer) like other existing datasets. The main
difference is that BMKC consists of scientific articles in the
biomedical domain, which require expert knowledge for
comprehension, while other existing datasets contain
nonscientific, general texts such as news articles and children’s
storybooks [12,13,16].

We explain in detail the method for generating the dataset as
follows. First, we needed a document for the context. We chose
the abstract of a paper as the context d in our BMKC datasets.
Unlike the CNN news dataset in which summaries are given,
abstracts of research articles do not have such summaries.
Hence, we took a different approach to automatically generating
questions.

The question q is generated in two different ways. A question
in Biomedical Knowledge Comprehension Title (BMKC_T) is
constructed from the title of an academic paper because the title
can be considered as a short summary of the abstract of the
paper. Biomedical Knowledge Comprehension Last Sentence
(BMKC_LS) uses the last sentence in the abstract of a paper as
a question, inspired by Hill et al’s work [13]. In short, the
BMKC datasets (Table 1) can be defined as tuples of the form
(d, q, a, A), where d is an abstract, q is a title (BMKC_T) or the
last sentence in an abstract (BMKC_LS), and a is the answer
to query q.

Data Generation Process
The process of generating the BMKC datasets consisted of the
following three steps. First, we gathered biomedical research
articles from PubMed. Having started in the 1960s, PubMed

now provides more than 24 million references to biomedical
and life science articles dating back as far as 1946. We
downloaded a total of 200 MEDLINE files
(medline16n0813-medline16n08131012) that contain
approximately 2,200,000 biomedical papers that include titles,
abstracts, keywords, published year, author information, and
so on.

Of the 200 MEDLINE files, we used 196 files
(medline16n0813-medline16n08131008) as our training set,
two files (medline16n1009-1010) as our validation set, and the
last two files as our test set (medline16n1011-1012). Table 2
shows the number of articles by published years in the 200
MEDLINE files. More than 95% (2,110,444/2,208,081) of the
articles were published after 2010. Note that the publication
dates of the journal papers were randomly distributed across
the training set, validation set, and the test set.

The next step was extracting biomedical entities to generate
candidate answers to cloze-style questions. We exploited the
biomedical named entity extractor in Biomedical Entity Search
Tool (BEST) [20]. To increase the coverage of biomedical
entities, we added Medical Subject Headings (MeSH), a
hierarchical biomedical vocabulary thesaurus, for our entity
extraction process. One advantage of using MeSH is that it
provides a kind of entity resolution function that groups several
different biomedical entity names with the same meaning into
one MeSH identification (ID). Next, we replaced all entity
names with their unique entity IDs. Unlike the work of Herman
et al [12], we did not randomly permute the entity ID for each
context. Retaining unique entity IDs allows the model to acquire
background knowledge during the training process, which will
improve the performance of the biomedical knowledge-specific
QA task.

Table 1. Example of BMKC_T (Title) and BMKC_LS (Last Sentence). In the BMKC_LS dataset, the last sentence of context is excluded in training
as it is a question itself.

BMKC_LS (Last Sentence)BMKC_T (Title)Parameter

In breast cancer, overexpression of the nuclear coactivator NCOA1 (SRC-1) is associated with disease recurrence
and resistance to endocrine therapy. To examine the impact of NCOA1 overexpression on morphogenesis and
carcinogenesis in the mammary gland (MG), we generated MMTV-hNCOA1 transgenic [Tg(NCOA1)] mice.
(...) In a cohort of 453 human breast tumors, NCOA1 and CSF1 levels correlated positively with disease recurrence,
higher tumor grade, and poor prognosis. Together, our results define an NCOA1/AP-1/CSF1 regulatory axis that
promotes breast cancer metastasis, offering a novel therapeutic target for impeding this process.

Context (abstract of a paper)

Together, our results define an NCOA1/ ___?___ /CSF1
regulatory axis that promotes breast cancer metastasis,
offering a novel therapeutic target for impeding this
process.

___?___ directly targets M-CSF1 expression to promote
breast cancer metastasis.

Question

macrophage, carcinogenesis, morphogenesis, metastasis, disease, AP-1, tumor, lung, NCOA1, (therapy, therapeutic),
recurrence, mammary gland, epithelial cells, cells, CSF1, SRC, mice, c-Fos, human, affect, (breast cancer, breast
tumors), efficiency

Answer Candidates (Biomedical
Named Entities)

Table 2. Number of publications by years in the 200 MEDLINE files.

Number of papersYear

12,1781910 - 1959

85,4591960 - 2009

2,110,4442010 - 2016
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Last, we filtered context-question pairs that did not meet the
following two conditions: (1) the answer should appear at least
once in both the context and the question to form a valid
context-question pair, and (2) the total number of candidate
answers should exceed 20 to ensure a certain level of difficulty
and a fair comparison with other corpora. In the end, we
obtained approximately one half million context-question pairs
for both the BMKC_T and BMKC_LS datasets.

Attention Sum Reader
The Deep Long-Short Term Memory Reader [12] was first
proposed to perform a machine comprehension task on a
cloze-style dataset with a deep-learning model, and subsequent
studies were also conducted. Recently, attention-based models
have been actively studied among various deep learning models
due to their high performance on various tasks [21-24]. Since
the text comprehension task involves selecting one correct word
in the context, the attention mechanism achieves superior
performance on the task. Specifically, the ASR model [15]
achieves state-of-the-art performance on the general text datasets
(CNN and Daily Mail). Hence, we performed our task of
biomedical literature comprehension based on ASR architecture.
The overall ASR model works as follows.

The ASR model uses the word embedding function e, utilizing
look-up matrix Wv, to convert words into low-dimensional
vector representations whose rows are word indices from the
vocabulary V (Figure 1 a).

The model has two encoders: a context encoder (Figure 1b) and
a query encoder (Figure 1c). The encoders convert a context
and a query into continuous vector representations. The context
encoder f is implemented by a bidirectional Gated Recurrent
Unit (GRU). Details of the answer calculation process are as
follows:

The encoders receive word vectors by the word embedding
function   as an input. We denote the contextual embedding of

the i-th word in d as fi (d)= (d)|| (d) where || denotes the
vector concatenation of forward and backward contextual

embeddings and . Then, a query is encoded by the query
encoder g which is also implemented by another bidirectional

GRU network such that g(q)= (q)|| (q). The parameters f,
g, and   are jointly optimized during the training phase.

Next, word attention (answer probability) i is calculated by the
dot product between the encoders (Figure 1d) and passed to the
soft-max layer as follows:

where <,> denotes the dot product between the vectors. Finally,
the model calculates the scores of all possible answers based
on their representations, and combines multiple mentions of the
same candidate answer by adding up their answer probability
(Figure 1e). The final answer token has the highest probability
P (a |d, q) to answer question q over given document d such
that:

where I (a,d) is a set of positions of the answer token in the
document. The candidate answer with the maximum probability
is then selected as the final answer.

As we described, the ASR model adopts an aggregation scheme
known as pointer sum attention. Hence, the performance of the
attention-based model is superior to that of the general deep
learning models [12,13]. Since the attention-based model is
suitable for focusing on a specific target, it can achieve high
performance on the cloze-style QA task of selecting a specific
word to answer a question using context.

Figure 1. The ASR model architecture adopted from the original paper.
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Table 3. The list of entity types from two information sources: BEST entity extractor [20] and MeSH tree structures.

Entity TypesType Source

Gene, Drug, Chemical Compounds, Target, Disease, Toxin, Transcription Factor, miRNA, Pathway, MutationBEST

Anatomy [A]; Organisms [B]; Diseases [C]; Chemicals and Drugs [D]; Analytical, Diagnostic and Therapeutic Techniques,
and Equipment [E]; Psychiatry and Psychology [F]; Phenomena and Processes [G]; Disciplines and Occupations [H]; Anthro-
pology, Education, Sociology, and Social Phenomena [I]; Technology, Industry, and Agriculture [J]; Humanities [K]; Information
Science [L]; Named Groups [M]; Health Care [N]; Publication Characteristics [V]; Geographicals [Z]

MeSH

Improving Model Performance Using Pretrained
Biomedical Word Embedding
Representing words as low-dimensional vectors is a key element
of deep learning models used in natural language processing
(NLP) tasks. As described in the previous section, the neural
model selects the correct answer using the inner product between
the vectors of the context and the query representation.
Therefore, if the vector of the word that makes up the context
and the query are well represented in the vector space, the
probability that the chosen answer is correct will be higher.

It is known that word embeddings trained on an adequately
large corpus capture latent semantic meanings and improve
performance on nearly all NLP tasks. The openly available
biomedical literature resources (eg, PubMed and PubMed
Central Open Access) contain over 5.5 billion words in abstracts
and full texts [25]. Using word embedding vectors trained on
such a large amount of text can improve the performance of the
model in our task. This is true because a vector representation
learned on a large corpus captures more precise semantics of
words. We therefore aimed to improve the performance of the
original ASR model developed for general text (news) using a
pretrained word vector instead of a randomly initialized word
embedding. We downloaded the pretrained word vector from
Pyysalo et al [26]. The details about bio-word vectors are as
follows. The source data for training bio-word-vectors were
derived from PubMed and all of the full-text documents obtained
from the PubMed Central Open Access subset. The word vectors
were generated by the Skip-Gram model with a window size of
5, hierarchical soft-max training, and a frequent word
subsampling threshold of 0.001. We used 200-dimensional word
vectors, as done in many previous NLP tasks. We compared
the performance of each initialization of the lookup table in the
Experimental section.

Improving Model Performance Using Entity Type
Embedding
Adding entity type information can be helpful for understanding
contexts. For example, when expressions such as “@entity1
expression” or “@entity2 expression” appear in the context and
the model knows @entity1 and @entity2 are Gene type entities,
the model can learn that the context is about gene expression.
Also, when other expressions such as “@entity3 0.3%” or
“@entity4 100mg” appear and information that @entity3 and
@entity4 are Drug type entities is given, the model can learn
that the context is about drug concentration.

To leverage type information of biomedical entities, we used
entity types identified by the BEST entity extraction tool [20].
To improve recall, we additionally extracted MeSH terms and
utilized the MeSH term hierarchy as each term’s entity type
label. More specifically, the MeSH tree has a hierarchical
structure similar to that of concept ontology. We used parent
nodes in the MeSH tree as representative entity types. Finally,
we selected 10 entity types from BEST and 16 types from MeSH
(Table 3).

Next, we merged some entity types that share similar semantics.
For example, Gene, Target, and Transcription Factor types can
be merged into the type Gene. Similarly, Drug, Toxin, Chemical
Compounds, and Chemicals andDrugs types are merged into
the representative type Chemicals andDrugs [D]. We assigned
Unknown if words did not have a specific type. We finally
constructed 20-dimensional randomly initialized type embedding
vectors and concatenated them to the original word vector
(Figure 1a).

Improving Model Performance Using an Ensemble
Model
A neural network ensemble approach combines the prediction
results of individual models. This ensemble approach can lead
to performance improvement based on its generalization
capabilities [27]. Two considerations for a neural network
ensemble approach are individual network generation and
integrated output [28]. We adopted the ensemble averaging
method in this study. An ensemble averaging consists of a set
of independently trained neural network models which share
the same training data, and whose individual outputs are linearly
combined by averaging the results of the individual models to
produce an overall prediction. Since the weights of each neural
network model are randomly initialized, we can create an
independent network with the same network structure. Although
the resulting ensemble model has the same bias as the individual
models, its variance is reduced, and thus it can achieve better
prediction accuracy than a single model.

Results

Biomedical Knowledge Comprehension Dataset
Our BMKC datasets are the first large-scale datasets developed
for biomedical machine comprehension tasks. We made our
dataset publicly available for future research use [19]. Table 4
shows the statistical summaries of our dataset in comparison
with four existing machine comprehension datasets.
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Table 4. Statistics of BMKC datasets and other existing datasets. Note that the number of queries is equal to the number of documents since one query
is generated per document.

Vocabulary Size (all)Average number of
tokens

Average number of
options

Maximum number of
options

Number of QueriesDataset

BMKC_T

876,62129125.693463,981Train

29125.4665278Validation

28925.7743868Test

BMKC_LS

714,75127025.390362,439Train

26925.1574136Validation

27125.4743205Test

CNN [12]

118,49776226.4527380,298Train

76326.51873924Validation

71624.53963198Test

Daily Mail [12]

208,04581326.5371879,450Train

77425.523264,835Validation

78026.024553,182Test

CBT_NE a [13]

53,1854701010120,769Train

44810102000Validation

46110102500Test

CBT_Noun b [13]

53,0634331010180,719Train

41210102000Validation

42410102500Test

aCBT_NE is a dataset that uses the Children's Book Test Named Entity that appears in a context as a candidate answer
bCBT_Noun is a dataset that uses the Children's Book Test Noun phrase that appears in a context as a candidate answer

The CNN and Daily Mail datasets contain story-question pairs
from CNN and Daily Mail news stories, respectively. The
Children’s Book Test (CBT) dataset contains stories from
children's books. A context consists of 20 consecutive sentences
from children’s books and a question is made by removing a
word from the 21st consecutive sentence. The detailed
comparison of the datasets is given below. The dataset
comparison is based on the training set that occupies the largest
portion of each dataset.

Dataset Size
The size of the BMKC datasets (BMKC_T: 463,981,
BMKC_LS: 362,439) is larger than that of all other datasets
(CNN: 380,298, Children's Book Test Noun Phrase
[CBT_Noun]: 180,719, Children's Book Test Named Entity
[CBT_NE]: 120,769) except that of the Daily Mail dataset
(879,450). Although the current BMKC dataset is large enough

to train a reasonably complex deep neural reader, the size of
the training set can easily be increased by adding articles from
MEDLINE.

Query Length
As with the length of each query (a single context-question
pair), the average number of tokens of our BMKC dataset
(BMKC_T: 291, BMKC_LS: 270) is smaller than that of other
datasets (CNN: 762, Daily Mail: 813, CBT_Noun: 470,
CBT_NE: 433). The length of abstracts of academic papers is
usually limited, while news articles can include lengthy context
and have no length limit.

Number of Candidate Answers
The average number of options (which is the number of
candidate answers to a question) of the BMKC dataset is
comparable to that of the CNN and Daily Mail datasets, and
larger than that of the CBT_Noun and CBT_NE datasets.
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Table 5. Accuracies of the original ASR model and feature-enhanced models (ASR+BE, ASR+TE, ASR+BE+TE) on the BMKC_T and BMKC_LS
datasets. The results of both the single and ensemble models are reported. The best scores are highlighted in italics.

BMKC_LSBMKC_TModel

Test (%)Validation (%)Test (%)Validation (%)

Single

70.573.477.879.8ASR [15]

71.474.678.681.0ASR+BE

70.174.378.580.9ASR+TE

72.074.878.381.4ASR+BE+TE

Ensemble

75.877.681.483.7ASR

77.780.183.385.2ASR+BE

76.679.583.985.2ASR+TE

77.380.183.685.5ASR+BE+TE

Unique Vocabulary Size
The size of a unique vocabulary of the BMKC dataset exceeds
that of all other datasets because academic articles contain
considerably more domain-specific terms than general texts.

Deep Neural Model Performance

Performance Enhancement With Biomedical Domain
Specific Features
The ASR model used stochastic gradient descent with the
Adaptive Moment Estimation update rule and learning rates of
0.001 and 0.0005. The model used GRU for its Recurrent Neural
Network. The initial weights in the word embedding matrix
were randomly and uniformly drawn from the interval (-0.25,
0.25). We used a batch size of 32.

The performance of text comprehension models on the
BMKC_T and BMKC_LS datasets is summarized in Table 5.
We have created four single models and four ensemble models.
The ASR model represents the basic implementation of the ASR
model originally developed for general text comprehension
tasks [15]. The ASR model uses all randomly initialized word
vectors. The ASR+Bio-word Embedding (ASR+BE) model
represents an ASR model that is initialized with word vectors
pretrained on PubMed, whereas the ASR+Type Embedding
(ASR+TE) model represents an ASR with type information
embedding. The ASR+BE+TE model denotes ASR with
bio-word vector embedding and type embedding.

Single Model

We report the performance of the single models on the validation
and test sets. While the original ASR model achieved accuracies
of 79.8% and 73.4% on the BMKC_T and BMKC_LS validation
set (respectively), the ASR+BE single model featuring
pretrained word embedding achieved accuracies of 81.0% and
74.6% on the BMKC_T and BMKC_LS datasets (respectively),
and the ASR+TE single model with entity type information
obtained accuracies of 80.9% and 74.3% on the BMKC_T and
on BMKC_LS datasets (respectively). The single model with
all features (ASR+BE+TE) achieved the highest validation

accuracies of 81.4% and 74.8% on the BMKC_T and
BMKC_LS datasets, respectively. The test set accuracy also
increased when we used pretrained word vectors and type
embedding. The ASR+BE single model achieved the best
accuracy of 78.6% on the BMKC_T test set whereas the
ASR+BE+TE single model achieved 72.0% on the BMKC_LS
test set.

Ensemble Model

We also report the performance results of our ensemble models.
For the ensemble method, we used the ensemble of eight models.
Among all of the learned models, we selected the model that
achieved an accuracy of at least 70% on the validation set as
the ensemble member. Fusing multiple models significantly
increased the validation and test accuracy on both the BMKC_T
and BMKC_LS datasets. As in the case of the single models,
the ensemble models trained with the biomedical-enhanced
features ASR+BE+TE achieved the highest accuracies on both
the BMKC_T and BMCK_LS validation sets. The ASR+BE+TE
ensemble model performed 5.0% and 6.6% better than the
ASR+BE+TE single models on the BMKC_T and BMKC_LS
validation sets, respectively (from 81.4% to 85.5% on BKMC_T
and from 74.8% to 80.1% on BKMC_LS with the ASR+BE+TE
setting). When using the ASR+BE+TE ensemble model,
performance on the test set improved considerably. The
ASR+TE ensemble model achieved the best performance of
83.9% (6.9% improved from the ASR+TE single model) on the
BMKC_T test set, and the ASR+BE ensemble model achieved
the best performance of 77.7% (8.8% improved) on the
BMKC_LS test set.

Improvements From the Original ASR Model

We augmented the original ASR model [15] with bio-word
embedding, entity type embedding, and an ensemble model,
each of which improved the performance of the original model.
The ASR+BE+TE ensemble model outperformed the original
ASR model by 7.1% (from 79.8% to 85.5%) and 9.1% (from
73.4% to 80.1%) on the BMKC_T and BMKC_LS validation
sets, respectively. Similarly, the ASR+BE+TE ensemble model
performed 7.5% (from 77.8% to 83.6%) and 9.6% (from 70.5%
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to 77.3%) better than the original model on the BMKC_T and
BMKC_LS test sets, respectively.

In addition, we report the top-N accuracy of our model’s top-N
predicted answers in Table 6. In top-N accuracy, if any of the
top-N predicted answers match the correct answer, the model’s
output is considered correct. The ASR+BE+TE single model
was used to compute the top-N accuracies. As demonstrated by
the result, our model effectively puts correct answers in the top
of the list of predicted answers. For example, on the BMKC_T
test set, our model achieved a top-3 accuracy of 90.3%, which
signifies that in over 90% of cases, users can find the correct
answer in the top 3 of the outputs of the model.

Our Model and Human Performance Comparison
We made a test set for measuring a human’s ability to read and
comprehend biomedical literature, and compared the
performance of humans on the test set with that of our neural
model (Table 7). For the test set, we randomly selected 25
articles each from the BMKC_T and BMKC_LS datasets. We
selected articles containing the terms “human” and “cancer”
that were published between 01/01/2016 and 12/31/2016.

For the human evaluees, we hired six people from three different
backgrounds. The first group consisted of two undergraduate
students with a background in computer science. The second
group consisted of two graduate students majoring in
bioinformatics. The last group consisted of two bioinformatics
professionals with at least eight years of post-doctoral
experience in computational oncology. To measure the
comprehension ability of a machine, we used the pretrained
ASR+BE+TE single model.

To evaluate the performance of the machine comprehension
model, which is given a certain amount of information, we
report the global ID setting in which all contexts share the global

entity ID set, and the local ID setting in which the entity ID is
independently assigned for each context. We provided a human
evaluee with a set of tests that did not anonymize the entity ID,
which is equivalent to the global ID setting for the model.

The experimental results in Table 7 show that the machine
outperformed the human groups in both accuracy and time. The
machine performed at a similar level to that observed in Table
6. Even in the local ID setting, in which the information about
the entity is hidden from the model, the model outperformed
the human evaluees. Furthermore, the human groups had some
difficulty answering the given test set. The group of graduate
students with biomedical background knowledge performed
better than the undergraduate student group, as we expected.
Interestingly, the bioinformatician group took longer to answer
questions in our BMKC datasets. We assume that
bioinformaticians tend to exploit their knowledge to solve the
problems, whereas students with no background knowledge in
the biomedical domain tend to guess. A detailed description of
the test questions and the responses of our model (ASR+BE+TE)
and each human evaluee is provided in the Multimedia Appendix
2.

Our model’s outperformance of humans is notable because
humans have usually performed better on existing cloze-style
datasets (as shown in Table 8). We present Table 8 to compare
the comprehension performance of humans and the machine on
the other general text domain datasets. Note that there were no
human evaluation results reported for the CNN dataset when it
was initially released. Hence, the CNN and CBT_NE datasets
were manually evaluated by humans through the crowdsourcing
platform CrowdFlower [29]. Details of the human evaluation
results are provided in Multimedia Appendix 1. The results
show that humans perform better than (or at least comparable
to) the machine in the general text comprehension tasks.

Table 6. Top-N accuracy of the model on the BMKC test sets. The top-N accuracy is calculated using the ASR+BE+TE single model.

Top-5 accuracy (%)Top-3 accuracy (%)Top-2 accuracy (%)Top-1 accuracy (%)Dataset

93.590.386.878.3BMKC_T-Test

90.585.781.772.0BMKC_LS-Test

Table 7. Biomedical literature comprehension results of humans and our model on the BMKC datasets.

TotalBMKC_LSBMKC_TUser

Time

(minutes)

Accuracy

(%)

Number of

problems

Accuracy

(%)

Number of

problems

Accuracy

(%)

Number of

problems

Human

77.550.025/5042.010.5/2558.014.5/25Undergraduate

117.564.032/5056.014/2572.018/25Graduate

115.559.029.5/5052.013/2566.016.5/25Expert

Machine

0.00184.042/5076.019/2592.023/25ASR+BE+TE_single (global ID)

0.00174.037/5072.018/2576.019/25ASR+BE+TE_single (local ID)
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Table 8. Text comprehension results of humans and the text comprehension model on the CNN and CBT datasets. The machine comprehension results
are obtained from Kadlec et al [15].

Dataset, accuracy (%)Model

CBT_NECNN

81.669.2Human

68.669.5Machine (ASR-single)

Discussion

Deep Neural Models are Less Affected by the Difficulty
of the Text Than Humans
The aim of this study was to evaluate the machine
comprehension model’s performance on biomedical literature
datasets. In the performance evaluation on our new BMKC
datasets and the existing general text datasets, our deep neural
models achieved robust performance regardless of the degree
of difficulty of the text, whereas humans found it difficult to
solve the biomedical literature comprehension tasks that require
expert knowledge. This result demonstrates that deep neural
models are less affected by the difficulty of text than humans,
and therefore may be used to assist human researchers when
processing information in big data.

Error Analyses
In this section, we analyzed the errors in the machine
comprehension results of our machine comprehension model.
The QA results of the model are shown as an attention heatmap.
We discuss the two representative error cases in detail below:
causal inference error and concept hierarchy error.

Causal Inference Error
We observed cases in which the model could not respond
accurately to questions that required step-by-step reasoning,
such as a time-order relationship with the cause preceding the
effect. We explain such cases using the example in Figure 2.
The example document includes the relationship between Taxol,
oxidative stress, and cell death. According to the context, Taxol
induces oxidative stress, which leads to neuronal apoptosis. The
question asked for the cause of oxidative neuronal apoptosis or
cell death. As observed in the attention heatmap, the model
provided oxidative stress as the cause of cell death, but it is
ultimately triggered by Taxol, which is the correct answer.

Concept Hierarchy Error
A concept hierarchy error refers to a situation in which the
model selects an option that does not match the correct answer
when considering entities in an inclusive relationship. The
attention heatmap in Figure 3 shows examples of concept
hierarchy errors. The question asks about geo-location and the
answer is “South Africa.” Interestingly, we observed that the
model considers both “South Africa” and “Kalahari,” which is
the name of a desert located in South Africa, as candidate
answers. However, the model gave “Kalahari” more weight,
which is also correct.

Figure 2. Attention heatmap from the ASR model for case 1: causal inference problem.
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Figure 3. Attention heatmap from the ASR model for case 2: concept hierarchy problem.

To summarize, the error cases discussed above can be regarded
as structural limitations of the ASR model configured by the
pointer-sum network method, which selects only one correct
word as the final answer in the given context. The pointer-sum
network structure is limited in solving questions that require an
understanding of the inclusive relationship between step-wise
reasoning and conceptual reasoning. Other recent deep-running
models that currently perform machine comprehension tasks
also do not consider such causal inference or concept hierarchy.
These are fundamental limitations of the current deep learning
models and should be improved with the advances of AI
technology in the near future.

Limitations of Cloze-Style Question Answering and
Future Direction
The final goal of biomedical knowledge QA is to help domain
experts more quickly and efficiently discover knowledge from
the vast amount of information in the literature. However, the
knowledge obtained through QA systems is context-insensitive
and thus is not directly applicable to individual patient care
scenarios. The QA systems are more appropriate to be used as
decision support systems for domain experts to help them
quickly process information and make more educated decisions
in a shorter time.

One limitation of our current QA system is that the candidate
answers are limited to biomedical entities. Although the answer
probabilities are calculated for all words in the input context,
the system only considers as candidate answers the biomedical
entities identified by the entity extraction module used in our
preprocessing step. Extracting candidate answers from the input
text and providing them along with the question is a common
practice in cloze-style QA systems. However, it would improve
the utility of the system if the system could answer questions
without prespecified answer candidates and produce any
word/phrase in the text as an answer.

Another limitation that is common to all of the ASR-based deep
neural models described in this paper (and other similar existing
machine comprehension models) is that they assume that a
single context is given when performing a machine
comprehension task. During the stages of developing and
evaluating machine comprehension technologies, it may be
necessary to use problems that are well-defined and simple (ie,
one context per question). However, such models may have
limited utility in practice. If a user has a question but does not
know the context or article in which the answer can be found,
the user may be unable to utilize these systems. In an ideal
scenario, the user should be able to query the systems without
prespecifying the contexts, and the systems should be able to
infer the answer by analyzing the contents of all documents in
the datasets.

To address the above issues, in our future work we will expand
our QA system in the following direction. First, we will modify
our QA system so that it accepts a question without prespecified
context and searches the entire dataset to find a subset of
relevant documents. This search process can be implemented
using BEST [20], which is a fast and efficient biomedical entity
search tool that we developed in our previous research. Second,
we will extract partial answers from each relevant document
using our proposed machine comprehension model. The
improved system will not require prespecified answer
candidates. Finally, we will combine the partial answers from
relevant contexts to form a final answer to the original query.
Although searching for informative sources and expanding the
proposed model to consider multiple sources would be a
challenging task, we believe that this expanded system will be
a useful tool for assisting biomedical scientists and practitioners
by providing knowledge QA functionality in the medical
domain.
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Conclusions
In this paper, we introduced a new task of machine
comprehension in the biomedical domain using a deep neural
model. To the best of our knowledge, our work is the first to
apply the deep learning-based machine comprehension task to
the biomedical domain. Since there was no large-scale dataset
in the biomedical domain for training the deep neural model,
we created the new cloze-style datasets BMKC_T and

BMKC_LS using the PubMed corpus. To improve the
comprehension performance of the existing deep neural models,
we used pretrained word vectors, entity type embedding, and
ensemble techniques. The experimental results show that our
proposed model’s performance on the comprehension task is
much higher than that of humans, including domain experts. In
future work, we will expand our machine comprehension model
so that it considers causal inference, concept hierarchy, and
multiple documents to effectively answer complex questions.
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Abstract

Background: In outcome studies of oncology patients undergoing radiation, researchers extract valuable information from
medical records generated before, during, and after radiotherapy visits, such as survival data, toxicities, and complications. Clinical
studies rely heavily on these data to correlate the treatment regimen with the prognosis to develop evidence-based radiation
therapy paradigms. These data are available mainly in forms of narrative texts or table formats with heterogeneous vocabularies.
Manual extraction of the related information from these data can be time consuming and labor intensive, which is not ideal for
large studies.

Objective: The objective of this study was to adapt the interactive information extraction platform Information and Data
Extraction using Adaptive Learning (IDEAL-X) to extract treatment and prognosis data for patients with locally advanced or
inoperable non–small cell lung cancer (NSCLC).

Methods: We transformed patient treatment and prognosis documents into normalized structured forms using the IDEAL-X
system for easy data navigation. The adaptive learning and user-customized controlled toxicity vocabularies were applied to
extract categorized treatment and prognosis data, so as to generate structured output.

Results: In total, we extracted data from 261 treatment and prognosis documents relating to 50 patients, with overall precision
and recall more than 93% and 83%, respectively. For toxicity information extractions, which are important to study patient
posttreatment side effects and quality of life, the precision and recall achieved 95.7% and 94.5% respectively.

Conclusions: The IDEAL-X system is capable of extracting study data regarding NSCLC chemoradiation patients with significant
accuracy and effectiveness, and therefore can be used in large-scale radiotherapy clinical data studies.

(JMIR Med Inform 2018;6(1):e8)   doi:10.2196/medinform.8662
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Introduction

Locally advanced or inoperable non–small cell lung cancer
(NSCLC) occurs in approximately 20% to 30% of all cases of
NSCLC [1] and may be treated with a combination of definitive
concurrent chemotherapy and radiation. Modern radiotherapy
has made great advances in the care of NSCLC patients, by
reducing potential toxicities using involved field irradiation,
while improving survival rates [2-4]. Assessing the effects of
new developments in treatment techniques and regimens requires
studies on the correlation between the treatment and prognosis
[5-7]. Such studies involve extracting extensive patient
information on chemoradiation treatments and follow-up
assessments, including survival, tumor control, and toxicities.

Information about treatment and prognosis is embedded in
treatment summaries and clinical encounter notes, which have
various formats and diverse vocabularies. Manual extraction
from large volumes of patient treatment summaries and records
describing prognosis is time consuming and labor intensive.
There is a need for an automated information system, as a
natural language processing tool, to extract the needed patient
treatment and prognosis data. During recent years, automated
information systems have become widely used in medical and
biomedical domains. The clinical Text Analysis and Knowledge
Extraction System specializes in clinical information extraction
[8]. The Cancer Tissue Information Extraction System focuses
on annotating cancer text [9]. MedLEE supports connecting
value to controlled vocabularies [10]. MedEx aims to extract
medication-related information such as dosage and duration
[11]. The Clinical Language Annotation, Modeling, and
Processing toolkit integrates award-winning algorithms and,

moreover, enables users to customize natural language
processing components so as to encode clinical text
automatically [12,13]. Medical text extraction processes
pathology reports and uses rule-based methods to classify lung
cancer stages [14]. A recent study also demonstrated that the
metastatic site and status of lung cancer could be extracted from
pathology reports using a pipeline [15]. Another study showed
that cancer stage information could also be extracted with natural
language processing [16]. Most traditional information
extraction systems rely on batch training or predefined rules
and were designed for only limited medical domains or tasks.

To support a retrospective study of NSCLC chemoradiotherapy
patients, we adapted our in-house–developed information
extraction platform, Information and Data Extraction using
Adaptive Learning (IDEAL-X; X represents controlled
vocabulary) system [17-19]. This information extraction system
aims to transform free-text clinical documents into structured
data and has been used by projects in cardiology and pathology.
IDEAL-X possesses unique features different from the systems
mentioned above: (1) users may freely customize attributes to
be extracted; (2) the system extracts information from narrative
medical documents and generates normalized values to populate
output tables and assist manual annotation; (3) it requires no
mandatory configurations or training before performing
annotation and adaptive learning processes; and (4) the system
learns from users’ normal interactions transparently, and
establishes and refines decision models incrementally, which
further alleviates manual annotation efforts. Figure 1 shows
how the IDEAL-X system processes the input from free-text
reports generated during physician and patient encounters and
delivers structured output.

Figure 1. Screenshot of the Information and Data Extraction using Adaptive Learning (IDEAL-X) platform, and example input and output.

Methods

Patient Information
We collected NSCLC patient data to investigate the relationship
between shrinkage of the treated tumor and each category of
prognosis data: survival, tumor control, and toxicities. The
patient treatment data we needed to identify included the
chemoradiotherapy drugs used, dose, and treatment time frame.

From the follow-up clinical notes, we needed to extract tumor
control information diagnosed from the patient’s follow-up
computed tomography and positron emission tomography
images, patient toxicities, and complication data, including skin,
internal organ, blood, and overall body reactions to treatment.
We further categorized toxicities into different toxicity grades
[20]. After we extracted the information in a structured format,
we intended to use it to statistically correlate treatment tumor
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shrinkage with survival time, disease control rate, and the
toxicities.

From studies approved by the institutional review boards of
both Rutgers University and Emory University, we
retrospectively identified 50 patients who had primary
unresectable, locally advanced, biopsy-proven stage II-III
NSCLC, and who had received chemoradiotherapy with a
median follow-up of 22 months. In total, we exported 261
treatment and patient follow-up documents from the patient
electronic health record system ARIA (Varian Medical Systems,
Inc, Palo Alto, CA, USA) and anonymized the data for this
study.

IDEAL-X System Development
We adapted the IDEAL-X system to support automated
information extraction from the NSCLC chemoradiation
patients’ documents. After a requirement analysis, we added
new features, such as extracting timex and parsing tabular
information, to enhance the original system. We also
implemented corresponding feature extraction and machine
learning processes for timex and tabular formats, and constructed
the dictionary to assist toxicity data extraction. We extracted
patient information, such as treatment time frame and
chemoradiotherapy, from treatment records with an adaptive
learning process (Table 1). In extracting this information, the
system began without any prior training and created its machine
learning model incrementally. During the information extraction
of the toxicities, the adaptive learning process was disabled.
We used the dictionary shown in Textbox 1 to aid in toxicities
information extraction. Along with extracted values, the
sentences where the values were embedded were also output in
a spreadsheet, which could be used for further manual toxicity
grade differentiation based on patient Common Terminology
Criteria for Adverse Events guidelines v 4.0, which were
designated previously in the patient charts [20].

In addition, to verify the extracted data, we asked 2 physicians
to manually annotate these reports. We used the manually
annotated ground truth to validate the automatically generated
output from the IDEAL-X system. We used precision and recall
results to estimate the effectiveness of extraction.

IDEAL-X Adaptive Learning Process
Through adaptive learning, IDEAL-X established its decision
model through ordinary operations in manual annotation. First,
the user designated the value to fill every attribute in the
structured output form. After a few initial documents, the system
quickly learned important and related information that the user
sought and began to generate standardized values automatically
in subsequent documents. The system continued to learn and
update its knowledge, without special user intervention. This
incremental learning process made the system domain agnostic
and not limited to a specific medical report. When available, a
user-defined controlled dictionary and other configurations

could also be provided by the user to facilitate this learning
process, but they were not mandatory.

System Data Flow
Figure 2 demonstrates the system’s data flow. Each time that
the system loaded a document, the system moved through the
preprocessing phase and parsed the text to analyze and identify
important linguistic features and natural language elements.
These features and elements included (1) part of speech: the
part-of-speech tag of each word, for example, noun and verb;
(2): timex: the system relied on predefined regular expressions
to identify timex, such as 2010-01-09 and Sep 13, 2013, and
then indexed them based on their position in the text; (3) tabular
information: the system identified and parsed tables in input
text to comprehend underlying relations between values and
the metadata in a table; (4) negation terms: the system detected
negation terms and regions being affected, for example, in the
case of “patient denies fever and fatigue,” “fever” and “fatigue”
were not extracted as part of the toxicities; and (5) uncertain
terms: the system identified uncertain phrases and regions being
governed, for example, “We explained to her that the risks of
the treatment included dysphagia and pneumonitis” meant that
dysphagia and pneumonitis had not appeared yet as symptoms.
We used these features to mark the input text and provide
detailed linguistic indications during extraction.

After preprocessing, the parsed text was investigated by the
automated annotation component of the system to populate the
output form automatically. First, sentences where possible values
may be located were extracted based on text hierarchy,
frequently co-occurring terms, previously extracted values, or
user-customized vocabularies. The system then identified
candidate phrases from located sentences using either a hidden
Markov model [21] chunker or a dictionary chunker.
Subsequently, candidate values were examined by various filters
based on linguistic features such as part of speech, certainty, or
negation collected during preprocessing. After filtering, the
sentence score and the chunk score were combined, on the basis
of which a classifier determined the overall confidence score
of each candidate value and categorized it as “accept” or
“reject.”

We then reviewed the automatically extracted values manually
for the purpose of adaptive learning. We considered positive
and negative scenarios: if the user navigated to the next
document without changing any values, we regarded the values
generated by the system as positive training cases; if the user
modified any values, we regarded the system-generated values
as negative training cases and the manually updated values as
positive ones. We used the results of the review to support
further improvements in the automated annotation component.
Difference feature extract procedures, which model the traits
of numerical, nominal, timex, and tabular data elements, were
applied to corresponding positive and negative instances. By
repeating these steps, the system became intelligent
incrementally and delivered more accurate results.
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Table 1. Information extracted from treatment records of patients with non–small cell lung cancer.

Adaptive learningDictionaryNumbers of valuesText data typeAttributes

YesN/Aa68NominalTreatment site

YesN/A56NominalChemotherapy information

YesN/A92DateTreatment time frame

YesN/A97NumericalRadiation therapy dose

N/AYes331NominalToxicities

aN/A: not applicable.

Textbox 1. Dictionary of toxicities.

Anemia

Lymphopenia

Anorexia

Dehydration

Dyspnea

Fatigue

Mucosal inflammation

Radiation esophagitis

Weight decrease

Cough

Febrile neutropenia

Neutropenia

Bronchitis

Diarrhea

Esophagitis

Hyponatremia

Nausea

Radiation pneumonitis

Dermatitis

Leukopenia

Thrombocytopenia

Decreased appetite

Dysphagia

Failure to thrive

Localized infection

Pneumonia

Vomiting

Insomnia
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Figure 2. Data flow in the Information and Data Extraction using Adaptive Learning (IDEAL-X) platform. EMR: electronic medical record.

Results

Figure 3 shows the validation results against the manually
annotated ground truth. In the validation for patient
characteristics and tumor control, the system achieved an overall
precision of over 93%. The recall values of all information were
more than 83%. The recalls were lower than the precisions, as
the recalls reflected the performance during the overall adaptive
learning process—the system processed a few documents to
construct and refine its decision model at its early stage in the
adaptive learning process.

Especially in the extraction of the toxicities, the negation
detection and certainty detection filters contributed directly to
the accuracy of extraction. With the help of a controlled
dictionary, the system achieved an overall precision of 95.7%
and recall of 94.5%.

Within 1 second, a well-trained system can process patient
documents of multiple pages and output the results in a
predefined format. Compared with manual review, which
requires reading through the entire document and manually
annotating the notes on each patient, this system significantly
improved the efficiency of information extraction.

Figure 3. Effectiveness of data extraction as estimated by precision and recall of automatically generated output compared with manually annotated
ground truth.

Discussion

IDEAL-X employed adaptive learning and a controlled
vocabulary to support information extraction, which alleviated
both the training and the deployment processes that could be

expensive in applying a traditional information extraction
system. The various data types IDEAL-X supports cover the
most important and common information in oncology reports,
which delivers great usability to our use case. We have
demonstrated the great advantage of this system in greatly
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improving information extraction effectiveness while
maintaining high accuracy when applied to extracting NSCLC
patient treatment and prognoses data from heterogeneous
document formats. In addition, because the system improves
its performance incrementally, its accuracy could be further
improved with additional training documents. Once trained, the
developed system was able to process further fed-in reports in
batch mode without revision. Without an intervening regular
manual reporting process that handles input documents in
sequence, the system accumulates knowledge transparently to
empower the task and, therefore, could be conveniently
integrated into a regular clinical workflow. The technology it
used was domain agnostic and, therefore, could be transformed
to other disease sites and studies in radiation oncology.

Limitations
In the validation analysis, the system also revealed some
unavoidable limitations. The system identified and
comprehended information based on explicitly expressed
keywords. For example, the phrases “neoadjuvant chemo” and
“upfront chemotherapy” may be used as keywords to identify
chemotherapy induction. However, in situations where relevant
information is distributed across different regions in the text,
more insightful comprehension becomes necessary. For

example, in the case of “After 4 cycles of chemotherapy and
abdomen...we began radiation...,” the system was not intelligent
enough to interpret the meaning of “4 cycles” as “neoadjuvant
chemotherapy” behind the narrations. In general, this
sophisticated scenario reveals the limitation of this information
extraction-based approach. The system requires explicit
keywords or hints to determine an event; however, it cannot
reason and analyze factors collected from different sources.
Such cases resulted in lower recalls for chemotherapy than for
other attributes and demanded a manual review. Therefore, to
facilitate the manual review, we output the associated sentence
with the extracted information together in tabular format for
user manual review and validation at a later time.

Conclusion
We adapted the IDEAL-X system to automatically extract
treatment and prognostic information for stage II and III NSCLC
patients who had received chemoradiation. With this system,
patient information was extracted efficiently from their medical
documents in various formats. The system, together with
minimized manual review efforts, generated outputs with high
precision and recall. It significantly improved the effectiveness
and can be easily applied to other radiation oncology patient
studies at larger scales.
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Abstract

Background: A computerized physician order entry (CPOE) system combined with a clinical decision support system can
reduce duplication of medications and thus adverse drug reactions. However, without infrastructure that supports patients’
integrated medication history across health care facilities nationwide, duplication of medication can still occur. In Taiwan, the
National Health Insurance Administration has implemented a national medication repository and Web-based query system known
as the PharmaCloud, which allows physicians to access their patients’ medication records prescribed by different health care
facilities across Taiwan.

Objective: This study aimed to develop a scalable, flexible, and thematic design-based clinical decision support (CDS) engine,
which integrates a national medication repository to support CPOE systems in the detection of potential duplication of medication
across health care facilities, as well as to analyze its impact on clinical encounters.

Methods: A CDS engine was developed that can download patients’ up-to-date medication history from the PharmaCloud and
support a CPOE system in the detection of potential duplicate medications. When prescribing a medication order using the CPOE
system, a physician receives an alert if there is a potential duplicate medication. To investigate the impact of the CDS engine on
clinical encounters in outpatient services, a clinical encounter log was created to collect information about time, prescribed drugs,
and physicians’ responses to handling the alerts for each encounter.

Results: The CDS engine was installed in a teaching affiliate hospital, and the clinical encounter log collected information for
3 months, during which a total of 178,300 prescriptions were prescribed in the outpatient departments. In all, 43,844/178,300
(24.59%) patients signed the PharmaCloud consent form allowing their physicians to access their medication history in the
PharmaCloud. The rate of duplicate medication was 5.83% (1843/31,614) of prescriptions. When prescribing using the CDS
engine, the median encounter time was 4.3 (IQR 2.3-7.3) min, longer than that without using the CDS engine (median 3.6, IQR
2.0-6.3 min). From the physicians’ responses, we found that 42.06% (1908/4536) of the potential duplicate medications were
recognized by the physicians and the medication orders were canceled.
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Conclusions: The CDS engine could easily extend functions for detection of adverse drug reactions when more and more
electronic health record systems are adopted. Moreover, the CDS engine can retrieve more updated and completed medication
histories in the PharmaCloud, so it can have better performance for detection of duplicate medications. Although our CDS engine
approach could enhance medication safety, it would make for a longer encounter time. This problem can be mitigated by careful
evaluation of adopted solutions for implementation of the CDS engine. The successful key component of a CDS engine is the
completeness of the patient’s medication history, thus further research to assess the factors in increasing the PharmaCloud consent
rate is required.

(JMIR Med Inform 2018;6(1):e6)   doi:10.2196/medinform.9064

KEYWORDS

duplicate medication; adverse drug reaction; clinical decision support system; PharmaCloud

Introduction

Duplication of medication can be defined as a patient being
prescribed more than two medications of the same therapeutic
class (including different doses, forms, frequencies, or routes)
within an overlapping period, with one of the prescriptions being
clinically redundant [1-3]. The duplication of medication orders
is a critical issue that can result in some patients being affected
by adverse drug reactions (ADRs) [4-6]. The potential for
duplication of medications has increased, with patients visiting
a greater number of different hospitals and following more
extensive medication regimens. This issue particularly affects
elderly patients and those suffering from chronic diseases [7-9].
A previous study indicated that physicians and pharmacists can
help reduce unnecessary prescriptions and optimize a patient’s
drug therapy regimen by examining a patient’s full medication
record [1]. Reducing duplicate medications and treatment can
contribute significantly to preventing ADRs.

In addition, duplication of medications increases overall medical
expenditures [4-6], causes serious environmental pollution, and
wastes medical and social resources [10,11]. Each year in
Taiwan, more than 3 tons of prescribed medications go unused
[11]. A study also indicated that 8.8% of outpatients received
duplicate medications across different health care facilities in
Japan [12]. In the United Kingdom, approximately £300 million
of medicines prescribed by the National Health Service are
wasted each year [10]. The issue of duplicate medications and
its impact on patient safety have received attention in several
countries.

More and more information and communication technologies,
such as clinical decision support systems (CDSSs), have been
proposed as a solution for improving medication safety. Many
studies have suggested that a computerized physician order
entry (CPOE) system combined with a CDSS could help in
preventing ADRs [5,6,13], thereby reducing medication
expenditure [14]. However, even when using such a system,
duplication of medication can still occur due to a lack of an
infrastructure supporting the integration of patients’medication
records prescribed by different health care facilities in general,
including clinics, doctor offices, medical centers, or large
hospitals. Thus, when a patient is transferred from one hospital
to another, or visits more than one hospital for the same
condition, physicians may not be aware of the medication
prescribed at other hospitals and may prescribe duplicate
medications despite using a CPOE system with a CDSS.

In Taiwan, the National Health Insurance Administration
(NHIA) has implemented approaches for sharing patients’
medical care information nationwide, including health smart
cards [4] and a Web-based medication query system based on
a national medication repository known as the PharmaCloud
[4,15]. The PharmaCloud contains the most complete and
up-to-date version of a patient’s medication history. According
to NHIA policy, health care facilities must upload a patient’s
prescribed medications to the PharmaCloud within 24 hours
after the patient’s visit [15,16].

Currently, the PharmaCloud stores the latest 3 months of each
patient’s prescribed medication records. It supports two access
modes for authorized clinical professionals. One is an online
query through a Web browser interface; the other is a batch
download. By using the online query mode, an authorized
physician can access patients’ medication histories in the
PharmaCloud through a Web browser. When the physician
wants to prescribe medication orders for a patient, he or she can
use the Web browser to submit queries about the patient’s
medication history prior to ordering a prescription. A physician
can check that information on the browser manually and then
use that information to make independent decisions about the
prescription to avoid prescribing duplicate medications. Most
health care facilities encourage their physicians to use the online
query mode to access the PharmaCloud. However, physicians
are usually very busy and so this approach may not be feasible.

In the batch download mode, a patient’s medication history can
be downloaded from the PharmaCloud provided the patient has
signed an informed consent form allowing the authorized
physicians access and has made an appointment at least one day
in advance. We will refer to the informed consent form as the
PharmaCloud consent form. In this approach, the downloaded
patients’medication histories have to be integrated into a CPOE
system so that the CPOE can verify the prescription to see if
there is any potential duplicate medication and other ADRs.
However, CPOE systems are complex because they must access
data from various systems within a hospital. Furthermore,
electronic health record (EHR) systems are usually adopted
incrementally [17,18]. Thus, a new approach to design a flexible
and scalable decision support system that integrates the
PharmaCloud and a CPOE system to prevent duplicate
medications and other ADR events is needed.

In this study, we developed a modularized clinical decision
support (CDS) engine that can support duplicate medication
checks based on the PharmaCloud. We also analyzed the impact
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of the CDS engine on patient encounter time and physicians’
responses to handling potential duplicate medication alerts.
These results could provide insights to adopt the CDS engine
and recommendations to improve the efficiency in medication
safety checks.

Methods

Settings
For this study, the CDS engine was developed and installed at
Taipei Medical University Hospital, a teaching hospital with
nearly 800 beds. The hospital has a highly informative
infrastructure and is a certified Healthcare Information and
Management Systems Society EHR Adoption Model stage 6
hospital [19]. At this hospital, the backend repositories and
databases of CPOE, online registration/appointment, and drug
information management systems have been integrated.
Although a CDS engine may perform many decision support
functions, at this stage the implemented CDS engine supported
the function of duplicate medication checking only.

Framework of the Clinical Decision Support Engine
and its Interactions With the PharmaCloud and
Computerized Physician Order Entry Systems
The framework of the CDS engine and interactions with the
PharmaCloud and a CPOE system are presented in Figure 1.
The implemented CDS engine consisted of four major
components: the PharmaCloud adapter, CDS engine local
repository, the duplicate medication checker, and the CDS
engine adapter as described subsequently.

The PharmaCloud Adapter
The PharmaCloud adapter is used to access a patient’s visit
appointment information registered in the patient appointment
system and to verify whether the patient signed the PharmaCloud
consent form for PharmaCloud access. If so, the PharmaCloud
adapter retrieves the patient’s last 3 months of medication
records from the PharmaCloud via batch download over the
National Health Insurance (NHI) virtual private network (VPN).

Clinical Decision Support Engine Local Repository
The CDS engine local repository was implemented using the
PostgreSQL relational database system [20] to store the patients’
medication history data retrieved from the PharmaCloud. The
medication history contains all medication records prescribed
in the last 3 months by the health care facilities in Taiwan. The
medication record contains information including the
Anatomical Therapeutic Chemical (ATC) Classification name,
NHI drug code, drug ingredients, drug name, prescribing date,
number of days it was prescribed for, and the number of days
of drug treatment remaining.

Decision Support Module: Duplicate Medication Checker
The decision support module is a decoupled, thematic design
approach that allows health care facilities to add, update, and
delete customized medication verification modules (eg, duplicate
medication, drug-drug interaction, and maximum dosage). The
duplicate medication checker was one of the verification
modules used in this study. It consists of a set of logic and rules
for detecting duplicate medications. Duplicate medication is
primarily identified using the ATC system [2,3]. We defined
potential duplicate medication as two prescribed drugs (not
necessary in the same prescription, but with an overlap between
their start date and stop date) that had the same ATC level 4
codes (ie, the first four digits of the ATC codes are identical)
[15,21-24]. The NHIA has released a cross-mapping table
between NHI drug codes and ATC codes [15].

Clinical Decision Support Engine Adapter
The CDS engine adapter is an interface between the CDS engine
and a CPOE system that allows the CPOE system to initiate the
duplicate medication checker. It performs mapping functions
between the hospital’s drug codes, NHI drug codes, and ATC
codes. When a physician wants to prescribe a drug for a patient,
the CPOE system sends the drug details, including the patient’s
identification, drug code, start date, and stop date, to the
duplicate medication checker via the CDS engine adapter, which
then converts the drug details into a form that can be interpreted
by the duplicate medication checker. After checking for
duplicate medication, the duplicate medication checker returns
the result to the CPOE system via the CDS engine adopter.
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Figure 1. The integrated computerized physician order entry (CPOE) system and clinical decision support (CDS) engine for detecting potential duplicate
medications. NHI: National Health Insurance; VPN: virtual private network.

Extension of Decision Support Function
The CDS engine is different from the traditional CDSS coupled
with CPOE. The CDS engine has a decoupled decision support
module from the hard-coded rules in CPOE. The module
provides a thematic decision rules design approach. Health care
facilities are able to maintain several independent thematic CDS
modules for different CDS applications. These independent
configurable knowledge rule modules allow CPOE to invoke
few configurations and decrease the code change of the original
CPOE. The scalable and flexible nature of the framework
facilitates health care facilities to integrate the CDS function
into their existing CPOE system. The steps involved in the
extension of the CDS engine rule module are as follows:

1. Defining the theme of the decision support module. In this
study, we defined a duplicate medication checker to
distinguish duplicate medications. The theme of the decision
support module can be extended using a drool file [25].
Creating a new decision support module or modifying the
original decision support module is possible in the CDS
engine.

2. Defining the input and output parameters and the decision
support logics in the decision support module. Health care
facilities must select the input parameters from the CPOE
and local repository for the decision support logics, and
those that are to be returned to the CPOE. The design of
the decision support logics may be based on relevant clinical
guidelines, regulations, protocols, or medication knowledge.

3. Retrieving the EHRs from the local repository. In our study,
the EHRs were retrieved from PharmaCloud through the
PharmaCloud adapter. In other scenarios, health care
facilities could add other EHR adapters to retrieve different
EHR sources.

4. Adding a Web service path to the CDS engine adapter. A
health care facility can add a Web service URL for CPOE
to invoke the added decision support module.

5. CPOE has an AJAX [26] Web service call from the CDS
engine adapter to invoke the decision support module in a
CPOE textbox; thus, physicians are alerted when prescribing
medications.

Information Security Framework
To ensure a certain level of safety in storing medical
information, we adopted some information security assumptions
for both the EHR repositories and CPOE, such as secure tunnel,
access control, and privacy control protection. In the secure
tunnel, as PharmaCloud is deployed in the NHI VPN
environment, the CDS engine must access the PharmaCloud
through the NHI VPN. In the access control, we must have both
the physician’s Healthcare Certification Authority card and the
patient’s health smart card simultaneously inserted into the card
reader to verify that the physician has the authority to access
the patient’s medication history. Finally, the patient must sign
the PharmaCloud consent form before the CDS engine batch
downloads their medication history; if not, the CDS engine
would not retrieve the patient’s medication history.

Workflow for Detecting Potential Duplicate Medication
Across Health Care Facilities With the Clinical
Decision Support Engine
Patients who wish to allow their physicians at a health care
facility to access their medication history in the PharmaCloud
must complete the PharmaCloud consent form and submit it to
the health care facility. When a patient wants to visit a doctor,
he or she makes an appointment and registers in advance by
using the patient appointment system of the health facility. If
the patient’s consent is in effect at the time of the visit, the CDS
engine retrieves the patient’s medication history for the past 3
months from the PharmaCloud and stores it into the CDS engine
local repository. To evaluate the impact of the CDS engine on
an outpatient clinical encounter, a clinical encounter log iss
created to collect information about the patient and physician,
the start and end time of the clinical encounter, the drugs
prescribed by the physician, and the physician’s responses to
potential duplicate medication alerts, if any.

Figure 2 shows the prescription workflow of a clinical encounter
using the CDS engine. First, the physician’s Healthcare
Certification Authority card and the patient’s health smart card
are simultaneously inserted into a card reader to initiate the
clinical encounter. The CPOE system reads the physician’s and
patient’s information. This information and the start time of the
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encounter are recorded into the clinical encounter log. The
physician then conducts the patient assessment and diagnosis
for the patient. If the patient does not require any medication,
the workflow ends. If the patient requires medication, the
physician prescribes a drug via the CPOE system. The CPOE
system verifies whether the patient has signed the PharmaCloud
consent form. If not, the physician simply uses the CPOE system
to prescribe the drug without using the CDS engine. If the
patient has signed the PharmaCloud consent form, the CPOE
invokes the CDS engine duplicate medication checker to
perform a duplicate medication check. The prescribed drug and
the check result are also recorded into the clinical encounter
log.

If the duplicate medication checker detects a potential duplicate
medication (ie, the prescribed drug’s ATC level 4 code is the
same as the one stored in the CDS engine local repository), it

sends an alert to the CPOE system. The alert information,
including drug name, ATC code, and start and stop dates, is
then displayed on a pop-up screen (Figure 3, upper panel). Our
hospital requires the physician to provide a reason for
prescribing the duplicate drug in order to meet the NHI payment
policy. Thus, the physician can click on one of the check buttons
(Figure 3, middle) and then proceed to prescribe the subsequent
drug by clicking on the “Continue” button. If the physician does
not select a reason, he or she has to click on the “Cancel” button
to revoke the prescribed drug. The reason for prescribing the
duplicate drug and the physician’s response are recorded in the
clinical encounter log. If no duplicate medication is found, the
physician can continue prescribing drugs until no further drug
prescription is required. Finally, the physician withdraws the
patient’s health smart card from the card reader to end the
clinical encounter. The ending time is also recorded in the
clinical encounter log.

JMIR Med Inform 2018 | vol. 6 | iss. 1 |e6 | p.50http://medinform.jmir.org/2018/1/e6/
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. The prescription workflow using the clinical decision support (CDS) engine for detection of potential duplicate medication.
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Figure 3. A screenshot of a pop-up screen showing an alert message that appears when a potential duplicate medication is detected. The screen presents
the information about the duplicate drug (upper panel), response options for reasons for prescribing the medication (middle), and action to take (lower
panel).

Analysis of Impacts of the Clinical Decision Support
Engine on Outpatient Services
The CDS engine has been integrated into a CPOE system of
the hospital to support order entry processes, and this combined
system has operated in four outpatient departments: medicine,
surgery, gynecology-pediatrics, and “other” departments. The
clinical encounter log was initiated to collect information about
clinical encounters from April 1 to June 30, 2016. During this
period, for each patient’s clinical encounter, the log collected
the starting and ending time of the encounter, prescribed
medication, and the physician’s response(s) to a potential
duplicate medication alert, if any. The log could be used to
analyze how the CDS engine affected the encounter time and
to determine physicians’ responses to potential duplicate
medication alerts in different outpatient departments.

To investigate clinical encounter time, we divided clinical
encounters into two groups based on the clinical encounter log:
“with CDS engine” and “without CDS engine.” Patients in the
without CDS engine group were those who did not sign a
PharmaCloud consent form; patients in the with CDS engine
group were those who signed the PharmaCloud consent form.
We also analyzed the characteristics of the consent rate, potential
duplicate medication rate, and physicians’ response(s) to any
potential duplicate medication alerts. We used the statistical
software R version 3.3.1 [27] to perform a Wilcoxon rank sum
test with a 5% level of significance to assess the difference in
encounter time between the without CDS engine and the with
CDS engine groups.

Results

Overall, there were 178,300 patient visits to the four outpatient
departments during the 3-month period, as shown in Table 1.
There were 43,844 (24.59%) of patient visits in which the
patients signed the PharmaCloud consent form, allowing their
physicians to access their medication history stored in the
PharmaCloud. That is, there were 43,844 and 134,456 patient
visits in the with CDS engine and without CDS engine groups,
respectively. In the without CDS engine group, there were
96,714 (71.93%) patient visits in which at least one medication
order was prescribed. In the with CDS engine group, there were
31,614 (72.11%) patient visits in which at least one medication
order was prescribed. Among these, 4227 (13.37%) prescriptions
resulted in potential duplicate medication.

Table 2 shows the clinical encounter time in the with CDS
engine and without CDS engine groups. A Wilcoxon rank sum
test showed that the clinical encounter time in the with CDS
engine group (median 4.3, IQR 2.3-7.3 min) was significantly
longer than that in the without CDS engine group (median 3.6,
IQR 2.0-6.3 min). A similar pattern was observed in the
medicine, surgery, and other departments, but not in the
gynecology-pediatrics department, where there was no
significant difference between the groups. This might be because
there are usually more medical checkups and procedures than
medication treatments in gynecology-pediatrics outpatient
services.

JMIR Med Inform 2018 | vol. 6 | iss. 1 |e6 | p.52http://medinform.jmir.org/2018/1/e6/
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Analysis of clinical encounters information during the 3-month data collection period.

Total (N=178,300)Without CDS engine (n=134,456)With CDSa engine (n=43,844)Clinical encounters

49,972 (28.03)37,742 (28.07)12,230 (27.89)No medicine prescribed, n (%)

128,328 (71.97)96,714 (71.93)31,614 (72.11)Medicine prescribed, n (%)

—4227Potential duplicate medication, n

—27,387No potential duplicate medication, n

aCDS: clinical decision support.

Table 2. Differences in clinical encounter time between with clinical decision support (CDS) engine and without CDS engine groups.

PWith CDS engineWithout CDS engineDepartments

Median time in minutes, (IQR)nMedian time in minutes, (IQR)n

<.014.5 (2.6-7.4)17,1893.7 (2.2-6.2)49,310Medicine

<.013.7 (1.8-7.0)90313.1 (1.5-5.8)26,885Surgery

.924.6 (2.3-8.0)22094.5 (2.5-7.7)9129Gynecology-Pediatrics

<.014.3 (2.4-7.2)31853.8 (2.2-6.4)11,390Other

<.014.3 (2.3-7.3)31,6143.6 (2.0-6.3)96,714Total

Table 3. Physicians’ responses to potential duplicate medications.

Physician response, n (%)Department

TotalSelf-payfOthereCondition changedPhysician on leavecLost prescriptionbCancela

2888 (100)228 (7.89)528 (18.28)905 (31.34)91 (3.15)87 (3.01)1049 (36.32)Medicine

1079 (100)48 (4.45)155 (14.37)226 (20.95)9 (0.83)38 (3.52)603 (55.89)Surgery

219 (100)16 (7.31)16 (7.31)88 (40.18)0 (0)11 (5.02)88 (40.18)Gynecology-Pediatrics

350 (100)69 (19.71)21 (6.00)82 (23.43)5 (1.43)5 (1.43)168 (48.00)Other

4536 (100)361 (7.96)720 (15.87)1301 (28.68)105 (2.31)141 (3.11)1908 (42.06)Total

aCancel: confirmed as a duplicate drug—cancel this drug.
2Lost prescription: the patient lost the prescription.
cPhysician on leave: the physician is going on leave, plan earlier patient follow-up.
dCondition change: the patient’s condition has changed—arrange an early follow-up.
eOther: none of the above reasons—arrange an early follow-up.
fSelf-pay: duplicate prescribing, but the patient wishes to pay at his or her own expense.

An alert was trigged by a drug in a prescription if it was detected
as a potential duplicate medication. Among the 4227 potential
duplicate medication prescriptions (Table 1, 13.37% of 31,614
prescriptions), more than two potential duplicate medication
alerts occurred for 170 (totaling 479 potential duplicate
medication alerts); therefore, a total of 4536 potential duplicate
medication alerts were responded to by physicians in Table 3.
In summary, 42.06 % (1908) of the alerts led to cancelation of
the duplicate drugs to be prescribed (ie, clicked “Cancel”
button). The remaining 2628 alerts did not lead to a cancelation
response and were issued for the following reasons: 28.68%
(1301) for “condition change” (the patient’s condition has
changed—arrange an early follow-up), 15.87% (720) for
“others” (none of the above reasons—arrange an early

follow-up), 7.96% (361) for “self-pay” (duplicate prescribing,
but the patient wishes to pay at his/her own expense for some
reasonable reasons), 3.11% (141) for “lost prescription,” and
2.31% (105) for “physician on leave.” Notably, the most
common reason for issuing duplicate drugs was “condition
change.” The alerts enabled the physicians to review their
prescriptions once again and, consequently, to prevent the
duplication of medications.

In Table 4, the results show that 1843 prescriptions were
confirmed as duplicate medication prescriptions from the 4227
potential duplicate medication prescriptions, or that 5.83% of
prescriptions (1843/31,614) might result in duplicate
medications.
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Table 4. Prescriptions confirmed as duplicate medication prescriptions.

Canceled drugs/CDS engine
prescriptions, %

CDSb engine prescriptionc, nCanceled druga, nPotential duplicate medication, n (%)Department

5.9617,18910252685 (63.52)Medicine

6.3890315761019 (24.11)Surgery

3.89220986215 (5.09)Gynecology-Pediatrics

4.903185156308 (7.29)Others

5.8331,61418434227 (100)Total

aThe prescription had at least one drug confirmed as a duplicate drug and the doctor canceled this drug.
bCDS: clinical decision support.
cThe prescription checked with the CDS engine.

Discussion

Principal Results
In our study, we developed a CDS engine to access the
PharmaCloud (a national medication repository) to retrieve the
medication records of patients from the previous 3 months. As
per Taiwan NHI policies, health care facilities are required to
upload their patients’ prescriptions within 24 hours after a visit.
Thus, the CDS engine can access a fairly complete and
up-to-date medication history. A previous study [22] showed
that incomplete or delayed sharing of EHRs across health care
facilities made it difficult for a CDSS to perform thorough
checks of potential duplicate medications, resulting in a
duplicate medication detection rate of 2.4%. Our approach
increased the previously reported duplicate medication detection
rate from 2.4% to 5.83% of total prescriptions. It shows that the
more complete the medication history is, the better the protection
from duplicate medication.

Nowadays, medication safety is a top priority for both patients
and health care providers. However, it requires additional cost.
Under our CDS engine framework, clinical encounter time was
slightly (0.7 min) longer than when a CPOE system was used
alone (from 3.6 min to 4.3 min) despite the ability to enhance
medication safety. However, as we adopt more advanced and
faster communication and computer technology to build CDS
engines, the increased time can be mitigated. Thus, while
implementing the CDS engine, to guarantee the desired level
of medication safety, we should carefully evaluate the adopted
solutions to meet the time requirements in clinical practice.
Although the CDS engine takes an additional time of 0.7 min,
it is still more efficient than the previous methods used in
Taiwan [28]. Previously, CPOE invoked medication information
stored in the health smart card to support medication decisions,
but the prescription information was written by the physician
for each patient, which required additional time (1.88 min) and
resulted in more time utilized than when using the CDS engine
with PharmaCloud.

Knowledge-based CDS generally offers two categories:
“stand-alone CDS” and “CDS coupled with CPOE” [29]. The
former is not directly integrated into the clinical workflow; a
physician must enter patient information into both CPOE and
CDSS, which can cause double data entry. The physician has
to switch between the systems. Furthermore, it could not issue

reminders when the physician prescribed medication using
CPOE. Thus, this method is time-consuming and may
compromise the clinical process, particularly during busy
clinical practice. The latter one prevented double data entry and
issued reminders when the physician prescribed medications.
However, in the context of ever-improving and new medical
knowledge, new clinical guidelines, regulations, policies, and
EHRs (in general, due to limited budgets and resources, EHR
systems are usually adopted incrementally by health care
facilities [17,18]), CDS functions must be kept updated to
prevent use of outdated knowledge [30]. Previous studies have
shown that CDS rules are usually hard-coded or tight-bundled
with CPOE or incorporated into CPOE [31,32]; thus, the CPOE
program has to be updated once the rules are updated. This
maintenance of rapidly changing knowledge and systems with
complex rule sets can be expensive [29]. Therefore, we provided
an innovative CDS engine and adopted the CDS engine to detect
potential duplicate medication in this study. Firstly, the CDS
engine provides a decoupled decision support module, a thematic
decision rules design approach. Health care facilities can design
or update these independent configurable CDS knowledge
modules separately, such as potential duplicate medication
checks, drug-drug interactions, and drug allergies. This would
increase the scalability and extensibility of CDS with CPOE.
Secondly, the CDS engine adapter, a service-oriented
architecture (SOA)-based design, can provide a Web application
programming interface for CPOE to invoke on demand the
thematic CDS module with few configurations. It can also
reduce the change in the original CPOE.

Moreover, as described in the Methods section (“Extension of
Decision Support Function”), we can add EHR adapters to
retrieve other EHR repositories not restricted in PharmaCloud.
As increasing numbers of EHRs gradually become available,
our CDS engine approach can rapidly meet the changing
requirements of CDSS to provide more complete medical
histories and ensure added safety. Other studies also indicated
that the future adoption of CDS would ideally be modularized
[33] with SOA design pattern [29] to account for the
ever-changing medical knowledge. Thus, the innovative CDS
engine framework can fulfill the trends in the field of medicine.
The NHIA will continue to provide additional medical records,
such as laboratory test results, surgeries, dental procedures,
controlled drug management, and medicine allergies. With a
more complete EHR, future iterations of the CDS engine would
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focus on the integration of more EHR repositories and designing
of more CDS theme modules (ie, drug-drug interactions, dose
calculations, pregnancy medication reminders, and allergy
reminders) to extend CDS coverage to the health care facilities.

Electronic health records are generally recognized as key
components of CDSSs [34]. Integrating EHRs with CDS
functions is likely to become a widespread trend [32]. Many
countries have taken steps to develop relevant infrastructures
and regulations and provide incentive policies to facilitate the
adoption and integration of EHR systems [35-37]. However,
few studies have discussed that the CPOE framework
automatically invokes the centralized national EHR for decision
support when physicians prescribe medications. In Australia, a
well-established nationalized EHR repository, My Health
Record, primarily allows residents to maintain and share their
health records with their general physicians or health care
facilities. The Australian Digital Health Agency is currently
investigating the secondary use of My Health Record [38], and
our CDS engine application scenarios can be a reference for
other countries who own centralized EHR repositories and are
seeking secondary use applications.

Our study showed that 24.59% of patients signed the
PharmaCloud consent form to allow their physicians to access
their medication records. In our context, direct CDS engine
users include authorized physicians, not patients. However, only
after the patients sign the PharmaCloud consent form can the
physicians access the patients’ medication histories in the
PharmaCloud from their CPOE system. The lack of patient
participation in the PharmaCloud system would increase the
difficulty associated with the efficient implementation of
protections against duplicate medication prescription across
health care facilities. In Australia, My Health Record was
originally adopted with opt-in consent; however, because the
uptake rate remained low, two trial areas adopted opt-out
consent until 2016 to increase the uptake rate. As a result, the
uptake rates were obviously higher in these areas than in the
non-trial areas [39-41]. Based on the implementation of the My
Health Record system, we suggest that NHIA should consider
adopting an opt-out rather than opt-in approach to increase the
PharmaCloud usage for the CDS engine to provide a more
comprehensive CDS support in health care facilities. Although
an opt-out system is likely to increase the use of PharmaCloud,
there are many complex factors and different national conditions
that could affect patients’ participation in an innovative
information system [42,43] and further research is needed to
assess such factors.

Limitations
The system proposed in this study has certain limitations. Firstly,
the PharmaCloud batch mode requires patient consent to access
his or her medication history prior to their hospital visit. In our
approach, the PharmaCloud system provided only a batch
download mode for the CDS engine to retrieve patient
medication history, and the CDS engine local repository was
updated once daily, usually at midnight. Therefore, it was not
possible to use the CDS engine for checking prescriptions of
walk-in patients. A previous study indicated that walk-in patients
represent approximately 44% of total patients [44]. Thus, for
such patients, physicians can only use a Web browser to access
the PharmaCloud system to manually check the patient’s
medication history. Secondly, due to our PharmaCloud consent
rate of only 24.59%, the potential duplicate medication detection
rate may have been underestimated. Finally, the CDS engine
was adopted in a single teaching hospital; thus, the impact of
adopting the CDS engine cannot be generalized to other
hospitals at a national or international level.

Conclusion
In this study, we developed a modularized CDS engine to access
a national medication repository, the PharmaCloud, for detection
of duplicate medication across health care facilities in Taiwan.
Because of the modularized design, the CDS engine could easily
extend functions for detection of ADR events when more and
more EHR systems are adopted. Moreover, the CDS engine can
retrieve more updated and completed patients’ medication
histories in the PharmaCloud, so it can have better performance
for detection of duplicate medication.

Although our CDS engine approach could enhance medication
safety, it would make encounter time longer. Fortunately, this
problem can be mitigated by careful evaluation of adopted
solutions for implementation of the CDS engine.

Because the PharmaCloud system provided batch download
mode only for the CDS engine to retrieve patients’ medication
history, the CDS engine local repository could not be updated
in a timely manner. Thus, the CDS engine might not be able to
provide walk-in patients with protection from duplicate
medication. To tackle this problem, we suggest PharmaCloud
should consider the opt-out consent policy to increase the
usability of the CDS engine to provide more comprehensive
CDS support in health care facilities.
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Abstract

Background: Computerized decision support systems have raised a lot of hopes and expectations in the field of order entry.
Although there are numerous studies reporting positive impacts, concerns are increasingly high about alert fatigue and effective
impacts of these systems. One of the root causes of fatigue alert reported is the low clinical relevance of these alerts.

Objective: The objective of this systematic review was to assess the reported positive predictive value (PPV), as a proxy to
clinical relevance, of decision support systems in computerized provider order entry (CPOE).

Methods: A systematic search of the scientific literature published between February 2009 and March 2015 on CPOE, clinical
decision support systems, and the predictive value associated with alert fatigue was conducted using PubMed database. Inclusion
criteria were as follows: English language, full text available (free or pay for access), assessed medication, direct or indirect level
of predictive value, sensitivity, or specificity. When possible with the information provided, PPV was calculated or evaluated.

Results: Additive queries on PubMed retrieved 928 candidate papers. Of these, 376 were eligible based on abstract. Finally,
26 studies qualified for a full-text review, and 17 provided enough information for the study objectives. An additional 4 papers
were added from the references of the reviewed papers. The results demonstrate massive variations in PPVs ranging from 8% to
83% according to the object of the decision support, with most results between 20% and 40%. The best results were observed
when patients’characteristics, such as comorbidity or laboratory test results, were taken into account. There was also an important
variation in sensitivity, ranging from 38% to 91%.

Conclusions: There is increasing reporting of alerts override in CPOE decision support. Several causes are discussed in the
literature, the most important one being the clinical relevance of alerts. In this paper, we tried to assess formally the clinical
relevance of alerts, using a near-strong proxy, which is the PPV of alerts, or any way to express it such as the rate of true and
false positive alerts. In doing this literature review, three inferences were drawn. First, very few papers report direct or enough
indirect elements that support the use or the computation of PPV, which is a gold standard for all diagnostic tools in medicine
and should be systematically reported for decision support. Second, the PPV varies a lot according to the typology of decision
support, so that overall rates are not useful, but must be reported by the type of alert. Finally, in general, the PPVs are below or
near 50%, which can be considered as very low.

(JMIR Med Inform 2018;6(1):e3)   doi:10.2196/medinform.7170
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decision support systems, clinical; medical order entry systems; system, medication alert; sensitivity; specificity; predictive value
of tests
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Introduction

Computerized patient records and computerized provider order
entry (CPOE) systems are recognized as major tools in efforts
to improve the safety and efficiency of care. Computerized
patient records are the cornerstone of information sharing among
care providers, and increasingly with patients; they contribute
to improving the continuum of care and patient safety. The way
CPOE improves processes rests on 3 pillars. The first pillar is
formal structured order entry, which improves both
completeness and readability. The second embeds CPOE into
complete care processes such as medication loops or clinical
pathways. The third pillar is the decision support capability
during the ordering process, such as the provision of extensive
information on the drugs being prescribed or the links made
between the current order and other elements of the patient’s
record such as problems, laboratory results, and other drugs or
diagnoses. Numerous studies have reported the positive effects
of clinical decision support systems (CDSS) on patient outcomes
such as fewer duplicate orders, dosage errors, drug interactions,
and missed or delayed actions using reminders, to name a few
[1-4]. The benefits of CPOE have already been demonstrated
in the improved cost-efficiency of care, either directly, by
lowering adverse events and duplicate orders, or indirectly, by
reducing lengths of stay [5,6]. Nevertheless, the burden of alerts
and reminders must not be too high or alert fatigue could cause
clinicians to override both important and unimportant alerts,
thus jeopardizing the improvements in safety that a CDSS should
be expected to bring [7]. In other words, the CDSS’s specificity
(Sp) must be high. A few studies have reported on the
unintended effects of CDSS in CPOE [8-10] and their occasional
dramatic consequences on patient safety. These were related to
delays in reporting adverse events, and thus therapy, leading to
specific infectious or thrombotic complications in treatment
[11] or to the cancellation of QT interval-alert generation after
proposed measures to reduce alert overload [12]. This is not a
marginal problem. For example, a 2013 study published by Yeh,
analyzing more than 1 million prescriptions from outpatient
settings in Taiwan, reported a 91.5% override rate on the
approximately 11,000 drug-drug interaction alerts proposed
[13]. Understanding the reasons why clinicians override CDSS
in CPOE has since received a lot of attention [14,15]. In recent
years, numerous studies have been published on the topic of
alert improvements for CPOE. These addressed the theoretical
background, such as models and frameworks [16], data
representation [17] or behavioral theories [18], usability and
interfaces [19,20], perceptions and expectations [21], simulation
[22], effectiveness monitoring [23,24], and decision support Sp
[25], among other issues.

This study focuses on the predictive value of CPOE alerts. One
can consider the CDSS in CPOE to be akin to any other decision
support instrument in medicine: a tool with positive predictive
values (PPVs) and negative predictive values (NPVs). As
mentioned above, some previous studies have focused on
evaluating the predictive value of decision support in CPOE,
and the PPVs reported were usually below 20% and as low as
5% [26,27]. A study by van der Sijs et al stated that 49% to

96% of alerts were overridden [28] and identified a range of
human factors responsible:

• alert fatigue due to a poor signal-to-noise ratio as a result
of a low PPV

• usability issues such as bad ergonomics, misinterpretation,
or unnoticed alerts

• disagreements with guidelines
• physicians’ belief in their own knowledge
• lack of time

Further understanding has been provided by questionnaires and
focus groups that allowed physicians to evaluate the most
important factors for useful, easy-to-use alerts [29,30]. These
showed that drug-related alerts were rated more useful than
alerts reminding the clinician of the state of the patient’s health
or disease. Shah et al suggested that an approach based on a
careful selection of alerts so as to improve the relevancy,
severity, likelihood, and strength of clinical evidence would
improve the acceptance of alerts [31]. Bates et al put forward
“Ten commandments for effective clinical decision support”
such as speed of the information system, anticipation of clinician
needs and provide information to clinicians at the time they
need it, integration suggestions with practice, offer an
alternative, change of direction rather than stop or management,
and maintenance of knowledge-based systems [32].

As stated, most alerts are overridden. Although numerous
authors speak about the number of alerts, or the pertinence of
alerts, we have been interested in trying to assess clearly the
PPV of alerts, and thus the rate of true and false positive alerts.
In doing this review, three inferences were drawn. First, very
few papers report direct or enough indirect elements that support
the use or the computation of PPV, which is a gold standard for
all diagnostic tools in medicine, which is why it should be
systematically reported for decision support. Second, the PPV
varies a lot according to the typology of decision support and
would have to be reported by the type of alert. Third is that, in
general, the PPVs can be considered as very low—below 50%
or near 50%.

Due to the high expectations health care professionals have for
CDSS in CPOE, as well as the related costs and potential
unintended consequences, we decided to carry out a systematic
review of the literature on CPOE, CDSS, and predictive value,
and their associations with alert fatigue. We start from the
assumption that a low PPV would explain why majority of alerts
are overridden. We framed this systematic review to determine
the real PPV of CPOE alerts.

Methods

Selection Criteria
We targeted publications evaluating clinically relevant alert in
computerized patient records implementing CPOE.

Search Strategy
A search of the literature was made using PubMed for work
published between February 2009 and March 2015, using the
following queries: (CPOE[all fields] OR “Medical Order Entry
Systems”[all fields] OR “Alert Systems”[all fields] OR “Order
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Entry”[all fields] OR “Decision support Systems”[all fields])
AND (sensitivity[All Fields] OR sensibility[All Fields] OR
predictive[All Fields]) OR (fatigue[All Fields] OR overload[All
Fields] OR overcharge[All Fields] OR burden[All Fields] OR
override[All Fields] OR overalerting[All Fields] OR ignore[All
Fields]). The following meanings were searched for decision
support: CPOE, medical order entry systems, alert systems,
order entry, and decision support systems. The following
meanings were searched for relevance: sensitivity, sensibility,
predictive, fatigue, overload, overcharge, burden, override, over
alerting, and ignore.

The following limits were applied to all queries: English
language, only papers available in full text, assessing
medication, and numerical data available.

We excluded qualitative studies, user-satisfaction or opinion
surveys, physician adherence studies, and analyses of the impact
of human factors.

Selection of Relevant Publications
First, the 3 reviewers (DC, GF, and CL) selected references
independently based on their titles and according to the review
study’s inclusion and exclusion criteria. When results were
discordant, the final choice was made by consensus. Next, they
independently read and assessed the abstracts of all the papers
identified. When no abstract was available, full-text papers were
retrieved and reviewed so that only relevant papers were
retained. Again, the 3 reviewers solved any disagreements by
consensus. In the absence of an agreement, the abstract was
provisionally included for consideration subject to reading the
full text.

Abstracts that were rated as relevant to the research question
were kept, and all full-text papers were retrieved. Then, each
retrieved paper’s reference section was searched for additional
relevant literature that might be included.

Of the reviewers, 2 (DC and GF) assessed the quality of the
papers selected by using a standardized evaluation process based
on the exclusion and inclusion criteria. For papers to be selected
for the final review, the levels of predictive value, sensitivity
(Se; ability to generate alerts in potentially dangerous situations),
or Sp (inability to prevent irrelevant alerts) were retrieved or
calculated if possible. Se was defined as the number of patients
with an adverse drug event (ADE) detected by an alert, out of
the total number of patients with a positive ADE. Sp was defined
as the number of patients without an ADE and with no warning
alert, out of the total number of patients without an ADE. The
PPV was defined as the number of relevant medication alerts
(true positives) out of the total number of alerts (sum of true
and false positives). Evaluation disagreements between the 2
reviewers were resolved by the third reviewer (CL).

Results

Selection of Studies
The database search retrieved 928 matching references. A first
evaluation based on MEDLINE summary allowed identifying
402 potentially interesting papers. Then, a second deeper
analysis based on abstracts and applying the inclusion and

exclusion criteria resulted in the exclusion of 311 articles, thus
reducing the initial set to 91 reports. Out of these, 26 full-text
papers were retrieved, reviewed, and included in the next phase
of the review. The additional search through the selected studies’
reference sections resulted in 20 additional potentially relevant
papers. Of these, 4 were included in our analysis. The review
selection process is summarized in Figure 1.

Description of Studies
Including the additional search references, the final sample of
17 studies that met our eligibility criteria, as listed in Table 1,
were published between 1998 and 2015. The papers
predominantly analyzed interruptive alerts (n=7/8 notified).
Various alert targets were used and are described in Table 2.
The main ones described were drug-lab interactions (n=11),
drug-dosage interactions (n=8), drug-drug interactions (n=6),
duplicate orders (n=3), and drug–allergy interactions (n=3).

These papers report the predictive value or Se and Sp of the
alerts studied. As shown in Table 3, four papers did not report
any PPV, although this study’s authors were able to calculate
it for two of those papers. The PPV found in the papers were
usually low and heterogeneous, mostly between 20% and 40%.
Despite the diversity of target alerts, alert notifications, study
designs, and study periods of the papers included in this review,
it seems that PPVs were higher for drug-lab interactions
(2.3%-83%) than they were for drug-dosage interactions
(8%-13.8%), or drug-drug interactions (1.6%-48%).
Furthermore, advanced CDSS [49] showed higher PPV than
the more basic ones (17%-97%).

The Types of Alert Influencing PPV
In general, PPV increased when the risk increased. For example,
PPV was higher for drug-dosage interactions than for drug-lab
interactions. This is probably because of the higher risk of
experiencing an ADE [48]. Furthermore, the PPV was lower in
prevention (the opportunity to prevent ADEs) than in detection
(evaluate or treat possible existing ADEs): 24% versus 97%
[46]. Indeed PPV is related to the prevalence (Prev) unlike Se
and Sp, which are only related to the test as defined as defined
as follows: PPV=(Se×Prev)÷(Se×Prev+(1−Sp)×(1−Prev)).
Therefore, in prevention settings, the prevalence of disease is
likely to be very low, so the PPV will also therefore be low.
Additionally, it was shown that the PPV of alerts targeting
drug-lab interactions varied with the choice of the alarm signal.
Indeed, for a laboratory value lower than the maximum defined
value, the PPV of the alert was 36% (95% CI 29-43). If an alert
was activated after at least a 50% decrease in the value between
the last two laboratory results, the PPV increased to 83% (95%
CI 62-104). For two consecutive decreases, with at least a 25%
difference between the third most recent and the most recent
platelet count, the PPV was 40% (95% CI 32-48) [50].

Furthermore, it has been shown that the PPV of safety alerts
aimed at high-risk patients was higher (PPV=14%) than when
dealing with initiation of a drug (PPV=6%), ongoing use of a
drug (PPV=6%), advice (PPV=7%), and medication used to
treat an ADE (PPV=0%) [28]. In summary, the PPV of alerts
is usually very low. However, several factors seem to improve
PPV.
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Contextual Information Improves PPV
The PPV of advanced alerts is higher than for basic alerts
because they are more specific. Advanced CDSS, such as using
patients’characteristics and laboratory test results, have a higher
PPV than basic ones. For example, Eppenga et al showed that
using information from the laboratory and a few other specific
pieces of information increased the PPV from 12.2% to 23.3%
(P<.05) and that PPV was higher in advanced systems than in
basic ones (17% vs 5.8%, P<.05) [37]. Numerous factors can
influence the PPV, mostly because they will have influence of
the population considered for the alert. For example, not
specifying the administration route can sometimes decrease the
PPV, for example in some topical treatments. This is because
the risk of developing an ADE can vary according to the
administration route [50]. Further advances in dosing alert
systems should aim to improve the Se of alerts. The Se of the
system for identifying dosing errors increased from 54.1% (95%
CI 47.8-60.3) to 60.3% (95% CI 54.0-66.3) in a customized
dose range system (P=.02). The system’s Se for underdosage
was 49.6% without customization, and this increased to 60.3%
with customization (P=.01) [47]. Furthermore, it has been
highlighted that PPV differs according to patients’characteristics
and comorbidity: for alerts on the risk of developing
hypoglycemia, the PPV was higher for patients with
sulfonylureas in their drug regimens (45.7% vs 28.4%, P=.04)
and for patients with three or more chronic medical conditions

(35.7% vs 22.7%, P=.049). The PPV of an alert warning of the
risk of developing hyperkalemia was higher for patients with
serum creatinine >2.0 mg/dL (50.0% vs 16.0%, P=.01) [38].

The PPV can vary according to the types of alerts. Among the
5 types of alerts with the best PPV (34.1%-73.3%), 3 were
drug-lab interactions, which are advanced alerts. In parallel, of
the 10 alerts described as being the least relevant (PPV between
0% and 4.5%), 8 were drug-drug interactions [37].

Finally, the PPV varies according to the specific goal. A study
of alerts aimed at identifying 4 types of ADE showed that some
of them could have a lower PPV: the PPV was only 4.0% (95%
CI 1.3-9.1) for hypokalemia versus 31.2% (95% CI 18.2-46.6)
for hypoglycemia, 31.1% (95% CI 25.1-37.8) for hyperkalemia,
and 20.6% (95% CI 11.7-32.1) for thrombocytopenia.
Furthermore, the effect of an alert can differ according to the
medical specialty. In a study by Riggio et al, a surgery
department ordered laboratory tests earlier than general medicine
department when alerts were activated, probably because
surgeons were more aware of the importance of the platelet
counts that were being observed in the study [33]. The PPV can
also vary according to the alert’s pharmacological target. For
example, anti-infective drugs are excluded from alerts
concerning drug dosage interactions to limit the number of false
positives because these drugs could present patients specific
dosing adjustment and multiple indications [44].

Figure 1. Flowchart describing the systematic literature review process.
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Table 1. Characteristics of the studies included in the paper.

Number of patients
with an alert

Patient
care

SpecialtyStudy siteStudy periodStudy designSource

Control group: 47;

intervention group: 53

InpatientMedicine, surgery,
pediatric

728-bed hospital3 weeksControl and interventionRiggio et al, 2008 [33]

N/AInpatientPediatricHospitalN/AaRetrospective analysisCash, 2009 [34]

N/AInpatientN/A807-bed hospital1 monthControl/interventionVan der Sijs et al, 2010 [35]

2404InpatientN/A807-bed hospital7 monthsRetrospective analysisFitzHenry et al, 2011 [36]

619InpatientN/A800-bed hospital5 daysCross-sectionalEppenga et al, 2014 [37]

456N/AN/A684-bed hospital5 monthsProspective observationalMoore et al, 2009 [38]

100InpatientInternal medicine850-bed hospitalN/AProspective observationalFritz et al, 2012 [39]

64InpatientMedical and cardiac
intensive care

Medical center8 weeksProspective observationalHarinstein et al, 2012 [40]

484InpatientNeurological850-bed hospital1 yearCross-sectionalZorina et al, 2012 [41]

922InpatientN/A850-bed hospital90 weeksRetrospective analysisBeeler et al, 2013 [42]

931InpatientInternal medicine,
cardiology, lung,
gastrointestinal,
hematology

Hospital5 monthsProspective observationalRommers et al, 2013 [27]

573InpatientPediatric350-bed hospital1 monthRetrospective analysisStultz et al, 2013 [43]

189InpatientPediatric350-bed hospital1 monthRetrospective analysisStultz et al, 2014 [44]

377N/AGastroenterologicalHospital6 monthsProspective study/retro-
spective analysis

Dormann et al, 2004 [45]

9306N/ANonobstetrics650-bed hospital6 monthsProspective caseRaschke et al, 1998 [46]

N/AN/ATertiary care726-bed teaching
institution

3 one-year
periods

Retrospective analysisSilverman et al, 2004 [47]

N/AN/AN/AHospital12 studiesSystematic reviewHandler et al, 2007 [48]

aN/A: not applicable.
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Table 2. Characteristics of alerts included in the paper.

Alert targetAlert originAlert notificationSource

—Interruptive alertRiggio et al, 2008 • Drug-lab interaction: heparin-induced thrombocytopenia

—Interruptive alertCash, 2009 • Drug-drug interaction
• Drug-lab interaction
• Duplicate order
• Drug-dosage interaction
• Drug-allergy interaction

Commercial systemInterruptive alertVan der Sijs et al, 2010 • Drug-dosage interaction: overdosage
• Drug-drug interaction
• Drug–dosage interaction
• Drug-allergy interaction
• Drug-pregnancy interaction: contraindication
• Duplicate order
• Drug-lab interaction: bad renal function
• Drug-pharmacogenetic interaction: poor metabolizer

—Interruptive alertFitzHenry et al, 2011 • Drug-dosage interaction: warfarin

Basic—Interruptive alertEppenga et al, 2014
• Drug-drug interaction
• Duplicate order

Advanced
• Drug-drug interaction
• Drug-dosage interaction
• Drug-lab interaction
• Drug-lab interaction: missing laboratory value
• Drug-disease interaction
• Drug-age interaction

——Moore et al, 2009 • Drug-lab interaction developing adverse drug event (ADE): hypo-
glycemia, hypokalemia, hyperkalemia, and thrombocytopenia

Commercial system—Fritz et al, 2012 • Drug-drug interaction

Commercial system—Harinstein et al, 2012 • Drug-lab interaction: drug-induced thrombocytopenia

Commercial system—Zorina et al, 2012 • Drug-drug interaction

—Noninterruptive alertBeeler et al, 2013 • Drug-drug interaction

——Rommers et al, 2013 • Drug-lab interaction: ADE system

—Interruptive alertStultz et al, 2013 • Drug-dosage interaction

—Interruptive alertStultz et al, 2014 • Drug-dosage interaction

——Dormann et al, 2003 • Drug-lab interaction: predicted ADE

——Raschke et al, 1998 • Drug-monitoring interaction: predicted ADE
• Drug-age interaction: predicted ADE
• Drug-lab interaction: predicted ADE

——Silverman et al, 2004 • ADE detection system
• Drug-allergy interaction
• Drug-drug interaction
• Therapeutic duplication
• Drug-dosage interaction
• Drug-lab interaction
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Alert targetAlert originAlert notificationSource

• Antidote
• Drug-lab interaction
• Drug-dosage interaction: subtherapeutic medication levels

——Handler et al, 2007

Table 3. Positive predictive value (PPV), sensitivity or specificty for studies included in the review.

False positive (%)Specificity (%)Sensitivity (%)Positive predictive value (%)Number of alertsSource

N/Aa87872.341,922Riggio et al, 2008

N/AN/AN/A1.4—Cash, 2009

N/A11-89 (n=19)38-79 (n=29)——Van der Sijs et al, 2010a

46-85N/AN/A—2308FitzHenry et al, 2011b

N/AN/AN/ABasic: 5.8 (n=150/2607)/advanced:
17 (P<.05)

Basic 2607/advanced
2256

Eppenga et al, 2014

N/AN/AN/A4.0 (n=125)-31.2 (n=218)611Moore et al, 2009

N/AN/A9.1(n=3/53) -87.9
(n=29/362)

5.7 (n=3/53)-8 (n=29/362)743Fritz et al, 2012

N/AN/AN/A36 (n=73/204)-83(n=10/12)350 (204/12/134)Harinstein et al, 2012

N/AN/A70.6/72.4c24/48c1759/1082cZorina et al, 2012

N/AN/AN/A1.6 (n=47/2866) (P=.002)7902Beeler et al, 2013d

N/AN/AN/A8 (n=204/2650)2650 (963/722/437)Rommers et al, 2013

N/AN/AN/A13.83774Stultz et al, 2013e

N/AOR 96.2 (95%
CI: 96.0-96.3)

OR 60.3 (95% CI
54.0-66.3) P=.02

Odds ratio (OR) 8 (95% CI 6.8-9.3)257Stultz et al, 2014

N/A23/7691/40Prospective study
25(n=574/2328)(13-40)/retrospective
analysis 32(18-67)

2328 (1748/580)Dormann et al, 2003

N/AN/AN/A24 (n=5/21)-97(n=190/196)1116 (803/313)Raschke et al, 1998

N/AN/AN/A0-603117/7390/6136Silverman et al, 2004

N/AN/AN/AAntidotes: 9-11—Handler et al, 2007

N/AN/AN/ALaboratory test result: 3-27—

N/AN/AN/ASupratherapeutic medication levels:
3-50

aN/A: not applicable.
cNo PPV available.
cValues for two different programs of clinical decision support systems.
dPositive predictive value calculated for the review: PPV was defined as the quotient of the number of advice/interventions to prevent a possible adverse
drug event and the total number of alerts generated.
ePPV calculated for the review: PPV was defined as number of correct alerts in comparison with Lexicomp.

Discussion

Principal Findings
The PPV found in the papers were rather low: 20% to 40%.
Despite the heterogeneity of papers, it seems that several factors
influence PPV. First, the PPV can vary with the types of alert
such as the risk patients trying to be prevented. Furthermore,
several factors seem to improve PPV such as contextual
information. Indeed alerts that are more specific have a higher
PPV than basic alerts specifying the administration route or

patients’ characteristics for example. Moreover, PPV can differ
according to alert’s pharmacological target or medical specialty.

Even the most basic systems usually show good Se. They
thereby allow medical professionals to detect drug-related
problems more comprehensively: a pharmacy department
increased the number of its clinical interventions by 15% after
the introduction of a CDSS [47]. However, the impact of a true
positive alert can be paradoxical. For example, patients
presented no reduction in ADEs, time to therapeutic
intervention, or time to laboratory testing in an alert group, and
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physicians waited 1.6 days longer before stopping a treatment
inducing ADE in that alert group (P=.049) [49]. This result
could be because of alert fatigue induced by a low PPV.

This study has several limitations. First of all, we conducted
our research using only PubMed, and carried no queries using
EMBASE, Web of Science, or conference proceedings. The
results are based on few reports, as only few studies reported
all characteristics required to assess properly the contexts of
decision support and their associated predictive values. There
was a wide heterogeneity in how results were reported,
completeness, and evaluation methodologies, thus limiting the
reliability of pooling the PPV of alerts across publications.
Because PPV varies with prevalence, the patient context,
including population, hospital settings, and the like, has
influence, and could not be considered. Thus, these results
introduce some types of biases into the overall assessment.

Studies about interruptive alerts had some homogeneity in their
methodology, and studies on decision support were mostly about
3 types interactions: drug-lab, drug-drug, and drug-dosage.
These 3 types of interactions were the easiest to implement, and
there are several large databases available for each of them. In
general, systems that do not take patients’ specific clinical
information into account and use only external databases
demonstrate the lowest PPV; systems that have a specific source
of knowledge and use the greatest number of patients’ individual
characteristics have the highest PPV.

Conclusions
The PPV of clinical decision support systems for CPOE, as
reported in the literature, varies massively, from 5.8% to 83%,
with the majority of results between 20% and 40%. Drug-drug
interaction alerts have the lowest PPV, and drug-lab alerts have
the highest.

Our literature review leads us to suggest that the best strategy
to use with a CPOE is to adapt and carefully optimize the
database driving the knowledge for activating alerts.
Furthermore, the CDSS should take into account as many of
the patient’s characteristics as possible. The efficiency of the
alerts, and thus their PPV, is more important than a very large
database of knowledge that may generate lots of false positives,
which reduce PPV and generate alert fatigue.

Advanced alert systems should aim to improve PPV of alerts,
while keeping a good Se. To reduce the number of false positive
alerts, contextual data from different sources, such as the
pharmacy, demographic data, or laboratory tests, should be
integrated into the system.

The US Institute of Medicine has suggested that systems should
be designed so as to make it “hard for people to do the wrong
thing and easy for people to do the right thing” [51]. However,
with PPVs as low as those seen in the literature, it seems,
unfortunately, that many computerized patient records tend to
make it hard for people to do the right thing and easy for people
to do the wrong thing.
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PPV: positive predictive value
Se: Sensitivity
Sp: Specificity
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Abstract

Background: Missing data is a challenge for all studies; however, this is especially true for electronic health record (EHR)-based
analyses. Failure to appropriately consider missing data can lead to biased results. While there has been extensive theoretical
work on imputation, and many sophisticated methods are now available, it remains quite challenging for researchers to implement
these methods appropriately. Here, we provide detailed procedures for when and how to conduct imputation of EHR laboratory
results.

Objective: The objective of this study was to demonstrate how the mechanism of missingness can be assessed, evaluate the
performance of a variety of imputation methods, and describe some of the most frequent problems that can be encountered.

Methods: We analyzed clinical laboratory measures from 602,366 patients in the EHR of Geisinger Health System in Pennsylvania,
USA. Using these data, we constructed a representative set of complete cases and assessed the performance of 12 different
imputation methods for missing data that was simulated based on 4 mechanisms of missingness (missing completely at random,
missing not at random, missing at random, and real data modelling).

Results: Our results showed that several methods, including variations of Multivariate Imputation by Chained Equations (MICE)
and softImpute, consistently imputed missing values with low error; however, only a subset of the MICE methods was suitable
for multiple imputation.

Conclusions: The analyses we describe provide an outline of considerations for dealing with missing EHR data, steps that
researchers can perform to characterize missingness within their own data, and an evaluation of methods that can be applied to
impute clinical data. While the performance of methods may vary between datasets, the process we describe can be generalized
to the majority of structured data types that exist in EHRs, and all of our methods and code are publicly available.

(JMIR Med Inform 2018;6(1):e11)   doi:10.2196/medinform.8960

KEYWORDS

imputation; missing data; clinical laboratory test results; electronic health records

Introduction

Justification
Missing data present a challenge to researchers in many fields,
and this challenge is growing as datasets increase in size and

scope. This is especially problematic for electronic health
records (EHRs), where missing values frequently outnumber
observed values. EHRs were designed to record and improve
patient care and streamline billing, and not as resources for
research [1]; thus, there are significant challenges to using these
data to gain a better understanding of human health. As EHR
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data become increasingly used as a source of phenotypic
information for biomedical research [2], it is crucial to develop
strategies for coping with missing data.

Clinical laboratory assay results are a particularly rich data
source within the EHR, but they also tend to have large amounts
of missing data. These data may be missing for many different
reasons. Some tests are used for routine screening, but screening
may be biased. Other tests are only conducted if they are
clinically relevant to very specific ailments. Patients may also
receive care at multiple health care systems, resulting in
information gaps at each institution. Age, sex, socioeconomic
status, access to care, and medical conditions can all affect how
comprehensive the data are for a given patient. Accounting for
the mechanisms that cause data to be missing is critical, since
failure to do so can lead to biased conclusions.

Background
Aside from the uncertainty associated with a variable that is not
observed, many analytical methods, such as regression or

principal components analysis, are designed to operate only on
a complete dataset. The easiest way to implement these
procedures is to remove variables with missing values or remove
individuals with missing values. Eliminating variables is
justifiable in many situations, especially if a given variable has
a large proportion of missing values, but doing so may restrict
the scope and power of a study. Removing individuals with
missing data is another option known as complete-case analysis.
This is generally not recommended unless the fraction of
individuals that will be removed is small enough to be
considered trivial, or there is good reason to believe that the
absence of a value is due to random chance. If there are
systematic differences between individuals with and without
observations, complete-case analysis will be biased.

An alternative approach is to fill in the fields that are missing
data with estimates. This process, called imputation, requires a
model that makes assumptions about why only some values
were observed. Missingness mechanisms fall somewhere in a
spectrum between 3 scenarios (Figure 1).

Figure 1. Two general paradigms are commonly used to describe missing data. Missing data are considered ignorable if the probability of observing
a variable has no relation to the value of the observed variable and are considered nonignorable otherwise. The second paradigm divides missingness
into 3 categories: missing completely at random (MCAR: the probability of observing a variable is not dependent on its value or other observed values),
missing at random (MAR: the probability of observing a variable is not dependent on its own value after conditioning on other observed variables), and
missing not at random (MNAR: the probability of observing a variable is dependent on its value, even after conditioning on other observed variables).
The x-axis indicates the extent to which a given value being observed depends on other values of other observed variables. The y-axis indicates the
extent to which a given value being observed depends on its own value.
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When data are missing in a manner completely unrelated to
both the observed and unobserved values, they are considered
to be missing completely at random (MCAR) [3,4]. When data
are MCAR, the observed data represent a random sample of the
population, but this is rarely encountered in practice. Conversely,
data missing not at random (MNAR) refers to a situation where
the probability of observing a data point depends on the value
of that data point [5]. In this case, the mechanism responsible
for the missing data is biased and should not be considered
ignorable [6]. For example, rheumatoid factor is an antibody
detectable in blood, and the concentration of this antibody is
correlated with the presence and severity of rheumatoid arthritis.
This test is typically performed only for patients with some
indication of rheumatoid arthritis. Thus, patients with high
rheumatoid factor levels are more likely to have rheumatoid
factor measures.

A more complicated scenario can arise when multiple variables
are available. If the probability of observing a data point does
not depend on the value of that data point, after conditioning
on 1 or more additional variables, then that data point is said to
be missing at random (MAR) [5]. For example, a variable, X,
may be MNAR if considered in isolation. However, if we
observe another variable, Y, that explains some of the variation
in X such that, after conditioning on Y, the probability of
observing X is no longer related to its own value, then X is said
to be MAR. In this way, Y can transform X from MNAR to
MAR (Figure 1). We cannot prove that X is randomly sampled
unless we measure some of the unobserved values, but strong
correlations, the ability to explain missingness, and domain
knowledge may provide evidence that the data are MAR.

Imputation methods assume specific mechanisms of
missingness, and assumption violations can lead to bias in the
results of downstream analyses that can be difficult to predict
[7,8]. Variances of imputed values are often underestimated,
causing artificially low P values [9]. Additionally, for data
MNAR, the observed values have a different distribution from
the missing values. To cope with this, a model can be specified
to represent the missing data mechanism, but such models can
be difficult to evaluate and may have a large impact on results.
Great caution should be taken when handling missing data,
particularly data that are MNAR. Most imputation methods
assume that data are MAR or MCAR, but it is worth reiterating
that these are all idealized states, and real data invariably fall
somewhere in between (Figure 1).

Objective
We aimed to provide a framework for characterizing and
understanding the types of missing data present in the EHR.
We also developed an open source framework that other
researchers can follow when dealing with missing data.

Methods

Source Code
We provide the source code to reproduce this work in our
repository on GitHub (GitHub, Inc) [10] under a permissive
open source license. In addition, we used continuous analysis
[11] to generate Docker Hub (Docker Inc) images matching the

environment of the original analysis and to create intermediate
results and logs. These artifacts are freely available [12].

Electronic Health Record Data Processing
All laboratory assays were mapped to Logical Observation
Identifiers Names and Codes (LOINC). We restricted our
analysis to outpatient laboratory results to minimize the effects
of extreme results from inpatient and emergency department
data. We used all laboratory results dated between August 8,
1996 and March 3, 2016, excluding codes for which less than
0.5% of patients had a result. The resulting dataset consisted of
669,212 individuals and 143 laboratory assays.

We removed any laboratory results that were obtained prior to
the patient’s 18th birthday or after their 90th. In cases where a
date of death was present, we also removed laboratory results
that were obtained within 1 year of death, as we found that the
frequency of observations often spiked during this period and
the values for certain laboratory tests were altered for patients
near death. For each patient, a median date of observation was
calculated based on their remaining laboratory results. We
defined a temporal window of observation by removing any
laboratory results recorded more than 5 years from the median
date. We then calculated the median result of the remaining
laboratory tests for each patient. As each variable had a different
scale and many deviated from normality, we applied Box-Cox
and Z-transformations to all variables. The final dataset used
for all downstream analyses contained 602,366 patients and 146
variables (age, sex, body mass index [BMI], and 143 laboratory
measures).

Variable Selection
We first ranked the laboratory measures by total amount of
missingness, lowest to highest. At each rank, we calculated the
percentage of complete cases for the set, including all
lower-ranked measures. We also built a random forest classifier
to predict the presence or absence of each variable. Based on
these results and domain knowledge, we selected 28 variables
that provided a reasonable trade-off between quantity and
completeness and that we deemed to be largely MAR.

Predicting the Presence of Data
For each clinical laboratory measure, we used the scikit-learn
[13] random forest classifier, to predict whether each value
would be present. Each laboratory measure was converted to a
binary label vector based on whether the measure was recorded.
The values of all other laboratory measures, excluding
comembers of a panel, were used as the training matrix input
to the random forest. This process was repeated for each
laboratory test using 10-fold cross-validation. We assessed
prediction accuracy by the area under the receiver operating
characteristic curve (AUROC) using the trapezoidal rule.

Sampling of Complete Cases
To generate a set of complete cases that resembled the whole
population, we randomly sampled 100,000 patients without
replacement. We then matched each of these individuals to the
most similar patient who had a value for each of the 28 most
common laboratory tests by matching sex and finding the
minimal euclidean distance of age and BMI.
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Simulation of Missing Data
Within the sampled complete cases, we selected the data for
removal by 4 mechanisms

Simulation 1: Missing Completely at Random
We replaced values with NaN (indicator of missing data) at
random. We repeated this procedure 10 times each for 10%,
20%, 30%, 40%, and 50% missingness, yielding 50 simulated
datasets.

Simulation 2: Missing at Random
We selected 2 columns (A and B) and a quartile. For the values
from column A within the quartile, we randomly replaced 50%
of the values from column B with NaN. We repeated the
procedure for each quartile and each laboratory test combination,
yielding 3024 simulated datasets.

Simulation 3: Missing Not at Random
We selected a column and a quartile. When the column’s value
was in the quartile, we replaced it with NaN 50% of the time.
We repeated this procedure for each of the 4 quartiles of each
of the 28 laboratory values, generating a total 112 total simulated
datasets.

Simulation 4: Missingness Based on Real Data
Observations
From our complete-cases dataset, we matched each patient to
the nearest neighbor, excluding self-matches, in the entire
population based on their sex, age, and BMI. We then replaced
any laboratory value in the complete cases with NaN if it was
absent in the matched patient.

Imputation of Missing Data
Using our simulated datasets (simulations 1-4), we compared
18 common imputation methods (12 representative methods
are shown in the figures below) from the fancyimpute [14] and
the Multivariate Imputation by Chained Equations (MICE v2.30)
[15] packages. Multimedia Appendix 1 (table) shows a full list
of imputation methods and the parameters used for each.

Results

Our first step was to select a subset of the 143 laboratory
measures for which imputation would be a reasonable approach.
We began by ranking the clinical laboratory measures in
descending order by the number of patients who had an observed
value for that test. For each ranked laboratory test, we plotted
the percentage of individuals missing a value, as well as the
percentage of complete cases when that given test was joined
with all the tests with lower ranks (ie, less missingness). These
plots showed that the best trade-off between quantity of data
and completeness was between 20 and 30 variables (Figure 2,
part A). Beyond the 30 most common laboratory tests, the
number of complete cases rapidly approached zero.

As age, sex, and BMI have a considerable impact on what
clinical laboratory measures are collected, we evaluated the
relationship between missingness and these covariates (Figure
2, parts B-D). We also used a random forest approach to predict
the presence or absence of each measure based on the values
of the other observed measures. MCAR data are not predictable,
resulting in AUROCs near 0.5. Only 38 of the 143 laboratory
tests had AUROCs less than 0.55 (Figure 2, part E). Very high
AUROCs are most consistent with data that are MAR. For the
top 30 candidate clinical laboratory measures based on the
number of complete cases, the mean AUROC was 0.82. This
suggested that the observed data could explain much of the
mechanism responsible for the missing data within this set. We
ultimately decided not to include the 29th-ranked laboratory
test, specific gravity of urine (2965-2), since it had an AUROC
of only 0.69 and is typically used for screening only within
urology or nephrology departments (RV Levy, MD, personal
conversation, June 2017). We included the lipid measures (ranks
25-28), since they had AUROC values near 0.82 and they are
recommended for screening of patients depending on age, sex,
and BMI [16]. Our data confirmed that age, sex, and BMI all
predicted the presence of lipid measures (Multimedia Appendix
1, fig 1A-B).

To assess the accuracy of imputation methods, we required
known values to compare with imputed values. Thus, we
restricted our analysis to a subset of patients who were complete
cases for the 28 selected variables (Table 1) [17]. Since the
characteristics of this subset differed from those of the broader
population (Figure 2, parts B-D), we used sampling and
k-nearest neighbors (KNN) matching to generate a subset of
the complete cases that better resembled the overall population.
We then simulated missing data within this set by 4 mechanisms:
MCAR, MAR, MNAR, and realistic patterns based on the
original data.

We next evaluated our ability to predict the presence of each
value in the simulated datasets. These simulations confirmed
that our MCAR simulation had a low AUROC (Figure 3, part
A). The MAR data (Figure 3, part B) and MNAR data (Figure
3, part C) were often well predicted, particularly for the MAR
data and when data were missing from the tails of distributions.
The AUROCs rarely exceeded 0.75 in the MNAR simulations,
while values above 0.75 were typical in the MAR simulations.
This provided additional support for our decision to restrict our
focus to the top 28 laboratory measures, since they all had
AUROCs between 0.9 and 0.75, which was outside the range
of MNAR simulations (Figure 2, part F and Figure 3, part C).

We chose to test the accuracy of imputation for several methods
from 2 popular and freely available libraries: the MICE package
for R and the fancyimpute library for Python. We first applied
each of these methods across simulations 1 to 3. For each
combination, Figure 4 depicts the overall root mean square
errors. Multimedia Appendix 1 (Supplemental Table and Figures
3-21) shows a breakdown of all the methods and parameters.
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Figure 2. Summary of missing data across 143 clinical laboratory measures. (A) After ranking the clinical laboratory measures by the number of total
results, the percentage of patients missing a result for each test was plotted (red points). At each rank, the percentage of complete cases for all tests of
equal or lower rank were also plotted (blue points). Only variables with a rank ≤75 are shown. The vertical bar indicates the 28 tests that were selected
for further analysis. (B) The full distribution of patient median ages is shown in blue, and the fraction of individuals in each age group that had a complete
set of observations for tests 1-28 are shown in red. (C) Within the 28 laboratory tests that were selected for imputation analyses, the mean number of
missing tests is depicted as a function of age. (D) Within the 28 laboratory tests that were selected for imputation, the mean number of missing tests is
depicted as a function of body mass index (BMI). (E) Accuracy of a random forest predicting the presence or absence of all 143 laboratory tests. AUROC:
area under the receiver operating characteristic curve. (F) Accuracy of a random forest predicting the presence or absence of the top 28 laboratory tests,
by Logical Observation Identifiers Names and Codes (LOINC).
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Table 1. Logical Observation Identifiers Names and Codes (LOINC) and descriptions of the most frequently ordered clinical laboratory measurements.
The assays are ranked from the most common to the least.

DescriptionLOINC

Hemoglobin [Mass/volume] in Blood718-7

Hematocrit [Volume Fraction] of Blood by Automated count4544-3

Erythrocyte mean corpuscular volume [Entitic volume] by Automated count787-2

Erythrocyte mean corpuscular hemoglobin concentration [Mass/volume] by Automated count786-4

Erythrocyte mean corpuscular hemoglobin [Entitic mass] by Automated count785-6

Leukocytes [#/volume] in Blood by Automated count6690-2

Erythrocytes [#/volume] in Blood by Automated count789-8

Erythrocyte distribution width [Ratio] by Automated count788-0

Platelet mean volume [Entitic volume] in Blood by Automated count32623-1

Platelets [#/volume] in Blood by Automated count777-3

Glucose [Mass/volume] in Serum or Plasma2345-7

Creatinine [Mass/volume] in Serum or Plasma2160-0

Potassium [Moles/volume] in Serum or Plasma2823-3

Urea nitrogen [Mass/volume] in Serum or Plasma3094-0

Sodium [Moles/volume] in Serum or Plasma2951-2

Chloride [Moles/volume] in Serum or Plasma2075-0

Carbon dioxide, total [Moles/volume] in Serum or Plasma2028-9

Calcium [Mass/volume] in Serum or Plasma17861-6

Alanine aminotransferase [Enzymatic activity/volume] in Serum or Plasma by With P-5'-P1743-4

Aspartate aminotransferase [Enzymatic activity/volume] in Serum or Plasma by With P-5'-P30239-8

Bilirubin.total [Mass/volume] in Serum or Plasma1975-2

Protein [Mass/volume] in Serum or Plasma2885-2

Anion gap 3 in Serum or Plasma10466-1

Neutrophils [#/volume] in Blood by Automated count751-8

Cholesterol [Mass/volume] in Serum or Plasma2093-3

Triglyceride [Mass/volume] in Serum or Plasma2571-8

Cholesterol in HDLa [Mass/volume] in Serum or Plasma2085-9

Cholesterol in LDLb [Mass/volume] in Serum or Plasma by calculation13457-7

aHDL: high-density lipoprotein.
bLDL: low-density lipoprotein.
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Figure 3. Area under the receiver operating characteristic curve (AUROC) of a random forest predicting whether data will be present or missing. (A)
Missing completely at random simulation. (B) Missing at random simulation. (C) Missing not at random simulation.

Figure 4. Imputation accuracy measured by root mean square error (RMSE) across simulations 1-3. (A) Missing completely at random (MCAR). (B)
Missing at random (MAR). (C) Missing not at random (MNAR). FI: fancyimpute; KNN: k-nearest neighbors; MICE: Multivariate Imputation by Chained
Equations; pmm: predictive mean matching; RF: random forest; SVD: singular value decomposition.
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Figure 5. Imputation root mean square error (RMSE) for a subset of 10,000 patients from simulation 4. A total of 12 imputation methods were tested
(x-axis), and each color corresponds to a Logical Observation Identifiers Names and Codes (LOINC) code. The black line shows the theoretical error
from random sampling. FI: fancyimpute; KNN: k-nearest neighbors; MICE: Multivariate Imputation by Chained Equations; pmm: predictive mean
matching; RF: random forest; SVD: singular value decomposition.

We next measured imputation accuracy based on the patterns
of missingness that we observed in the real data (Figure 5). The
main difference compared with simulations 1 to 3 was lower
error for some of the deterministic methods (mean, median, and
KNN). It is worth mentioning that the error was highly
dependent on the variable that was being imputed. Specifically,
for the fancyimpute MICE predictive mean matching (pmm)
method, multicollinearity within some of the variables caused
convergence failures that led to extremely large errors (Figure
5, method MICE pmm [FI]). These factors were relatively easy
to address in the R package MICE pmm method by adjusting
the predictor matrix [15].

In addition to evaluating the accuracy of imputation, it is also
important to estimate the uncertainty associated with imputation.
One approach to address this is multiple imputation, where each
data point is imputed multiple times using a nondeterministic
method. To determine whether each method properly captured
the true uncertainty of the data, we compared the error between
an imputed dataset and the observed data versus the error
between 2 sets of imputed values for each method (Figure 6).
If these errors are equal, then multiple imputation is likely
producing good estimates of uncertainty. If, however, the error
between 2 imputed datasets is less than that between each
imputed dataset and the known values, then the imputation
method is likely underestimating the variance.

Our results (Figure 6) demonstrate that many of the imputation
methods are not suitable for multiple imputation. Of the methods
that had the lowest error in the MCAR, MAR, and MNAR
simulations we found 3 (softImpute, MICE col (fancyimpute),
MICE norm.pred (R)) to have minimal variation between
imputations. This was also true of KNN, singular value
decomposition (SVD), mean, and median imputation. Only 3
methods (random sampling, MICE norm (R), and MICE pmm
(R)) seemed to have similar error between the multiple
imputations and the observed data and thus appear to be
unbiased. The latter 2 had very similar performance and are the
best candidates for multiple imputation. Two methods had
intermediate performance. MICE random forest (R) was similar
to several other MICE methods in terms of error relative to the
observed data, but it produced slightly less variation between
each imputed dataset. This seemed to affect some variables
more than others but there was no obvious pattern. The MICE
pmm (fancyimpute) was not deterministic but it did seem to
achieve low error at the expense of increased bias. In this case,
the variables that could be imputed with the lowest error also
seemed to have the most bias. Since this method claims to be
a reimplementation of the MICE pmm (R) method, this may be
due to multicollinearity among the variables that could not easily
be accounted for, as there was no simple way to alter the
predictor matrix.
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Figure 6. Assessment of multiple imputation for each method. Using simulation 4, missing values were imputed multiple times with each method. The
x-axes show the root mean square error (RMSE) between the imputed data and the observed values. The y-axes show the RMSE between multiple
imputations of the same data. The axis scales vary between panels to better show the range of variation. The laboratory tests are indicated by the color
of the points. The black diagonal line represents unity (y=x). Panels are ordered by each method’s mean deviation (MD) from unity, indicated in the
top left corner of each panel. In the last 7 panels, the unity line is not visible because the variation between multiple imputations was close to zero. FI:
fancyimpute; KNN: k-nearest neighbors; MICE: Multivariate Imputation by Chained Equations; pmm: predictive mean matching; RF: random forest;
SVD: singular value decomposition.

Discussion

Principal Results
It is not possible, or even desirable, to choose “the best”
imputation method. There are many considerations that may
not be generalizable between different sets of data; however,
we can draw some general conclusions about how different
methods compare in terms of error, bias, complexity, and
difficulty of implementation. Based on our results, there seem
to be 3 broad categories of methods.

The first category is the simple deterministic methods. These
include mean or median imputation and KNN. While easy to
implement, mean or median imputation may lead to severe bias
and large errors if the unobserved data are more likely to come
from the tails of the observed distribution (Figure 4, parts A-C,
methods mean, median, and KNN). This will also cause the
variance of the distribution to be underestimated if more than
a small fraction of the data is missing. Since these methods are
deterministic, they are also not suitable for multiple imputation
(Figure 6, bottom row).

KNN is a popular choice for imputation that has been shown
to perform very well for some types of data [18,19], but it was
not particularly well suited for our data, regardless of the choice
of k. This may be due to issues of data dimensionality [20] or
to individuals not falling into well-separated groups based on
their clinical laboratory results. This method is also not suitable
for large datasets, since a distance matrix for all pairs of

individuals is stored in memory during computation, and the

size of the distance matrix scales with n2.

The second category of algorithms could be called the
sophisticated deterministic methods. These include SVD,
softImpute, MICE col, and MICE norm.pred. SVD performed
poorly compared with its counterparts and sometimes produced
errors greater than simple random sampling (Figure 5, method
SVD). The reasons for this are not clear, but we cannot
recommend this method. SoftImpute, MICE col, and MICE
norm.pred were among the lowest-error methods in all of our
simulations (Figure 5, methods MICE col and norm.pred). The
main limitation of these methods is that they cannot be used for
multiple imputation (Figure 6, middle row).

The third broad category of algorithms comprises the stochastic
methods, which included random sampling and most of the
remaining methods in the MICE library. Random sampling
almost always produced the highest error (Figure 4 and Figure
5, method random sample), but it has the advantage of being
easy to implement and it requires no parameter selection. The
MICE methods based on pmm, random forests, and Bayesian
linear regression tended to perform similarly in terms of error
in most of our simulations (Figure 4 and Figure 5, methods
MICE pmm, RF, and norm).

Imputation methods that involve stochasticity allow for a
fundamentally different type of analysis called multiple
imputation. In this paradigm, multiple imputed datasets (a
minimum of 3 and often 10-20 depending on the percentage of
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missing data) [21-23] are generated, and each is analyzed in the
same way. At the end of all downstream analyses, the results
are then compared. Typically, the ultimate result of interest is
supported by a P value, a regression coefficient, an odds ratio,
etc. In the case of a multiply imputed dataset, the researcher
will have several output statistics that can be used to estimate
a confidence interval for the result.

Multiple imputation has been gaining traction recently, and the
MICE package has become one of the most popular choices for
implementing this procedure. This package is powerful and
very well documented [15] but, like all methods for imputation,
caution must be exercised. In MICE, each variable is imputed
one by one. This entire process is then repeated for a number
of iterations such that the values imputed in 1 iteration can
update the estimates for the next iteration. The result is a chain
of imputed datasets, and this entire process is typically
performed in parallel so that multiple chains are generated.

In MICE, several choices must be made. The first obvious
choice is the imputation method (ie, equation). Many methods
are available in the base package, additional methods can be
added from other packages [24], and users can even define their
own. We thoroughly evaluated 3 methods in the context of our
dataset: pmm, Bayesian linear regression (norm), and random
forest.

The pmm is the default choice, and it can be used on a mixture
of numeric and categorical variables. We found pmm to have
a good trade-off between error and bias, but for our dataset it
was critical to remove several variables from the predictor
matrix due to strong correlations (R>.85) and multicollinearity.
Bayesian regression performed similarly but was less sensitive
to these issues. If a dataset contains only numeric values,
Bayesian regression may be a safer option. Random forest
tended to produce results that were slightly biased for a subset
of the variables without an appreciable reduction in error. Aside
from random sampling, none of the other methods we evaluated
were suitable for multiple imputation (Figure 6).

Conclusions
Many factors must be considered when analyzing a dataset with
missing values. This starts by determining whether each variable
should be considered at all. Two good reasons to reject a
variable are if it has too many missing values or if it is likely
to be MNAR. If a variable is deemed to be MNAR, it may still
be possible to impute, but the mechanism of missingness should
be explicitly modeled, and a sensitivity analysis is recommended
to assess how much impact this could have on the final results
[25,26]. While a statistical model of the mechanism of
missingness is useful, there is no substitute for a deep familiarity
with the data at hand and how they were generated.

Having selected the data, one must select an imputation method.
Ideally, several methods should be tested in a realistic setting.
Great care should be taken to construct a set of complete data
that closely resemble all of the relevant characteristics of the
data that one wishes to impute. Similar care should then be
taken to remove some of these data in ways that closely resemble
the observed patterns of missingness. If this is not feasible, one
may also simulate a variety of datasets representing a range of
possible data structures and missingness mechanisms. Any
available imputation methods can then be applied to the
simulated data, and error between the imputed data and their
known values provide a metric of performance.

While the minimization of error is an important goal, a singular
focus on this objective is likely to lead to bias. For each missing
value, it is also important to estimate the uncertainty associated
with it. This can be achieved by multiple imputation using an
algorithm that incorporates stochastic processes. Multiple
imputation has become the field standard because it provides
confidence intervals for the results of downstream analyses.
One should not naively assume that any stochastic process is
free of bias. It is important to check that multiple imputation is
providing variability that corresponds to the actual uncertainty
of the imputed values using a set of simulated data.
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MICE: Multivariate Imputation by Chained Equations
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Abstract

Background: Today, there is an increasing need to centralize and standardize electronic health data within clinical research as
the volume of data continues to balloon. Domain-specific common data elements (CDEs) are emerging as a standard approach
to clinical research data capturing and reporting. Recent efforts to standardize clinical study CDEs have been of great benefit in
facilitating data integration and data sharing. The importance of the temporal dimension of clinical research studies has been well
recognized; however, very few studies have focused on the formal representation of temporal constraints and temporal relationships
within clinical research data in the biomedical research community. In particular, temporal information can be extremely powerful
to enable high-quality cancer research.

Objective: The objective of the study was to develop and evaluate an ontological approach to represent the temporal aspects
of cancer study CDEs.

Methods: We used CDEs recorded in the National Cancer Institute (NCI) Cancer Data Standards Repository (caDSR) and
created a CDE parser to extract time-relevant CDEs from the caDSR. Using the Web Ontology Language (OWL)–based Time
Event Ontology (TEO), we manually derived representative patterns to semantically model the temporal components of the CDEs
using an observing set of randomly selected time-related CDEs (n=600) to create a set of TEO ontological representation patterns.
In evaluating TEO’s ability to represent the temporal components of the CDEs, this set of representation patterns was tested
against two test sets of randomly selected time-related CDEs (n=425).

Results: It was found that 94.2% (801/850) of the CDEs in the test sets could be represented by the TEO representation patterns.

Conclusions: In conclusion, TEO is a good ontological model for representing the temporal components of the CDEs recorded
in caDSR. Our representative model can harness the Semantic Web reasoning and inferencing functionalities and present a means
for temporal CDEs to be machine-readable, streamlining meaningful searches.

(JMIR Med Inform 2018;6(1):e7)   doi:10.2196/medinform.8175
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Introduction

Background
With a burgeoning volume of heterogeneous data within the
field of health care, health informatics research has focused on
finding efficient ways to handle the large influx of new data
[1]. One approach is to adopt models to standardize and
normalize health care data for efficient data integration and
sharing. However, a vast proportion of upwards to 80% of
electronic clinical data remains unstructured [2]. Recent efforts
on standard terminologies and information models such as
Systematized Nomenclature of Medicine—Clinical Terms,
Logical Observation Identifiers Names and Codes, and
OpenEHR archetypes have demonstrated the move toward
structuralized electronic health data [3-5].

Semantic interoperability has especially been a key goal of
health care systems. Specifically, improvements to the quality
and cost of health care are the primary reasons for achieving
semantic interoperability within the health care system [6].
Approximately 16% of all reported errors in clinical care are
attributed to missing information in patients’ electronic health
record (EHR) [7]. Additionally, there exists a high level of waste
within the health care system [8]. Although a high proportion
of the waste comes from the practice of defensive medicine, a
significant fraction, constituting $40 million of waste at a single
hospital system annually, is the fruit of excessive and
unnecessary testing that is the result of the lack of semantic
interoperability [9].

Achievement of semantic interoperability has been pursued via
representation in the Semantic Web primarily because of its
ability to represent the varied features of temporal data.
Numerous ontologies have been developed in the recent past,
such as CHRONOS, PSI-time ontology, and Resource
State/Condition Description Framework ontology [10-12]. Upon
reviewing these ontologies, it has been found that overall, these
ontologies are lacking in certain key features such as time phase
and modality [13]. Additionally, these ontologies were primarily
created for general temporal representation and do not
specifically address the minutiae of clinical applications. A
recently developed ontology, the Time Event Ontology (TEO),
addresses the aforementioned shortcomings [14]. TEO, being
geared toward temporal annotations in clinical contexts, is
utilized and examined in this paper.

There is also a specific need to model temporal relationships
within EHRs. In clinical research, time plays an important role
in many studies. Temporal reasoning and temporal data
management have been identified as two directions of research
that are important and relevant to designing architectures for
representing the temporal dimension [9]. Temporal reasoning
involves the creation of inferred temporal relations between
various events. Temporal data maintenance handles the
repository of temporal data and the querying of the repository.
By modeling temporal relationships with these approaches,
study of the time dimension in clinical data becomes possible.
For example, careful study of the temporal dimension allows
for the elucidation of disease progressions and cause-effect

relationships within a clinical setting based on temporal
precedent [13].

Current state-of-the-art work in clinical information modeling
and extraction includes the HL7 V3 and OpenEHR. Both
conform to the ISO 8601 standard as the basis of their syntax
[15]. The HL7 V3 represents time based on the following five
defined classes: point in time, interval, duration, periodic time,
and periodic time as sets [16]. The last class allows HL7 V3 to
represent cumulative periodic times. OpenEHR utilizes date,
time, date-time, and duration data types [17,18]. OpenEHR
allows fields to be missing, allowing for modality to be modeled
within the temporal data. These two standardized clinical models
can robustly represent temporal data, with each model having
its strengths and weaknesses. Unfortunately, these models are
only applicable to structured data, leaving out the vast majority
of data that is unstructured.

Common data elements (CDEs) have been implemented by the
National Cancer Institute (NCI) to answer the need for a
standardized format for data collection and storage of clinical
trials regarding cancer [19]. Early implementation of CDEs can
be observed within the Cancer Informatics Infrastructure [20].
A set of software known as caCORE has been developed to
bring together data from various sources to a centralized
database. Within caCORE resides the Cancer Data Standards
Repository (caDSR), a metadata registry for CDEs. The caDSR
is a database supported by the National Cancer Informatics
Program that stores these CDEs [21]. Implementation of the
caDSR utilizes the ISO/IEC 11179 standard for metadata
registries [22]. The ISO/IEC 11179 describes a model for
formally associating data model elements with their intended
meaning. In the ISO/IEC 11179, a data element is defined as a
unit of data for which the definition, identification,
representation, and permissible values are specified by means
of a set of attributes [22]. The ISO 11179 standard allows the
system to determine that two data elements from two different
models are alternative representations of the same real world
entity [23,24]. The ISO/IEC 11179 specifies an information
model by which CDEs are formed and stored within the caDSR
by means of a structure based on object and property classes.
Although these CDEs provide a useful mechanism to formalize
the definitions of intended meaning (ie, data element concepts
in the language of ISO/IEC 11179) of a CDE using standard
vocabularies (eg, NCI Thesaurus, NCIt), a severe limitation of
this representation is the lack of specific semantic relations
between the object class annotation and the property class
annotation [23,24]. Many times, the object class is simply a
plain list, a collection of concept code annotations without
semantic relations. This lack of a formal semantic representation
presents a problem when attempting to study the temporal
relationships associated with a data element concept. As a result,
very few studies have focused on the formal representation of
temporal relationships associated with a data element concept.
Although there exist attempts to represent the temporal
relationships within CDEs of caDSR, the lack of standardization
still results in ambiguity. For example, ambiguities between the
preferred definitions, an abbreviated form of the contents of the
CDE, can be seen between CDEs. For CDE 2458736, the
preferred definition is PILL_QUANT_DT, whereas for CDE
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23 it is OTX_DATE, where DT and DATE both refer to the
same meaning. Such ambiguity is highly inconvenient when
attempting to study temporal relationships via an ontological
approach.

Objective
The primary objective of this research was to represent
time-relevant CDEs [22] within the NCI caDSR [25]. Using the
Web Ontology Language (OWL) [26] as a technology to model
CDEs allows for the leverage of a plethora of reasoning and
inference tools available on the Semantic Web. In this paper,
we focus on the coverage of patterns developed from the TEO
[14], an ontology-based approach to improve semantic
representation, on the temporal aspects of CDEs within caDSR.

Methods

Materials

Cancer Data Standards Repository Common Data
Elements
The structure of CDEs can be understood by analyzing each
component of the CDE. For the purposes of our study, the
following fields were useful: (1) DataElement number, (2)
PublicID, (3) LongName, (4) PreferredName, (5)
PreferredDefinition, and (6) DataElementConcept. The
DataElement number and PublicID were used as identifiers for
the CDEs. The LongName and PreferredDefinition fields
contained information used in generating TEO patterns, which
will be explained later in the paper. The PreferredName and
DataElementConcept contain current representations of the
CDEs in caDSR with NCIt codes.

With the TEO framework, we investigated its usage in
representing the temporal components of the CDEs. By using
the various OWL classes of TEO, we can generate building
blocks whereby temporal components of a CDE can be
organized and classified. The building blocks can simply be
described as the representational patterns in the Resource
Description Framework (RDF) triples that are built using TEO.

This ultimately affords the creation of parsable and therefore,
machine-readable, temporal elements of the CDEs within
caDSR.

Semantic Web and Web Ontology Language
Our efforts focused on addressing the issues regarding (1) giving
structure to the vastly unstructured data within the CDEs, (2)
capturing temporal relationships between events in the CDEs
stored within caDSR, and (3) organizing the data to be
machine-readable and processable as opposed to simply being
human-readable. To achieve these goals, we took advantage of
the Semantic Web and OWL [26]. By representing the temporal
dimension with OWL, many of the reasoning capabilities
available on the Semantic Web can be leveraged. The temporal
relationships themselves can be annotated using an ontology
and stored as RDF triples (Figure 1) [27].

Time Event Ontology
TEO is an ontology designed for a formal conceptualization of
time-related information (eg, temporal expressions, temporal
relations, and granularities of time) in both structured data and
textual narratives. The design of TEO was based primarily on
its predecessor, the Clinical Narrative Temporal Relation
Ontology (CNTRO), a Semantic Web ontology created for
representing temporal relationships within clinical narratives
[13]. Although CNTRO was primarily focused on annotating
clinical narratives, TEO was designed with the goal of
annotating a very general category of temporal relationships.
In addition, TEO has been refined to cover more semantic
features such as finer level of granularity of temporal relations,
standard representations of temporal durations, and more
sophisticated representations for reoccurred events. The general
architecture of TEO can be seen in Figure 2.

To understand how TEO patterns are generated, an elementary
understanding of the components of TEO is required. The
following section presents a brief overview of the components
and their meanings to lay the groundwork for understanding
the TEO patterns used to represent the temporal component of
the CDEs.

Figure 1. Resource Description Framework (RDF) triple example.
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TEO is composed of the following OWL classes: Event, Time,
TimeInstant, TimeInterval, TimePhase, Duration, Granularity,
and TemporalRelationStatement. Object properties and data
properties are also defined to represent relations and attributes
of the classes. Additionally, the TEO framework allows various
OWL classes to be interconnected via OWL classes that act as
predicates.

The Event class is simply defined as any occurrence. Each
instance of an Event can be related to another instance of Event
via the hasTemporalRelation property or to an instance of the
Time class via the hasValidTime or hasTemporalRelation
property. The detailed temporal relations in TEO are defined
and extended on top of Allen’s temporal algebra [28].

The Time class is defined as a superclass of the TimeInstant and
TimeInterval classes. A TimeInstant can be conceptualized by
any event that can be represented by a discrete time point within
a given time line. For example, “28 APR 2017” can be
represented by TimeInstant. The granularity of the TimeInstant
can be represented using the object property hasGranularity
with domain Granularity that defines a predefined set of
temporal granularities, including seconds, minutes, days, etc.
A TimeInterval can be connected to two instances of TimeInstant
that represent the start time and end time via the hasStartTime
and hasEndTime properties. Additionally, the duration of the
TimeInterval can be represented with the Duration class. For
example, in “Around 06 APR 2017, the infant developed
constipation, which persisted as of 28 APR 2017,” the time of
“constipation” can be represented by a TimeInterval. The
duration of this TimeInterval (22 days) can be represented by
a Duration class. The Duration class is linked with the properties
hasDurationPattern, which formally defines each duration. For
example, we can use “5D10H” to represent “five days and ten
hours.” It is important to note that an instance of TimeInterval
is not required to have all three components previously listed.

However, to be formally defined as a TimeInterval for reasoning
purposes, it is required that two of the three components be
defined. This allows for the third missing component to be
inferred via a reasoner.

Within the Time class, the TimePhase class is defined as an
extension of the TimeInterval class with additional properties.
TimePhase is a special case of the TimeInterval and is composed
of multiple instances that reoccur periodically. For example, in
“Judy has swum 2 hours a day for 6 months,” the “2 hours a
day for 6 months” is a TimePhase (Textbox 1). The
hasRepeatTime parameter stores an integer that describes how
many times the instances reoccur. The hasRepeatUnitInterval
property connects to an instance of Duration representing the
time between two recurring instances. The hasRepeatUnit can
store either an instance of Duration or another TimePhase,
allowing nesting of multiple TimePhase instances. In the above
example, the TimePhase has the hasRepeatUnit property that
stores a Duration of 2 hours. The hasPeriod property connects
to an instance of Duration representing the sum of the duration
between two recurring instances and the duration of the instance.
In the above example, the TimePhase has the hasPeriod property
with a Duration of 1 day and the hasDuration property with a
Duration of 6 hours. Again, all properties are not required to
be specified, but a minimum number is necessary to adequately
infer the rest via a reasoner.

Finally, the TemporalRelationStatement class is used to add
constraints to an RDF triple. It has a built-in hasApproximation
parameter to account for any temporal uncertainty. For example,
in “his constipation may have started before the medication,”
the RDF triple [constipation][before has Approximation:
True][“medication”]. Additionally, it can store an instance of
Duration within the hasTemporalOffset parameter to, for
example, specify a duration of time after an event occurs.

Textbox 1. Resource Description Framework (RDF) representation of time phase example. Bold font indicates the class, and italic font indicates the
property.

<tPhase1>            rdf:type  TimePhase;

hasDuration  durat1;

hasRepeatUnit  durat2;

hasPeriod  durat3;

<durat1>               rdf:type  Duration;

hasDurationPattern 6M;

<durat2>               rdf:type  Duration;

hasDurationPattern 2H;

<durat3>               rdf:type  Duration;

hasDurationPattern 1D;
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Figure 2. Graphical representation of Time Event Oncology (TEO).

Methods

Identifying Temporal Components Within Common Data
Elements
It was necessary to retrieve the CDEs that contain a temporal
component from the general population of CDEs. Thus, the
CDE parser was created and utilized to accomplish this goal.
The NCI offers a CDE browser that we used to obtain the CDEs
utilized for our analysis. The CDEs were downloaded in .xml
format from the CDE browser as of August 4, 2015.

Of the 42,956 CDEs within caDSR that were downloaded, 7369
were identified to have at least one temporal component. This
was accomplished using the CDE parser to target certain
keywords within the LongName and PreferredDefinition fields.
Each keyword was assigned to a particular TEO class, which
will hereafter be referred to as building blocks (Table 1). These
building blocks help to inform the annotator of the contents of
the CDE. The building blocks are output alongside the parsed
CDEs. The keywords are regular expressions that allow for a
wide range of temporal information to be captured by one
keyword. For example, dates (eg, December 31, 2015) can be
easily represented using regular expressions. However, in the
case of caDSR, these keywords were not found in any of the
CDEs. In the future, regular expressions can easily be added to
the CDE parser as the need arises.

Textbox 2 provides an example of a CDE that has been extracted
using the CDE parser. The aforementioned fields are present
along with the building blocks, marked in bold, that partially
compose the CDE. In this particular example, the CDE parser
identified the keywords “interval” and “date.” These were

assigned to the TEO classes TimeInterval and
TimeInstant/TimeInterval/Date, respectively. The reason that
there are multiple TEO classes assigned to a specific keyword
is because of the inherent ambiguous nature of the keywords.
These keywords can serve as a guide to the annotator but are
primarily used to extract time-relevant CDEs. Because the
keywords are simply a guide, this allows the annotator flexibility
in assigning the TEO classes and creating the patterns that will
be described in the next section of the paper.

Time Event Ontology Pattern Generation
To generate the representation patterns, the temporal aspects of
the caDSR CDEs in the observing set were manually annotated
using TEO as an ontological basis. The patterns were created
by taking into account the building blocks identified by the CDE
parser, as well as the LongName and PreferredDefinition fields.
By taking into account the PreferredDefinition in conjunction
with the LongName, it can be assured that the CDE is assigned
an appropriate pattern.

Table 2 provides an example of a CDE that has been annotated
using a TEO pattern. The TEO patterns can be constructed by
having the annotator first look at the LongName field to get a
general idea of the content of the CDE. The PreferredDefinition
field can be used to confirm the content of the CDE. In this
case, the pattern [Event*] [TemporalRelation] [Event] can be
used to represent the temporal aspect of the CDE. The
TemporalRelation block stores the before temporal relation that
relates the “treatment type” to the “surgical procedure.” The
second Event in the pattern stores the “surgical procedure type.”
All unasterisked fields are assumed to be static information
defined by the CDE. Static information defined by the CDE is
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assumed to be constant across all instances of the CDE. In Table
2, the surgery and temporal relation of before is considered
static information because this information is constant for all
instances of the CDE. The starred Event stores the treatment
that was given before the surgical procedure type. This starred
Event is assumed to be variable based on what kind of

information is stored within the CDE, which can change among
the different instances of CDEs. TEO does not define any
subclasses under the Event class with the assumption that each
application of the TEO could further define subclasses that are
specific to that domain. In this case, we could define the type
of event1 as Treatment, which is a subclass of Event if needed.

Table 1. Keywords represented with regular expressions delimited by commas and their corresponding Time Event Ontology (TEO) class.

TEOa class (building blocks)Keyword regular expressions

TimeInstantJan(uary)?,Feb(ruary)?,Mar(ch)?,Apr(il)?,May,June,July,Aug(ust)?,Sept(ember)?,Oct(ober)?,N

ov(ember)?,Dec(ember)?,today,morning,night,date TimeInterval

Date

Granularityseconds,minutes?,hours?,days?,weeks?,months?,years?

Duration

TemporalRelationbefore,while,prior to, ago,previous(ly)?,post(-

)?,subsequent,concurrent(ly)?,meets?,overlaps?,finish(es)?,starts?,during,after,within,until,when TimeOffset

TimePhaserecurrent,frequent,intermittent,periodic,repeat(ed)?

TimeIntervalInterval

aTEO: Time Event Ontology.

Textbox 2. Example of a common data element (CDE) parsed with the CDE parser. Bold font indicates the class.

[TimeInterval, TimeInstant/TimeInterval/Date]

<DataElement num=“36405”>

<PUBLICID>4199738</PUBLICID>

<LONGNAME>QT Interval Medication Administered Last Date</LONGNAME>

<PREFERREDNAME>4199693v1.0:2192181v1.0</PREFERREDNAME>

<PREFERREDDEFINITION>

information related to the date QT interval medication last administered.

</PREFERREDDEFINITION>

<DATAELEMENTCONCEPT>

<PreferredName>4199691v1.0:2233610v1.0</PreferredName>

</DATAELEMENTCONCEPT>
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Table 2. Common data element (CDE) annotated with a Time Event Ontology (TEO) pattern. Bold font indicates the class, and italic font indicates
the property.

ContentRepresentation type

[TemporalRelation/TimeOffset]

<DataElement num=“44077”>

<LONGNAME>Treatment Given Prior To Surgical Procedure

Type</LONGNAME>

<PREFERREDDEFINITION>Text term to describe the kind of treatment given to

an individual prior to surgery.</PREFERREDDEFINITION>

CDEa

[Event*] [TemporalRelation] [Event]TEOb pattern

[Event=Treatment*] [TemporalRelation=before] [Event=Surgical Procedure

Type]

Extended TEO pattern

rdf:type Event (Treatment);

rdfs:label *;

before <event2>;

rdf:type Event;

rdfs:label “Surgical Procedure Type”;

<event1>RDFc triple representation

<event2>

aCDE: common data element.
bTEO: Time Event Ontology.
cRDF: Resource Description Framework.

Results

Common Data Element Parser Performance
First, it was important for us to analyze the sensitivity and
specificity performance of the CDE parser to confirm that the
CDEs extracted actually contained a temporal component. True
positive denotes the CDEs correctly identified as containing a
temporal component. True negative denotes the CDEs correctly
excluded from the time-relevant CDEs. False positive denotes
the CDEs that do not contain a time component but were
retrieved by the CDE parser. False negative denotes the CDEs
that have a time component but were not retrieved by the CDEs.

In our analysis of the CDE parser and TEO pattern performance,
we performed two iterations of annotation with the first iteration
serving as a pilot set to obtain a general idea of CDE parser and
TEO pattern performance and to generate a second set of data
with a nonarbitrary sample size. To evaluate the CDE parser
performance, we used the data from the second, more
statistically robust iteration of annotation. Additionally, two
sets of data (n=425) were randomly generated from the
population of CDEs that were not retrieved by the CDE parser,
referred to as complement sets hereafter. These complement

sets were used in our analysis to find potential false negatives.
In other words, we hoped to identify CDEs with temporal
aspects that were not parsed by the CDE parser. Analyses of
these complement sets allowed us to identify true negatives and
false negatives. As before, two sets of data were used to test for
consistency among the complement sets. Three annotators
independently examined the complement sets. These two
complementary sets of data were used in conjunction with the
two test sets (n=425) from earlier. The results are presented in
Table 3. Sensitivity values were calculated using the following
equation:

Specificity values were calculated using the following equation:

Both sensitivity and specificity parameters exhibit good
performance. Interestingly, the sensitivity values are higher on
average than the specificity values. This indicates that the
performance of the CDE parser could be improved by refining
the keywords list to ignore CDEs that do not actually possess
a time element.

Table 3. Sensitivity and specificity data of common data element (CDE) parser.

SpecificitySensitivityFalse negativeFalse positiveTrue negativeTrue positiveTest setAnnotator

0.9379310.959036172740839811

0.9518350.97584510214154042

0.9309580.98254473141839412

0.9258430.96805913334123942

0.9241070.972637113441439113

0.937220.9826737284183972
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Time Event Ontology Pattern Evaluation

Interannotator Agreement
Because the test sets were annotated independently by three
annotators, it was necessary to examine the interannotator
agreement between the patterns assigned by the three annotators
(Table 4). In analyzing the interannotator agreement, the CDEs
could be categorized into one of three categories: (1) no
difference, meaning that all three annotators assigned the same
or equivalent pattern to the CDE; (2) one difference, meaning
that two annotators assigned the same or equivalent pattern to
the CDE, but one annotator assigned a different pattern; or (3)
all different, meaning that all three annotators assigned a
different pattern to the CDE.

The CDEs assigned to the one difference category are simply
assigned to the pattern that two out of the three annotators used.
Upon examination of the CDEs that fall under this category, it
was found that the intended meaning behind many of these
CDEs were very similar. For example, two annotators annotated
a CDE as a TimeInstant, whereas one annotated a CDE as a
TimeInstant as an end time of a TimeInterval. However, because
the patterns were not exactly identical, they are considered to
fall under the one difference category. At the root of this
discrepancy is likely the misinterpretation of the CDE because
of the lack of expertise regarding the contents of the CDE. A
domain expert or the creator of the CDE would easily solve this
ambiguity problem.

With three differences there exists the problem of being unable
to assign a pattern to the CDE because of all the annotations
being different. These CDEs would require a domain expert to
properly annotate them. We see from the data that the vast
majority of the CDEs can be assigned a pattern either by having
no difference in the pattern assigned by the annotators or by
having two differences whereby the pattern that is used by the
majority of annotators is used.

Time Event Ontology Pattern Coverage
We were interested in analyzing the coverage of TEO patterns
on a randomly generated set of CDEs with a temporal aspect.
From the 7369 CDEs identified to have a temporal aspect, we
chose to generate a pilot set with an arbitrary size of n=600.
The pilot set was randomly partitioned into an observing set of
n=300 and three test sets of n=100. Three sets of n=100 were
generated to test for consistency of pattern occurrence among
the three test sets. The observing set was used to produce a
variety of TEO patterns that could be applied to the CDEs in
the test sets. CDEs within the test sets could fall into one of four
categories: existing pattern, new pattern, not time-related, and
nonrepresentable with TEO (Table 5). The approximate
proportion of each classification of CDEs within caDSR is also
shown in Table 5 based on our analysis. CDEs that can be

represented with a pattern generated from the observing set are
existing patterns. If a CDE cannot be represented by any of the
patterns generated in the observing set, but a new pattern can
be generated to represent that CDE, then it is classified as a new
pattern. On the other hand, the other two sections represent
CDEs that are either not time-related at all (not time-related),
a fault of the parser, or nonrepresentable by TEO because of
shortcomings in TEO (TEO cannot represent).

The initial pilot set of n=600 was used for two reasons: (1) to
train annotators on how to annotate the CDEs with TEO and
(2) to garner a general idea of how well TEO can represent the
various temporal aspects of the CDEs. The analysis from the
first pilot set allowed us to generate a new set of data with a
nonarbitrary sample size. We chose to look at the robustness of
the CDE parser by analyzing the sensitivity of the parsed CDEs.
The sensitivity values were then used to calculate the sample
size of the second test set. For the purposes of the calculation,
the existing pattern and new pattern sections in Table 5 are
important. The existing pattern section is denoted as true positive
because it is for CDEs that are captured by the manually derived
existing patterns. The new pattern section is denoted as false
negative because the pattern would have been designated as
nonrepresentable based on the existing patterns. Thus, true
positive and false negative can be used to calculate sensitivity.
It should be noted here that we did not calculate specificity in
the context of TEO pattern coverage. This is because of the four
categories presented in Table 5, none of them fall into the
category of a false positive. This would result in a trivial
specificity value of 1 for all test cases. Thus, we chose to simply
utilize sensitivity in the TEO pattern coverage analysis.
Additionally, we can utilize the existing pattern, new pattern,
and TEO cannot represent sections of Table 5 to calculate the
coverage rate of TEO for time-related CDEs using the following
equation:

The coverage rate is calculated for the final test sets later in the
paper.

Table 6 presents the results of three annotators on the three
different test sets within the initial pilot set. The margins of
error were calculated using the following equation:

where TP denotes the number of true positive instances. is
the sensitivity expressed in decimals. Zα/2 the z-value, which in
our case is 1.96, representing a 95% CI. The sensitivity values,
as well as the margins of error between the data sets and
annotators are insignificantly different. Thus, we were able to
use these results to generate a second test set.

Table 4. Interannotator agreement data (N=425).

All different, n (%)One difference, n (%)No difference, n (%)Test set number

13 (3.0)133 (31.2)279 (65.6)1

21 (4.9)146 (34.3)258 (60.7)2
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Table 5. Test set common data element (CDE) categorization (N=300).

n (%)Category

Representable CDEs a

263 (87.7)Existing pattern

9 (2.9)New pattern

Nonrepresentable CDEs

20 (6.8)Not time-related

8 (2.6)TEOb cannot represent

aCDE: common data element.
bTEO: Time Event Ontology.

Table 6. Pilot set annotation results.

Margin of errorSensitivityNumber of FNc,dNumber of TPa,bTest set numberAnnotator

0.0320.97728511

0.0500.9435822

0.0640.9029833

0.0480.94558612

0.0580.9217822

0.0740.87511773

0.0370.96738913

0.0600.9138842

0.0640.9009833

aTP: true positive.
bDenotes the number of true positive instances.
cFN: false negative.
dDenotes the number of false negative instances.

The following equation was used to obtain a sample size from
the sensitivity and margin of error values:

Zα/2 is, again, the z-value, which in our case is 1.96, representing

a 95% CI. , again, is the sensitivity expressed in decimal form.
From the previously mentioned equation, d, the margin of error
was calculated. On the basis of the data in Table 6, the lowest
sensitivity and margin of error were used in the equation for
calculating sample size. This results in the largest sample size
and subsequently a more representative sample of the population
of parsed CDEs. The resultant sample size was n=410 and was
rounded to n=425 to yield a more rounded number while still
preserving the representative sample size. By rounding up, we
are able to preserve the representative sample size, whereas
rounding down would result in a less representative sample size.
An observing set of n=600, determined by doubling the size of

the previous observing set, and two test sets of n=425 were
randomly generated from the population of time-related CDEs
retrieved by the CDE parser. We note here that it is not
necessary to determine the size of the observing set through
statistics as it is merely collecting patterns for use in the test
sets. The annotation process was repeated to gather TEO
coverage data from a population of parsed CDEs with a
statistically significant sample size [29].

We present the results of the second iteration of annotation in
Table 7. The arithmetic mean of the coverage rates is 94.2%
(801/850). In the larger, more representative test set with a
statistically significant sample size, the coverage rate of TEO
for the time-related CDEs was greater than 90% for all test sets,
demonstrating TEO’s effectiveness at representing the
time-related CDEs parsed. Additionally, these values have a
low spread and are consistent with each other. This demonstrates
that a high proportion of the time-relevant CDEs that were
retrieved by the CDE parser are representable by TEO patterns.
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Table 7. Statistically significant test set results.

Coverage rateTest set numberAnnotator

0.95011

0.9402

0.94912

0.9132

0.96413

0.9352

Table 8. Most frequently used Time Event Ontology (TEO) patterns used in the observing set of N=600, averaged over three annotators.

n (%)TEOa patternRank

186 (31.0)[Event (hasValidTime=[TimeInstant (hasGranularity, hasOrigTime*)])]1

117 (19.5)[Event* (hasValidTime=[TimeInterval (hasEndTime=[TimeInstant (hasOrigTime)],

hasDuration=[Duration (hasDurationPattern)])])]

2

90 (15.0)[Event (hasValidTime=[TimeInstant (hasNormalizedTime*)])]3

42 (7.0)[Event*] [TemporalRelation] [Event]4

35 (5.9)[Event (hasModality*)] [TemporalRelation] [Event]5

32 (5.4)[Event (hasValidTime=[TimeInterval (hasEndTime=[Time

Instant (hasGranularity,hasOrigTime*)])])]

6

26 (4.4)[Event (hasValidTime=[TimeInterval (hasStartTime=[Time

Instant (hasGranularity,hasOrigTime*)])])]

7

25 (4.2)[Event* (hasModality*,hasValidTime=[TimeInterval(hasEndTime=[TimeInstant(hasOrigTime)],

hasDuration=[Duration(hasValue,hasUnit)])])]

8

17 (2.8)[Event (hasValidTime=[TimeInterval(hasDuration=[Duration(hasDurationPattern*)])])]9

11 (1.8)[Event(hasValidTime=[TimeInterval(hasStartTime=[TimeInstant(hasOrigTime*)],hasEndTi

me=[TimeInstant(hasOrigTime*)])])]

10

aTEO: Time Event Ontology.

Pattern Frequency
While annotating the CDEs with TEO patterns, it became quite
evident that many of the CDEs could be characterized by a few
patterns. Table 8 lists the top ten most-used patterns in the
observing set of n=600, accounting for >97% of all CDEs. In
conjunction with Table 8 and Table 9 presents a specific
example of each pattern with the corresponding RDF format.
The first and third most popular patterns are to be expected

because many of the CDEs could simply be classified as storing
a date or timestamp. The second most frequent pattern stores
the many CDEs that store an answer to a question. This pattern
is used to represent CDEs that have questions that ask about
some occurrence within a past time frame. We believe that this
pattern is a testament to the flexibility of the TEO patterns. The
different classes of TEO can be manipulated in a variety of ways
to represent a wide variety of temporal aspects within CDEs as
shown by the top ten most frequent patterns.
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Table 9. Specific examples in Resource Description Framework (RDF) format of most frequently used Time Event Ontology (TEO) patterns. Bold
font indicates the class, and italic font indicates the property.

RDFb representationCDEa LongNamePublicIDRank

rdf:type Event;<event1>Stage IV disease progression platinum-based

chemotherapy date

46145141

rdfs:label “Stage IV Disease

Progression Platinum-Based

Chemotherapy”;

hasValidTime <tInstant1>;

rdf:type TimeInstant;<tInstant1>

rdf:label “Date”

hasGranularity *;

hasOrigTime *;

rdf:type Event;<event1>Patient reported outcome problem dysuria past week

severity score 11 point scale

31919752

rdfs:label *;

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

hasEndTime tInstant1;

rdf:type TimeInstant;<tInstant1>

hasOrigTime date_of_CDE;

hasDuration durat1;

rdf:type Duration;<durat1>

hasDurationPattern 1 week;

rdf:type Event;<event1>Customer request laboratory final approval date

java.util. date

31009723

rdfs:label “Customer Request

Laboratory Final Approval”;

hasValidTime <tInstant1>;

rdf:type TimeInstant;<tInstant1>

hasNormalizedTime *;

rdfs:label *;<event1>Breast conservation treatment post neoadjuvant

therapy not attempt specify

26832454

rdf:type Event;

after < event2>;

rdf:type Event;<event2>

rdfs:label “Neoadjuvant Therapy”;

rdf:type Event;<event1>Maintenance therapy prior recurrent disease

discontinue indicator

33878105

rdfs:label “Maintenance Therapy

Discontinue”;

hasModality *;

before < event2>;

rdf:type Event;<event2>

rdfs:label “Recurrent Disease”;

JMIR Med Inform 2018 | vol. 6 | iss. 1 |e7 | p.92http://medinform.jmir.org/2018/1/e7/
(page number not for citation purposes)

Chen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


RDFb representationCDEa LongNamePublicIDRank

rdf:type Event;<event1>Partial response observed end date27906

rdfs:label “Partial Response

Observed”;

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

hasEndTime tInstant1;

rdf:type TimeInstant;<tInstant1>

hasGranularity *;

hasOrigTime *;

rdf:type Event;<event1>Prior RT begin date11577

rdfs:label “RT”;

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

rdf:label “Prior”;

hasStartTime tInstant1;

rdf:type TimeInstant;<tInstant1>

hasGranularity * ;

hasOrigTime *;

rdf:type Event;<event1>FACT-Cog Questionnaire version 3 CogPM1 how

true past seven days have been able to remember

things score 5 point scale

46097338

rdfs:label *;

hasModality *;

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

hasEndTime tInstant1;

df:type TimeInstant;<tInstant1>

r hasOrigTime date_of_CDE;

hasDuration durat1;

rdf:type Duration;<durat1>

hasDurationPattern 7 days;

rdf:type Event;<event1>Person clinical study assignment follow-up month

duration

31904579

rdfs:label Personal Clinical Study

Assignment Follow-up;

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

hasDuration durat1;

rdf:type Duration;<durat1>

hasDurationPattern*;
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RDFb representationCDEa LongNamePublicIDRank

rdf:type Event;<event1>Adverse event outcome assessment observation

performed study activity actual date and time range

ISO21090.IVL.TS.DATETIME.v1.0

317703610

rdfs:label “Adverse Event Outcome

Assessment Observation Performed

Study Activity”

hasValidTime <tInterval1>;

rdf:type TimeInterval;<tInterval1>

hasStartTime tInstant1;

hasEndTime tInstant2;

rdf:type TimeInstant;<tInstant1>

hasOrigTime*;

rdf:type TimeInstant;<tInstant2>

hasOrigTime*;

aCDE: common data element.
bRDF: Resource Description Framework.

Discussion

Comparison With Current Standard Representation
in Cancer Data Standards Repository
It is important to note here that TEO is not intended to replace
the current standard representation of CDEs within caDSR but
rather enhance the representation of temporal components.
Although there is a standard representation of the CDEs already
implemented, which is stored in the PreferredDefinition field,
it does not consistently represent the temporal components of
the CDEs [22]. Table 10 demonstrates some inconsistencies
within the standard representation that TEO hopes to address.
The temporal components within the Preferred Definition and
TEO pattern are bolded. It can be seen that given a CDE with
the same TEO pattern, the Preferred Definition field uses a

different code to represent the CDE. These inconsistencies are
resolved by using the TEO patterns. Thus, it can be seen that
the TEO patterns are superior at representing the temporal
component of the CDEs.

Within caDSR, there also exist inconsistencies between the
LongName field and the PreferredDefinition field in some
CDEs. Textbox 3 presents an example of a CDE that has a
PreferredDefinition field that is inconsistent with the LongName.
The LongName implies that the CDE is an indicator for whether
a dental procedure known as a post core is used. However,
“post” in the LongName is represented as a temporal relation
within the PreferredDefinition field. The TEO patterns would
allow for clearer representation of these CDEs by allowing the
author of the CDE to designate the post core as an Event to
clarify any ambiguities.

Table 10. Example standard representation of common data elements (CDEs) versus Time Event Ontology (TEO) patterns.

TEOa patternPreferredDefinitionLongName

[Event (hasValidTime=[TimeInstant

(hasGranularity, hasOrigTime*)])]

OTX_DATEOff treatment date

[Event (hasValidTime=[TimeInstant

(hasGranularity, hasOrigTime*)])]

PILL_QUANT_DTPills quantity date

[Event (hasValidTime=[TimeInterval

(hasEndTime=[TimeInstant

(hasGranularity,hasOrigTime*)])])]

BNCU_ENDDTTherapy prior carmustine administered end date

[Event (hasValidTime=[TimeInterval

(hasEndTime=[TimeInstant

(hasGranularity,hasOrigTime*)])])]

LAB_INCL_STOP_DTLaboratory data inclusion stop date

[Event*] [TemporalRelation] [Event]BCT_P_NEO_FA_PER_RSNBreast conservation treatment post neoadjuvant therapy failed
performed reason

[Event*] [TemporalRelation] [Event]LN_NEOADJ_RESP_CDLymph node post neoadjuvant therapy response code

aTEO: Time Event Ontology.
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Textbox 3. Inconsistencies between LongName and PreferredDefinition field.

<DataElement num=“28726”>

<PUBLICID>3250740</PUBLICID>

<LONGNAME>Prior Dental Restoration Post Core Use Yes or No Response</LONGNAME>

<PREFERREDDEFINITION>Earlier in time or order._Replacement or reconstruction of a lost tooth structure._Post;

occuring after._The center of an object; indispensable_Use; put into service; make work or employ (something)

for a particular purpose or for its inherent or natural purpose._A caDSR representation term that is used to

indicate a question with permissible values of yes/no</PREFERREDDEFINITION>

Time Event Ontology Limitations
During the annotation process, we discovered limitations with
TEO that prevented complete representation of the temporal
aspects within the CDEs. To be specific, events listed as an
ordinal number of a series are poorly ontologically represented
with TEO. This is because of the fact that TEO requires events
to be related to each other via a TemporalRelationship, and
simply designating the ordinality of the event is not
representable with TEO patterns. Due to this requirement of a
relationship between events, other temporal relationships found
in the CDEs such as “most recent” or “prior” cannot directly
be represented with TEO patterns. However, although these
temporal aspects cannot be represented ontologically via TEO
patterns, they can still be preserved in the RDF label, allowing
a human reader or annotator to see these temporal aspects.

Additionally, irregular series of events are not well-represented
by TEO. The TimePhase class was built to handle events that
reoccur at a regular interval. Although many events within
caDSR and a clinical setting in general reoccur at regular
intervals, there are a few CDEs that involve events that reoccur
irregularly. For example, given caDSR stores many CDEs that
are related to cancer, the recurrence of cancers in a patient can
be quite sporadic, making it difficult for us to represent the CDE
with TEO. Although the current version of TEO cannot
adequately represent these temporal aspects, it is anticipated
that a future version of TEO will be able to address these
shortcomings.

Conclusion and Future Direction
As stated before, we are facing an increasing volume of data
within the EHR. To keep up with this exponential growth of
data, a machine-readable annotation is necessary. The underlying
OWL-based representation of TEO allows for the leveraging
of many reasoning tools on the Semantic Web. With respect to
the CDEs within caDSR, steps have already been taken toward
standard representation of CDEs. However, aforementioned
shortcomings of the current representation open the door for
improvements. TEO provides a valid solution to improving the
representation of the temporal components of the CDEs.
Although it is not perfect quite yet, given its inability to
represent certain temporal aspects, it improves upon the current
standard representation of the temporal dimension. We hope to
improve upon TEO to allow it to more completely represent the
temporal dimension. Additionally, querying of these TEO
patterns using SPARQL Protocol and RDF Query Language ,
Semantic Web Rule Language, and a TEO querier for TEO is
a future goal. Ultimately, we hope to develop methods to
automatically match the CDEs with patterns. Improvements on
the CDE parser to improve the sensitivity and specificity will
aid in assigning a TEO pattern to the time-relevant CDEs within
caDSR. This can be done by refining the keywords list that is
used to retrieve the CDEs, as well as incorporating standardized
concept codes. In conjunction with these improvements, actual
implementation into caDSR to represent the time components
of CDEs is our ultimate goal. By improving upon the
representation of the temporal components of these CDEs, we
believe that research involving the temporal aspect of CDEs in
caDSR will become more efficient.
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EHR: electronic health record
FN: false negative
NCI: National Cancer Institute
OWL: Web Ontology Language
RDF: Resource Description Framework
TEO: Time Event Ontology
TP: true positive
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Abstract

Background: The use of communication apps on mobile phones offers an efficient, unobtrusive, and portable mode of
communication for medical staff. The potential enhancements in patient care and education appear significant, with clinical details
able to be shared quickly within multidisciplinary teams, supporting rapid integration of disparate information, and more efficient
patient care. However, sharing patient data in this way also raises legal and ethical issues. No data is currently available
demonstrating how widespread the use of these apps are, doctor’s attitudes towards them, or what guides clinician choice of app.

Objective: The objective of this study was to quantify and qualify the use of communication apps among medical staff in clinical
situations, their role in patient care, and knowledge and attitudes towards safety, key benefits, potential disadvantages, and policy
implications.

Methods: Medical staff in hospitals across Victoria (Australia) were invited to participate in an anonymous 33-question survey.
The survey collected data on respondent’s demographics, their use of communication apps in clinical settings, attitudes towards
communication apps, perceptions of data “safety,” and why one communication app was chosen over others.

Results: Communication apps in Victorian hospitals are in widespread use from students to consultants, with WhatsApp being
the primary app used. The median number of messages shared per day was 12, encompassing a range of patient information. All
respondents viewed these apps positively in quickly communicating patient information in a clinical setting; however, all had
concerns about the privacy implications arising from sharing patient information in this way. In total, 67% (60/90) considered
patient data “moderately safe” on these apps, and 50% (46/90) were concerned the use of these apps was inconsistent with current
legislation and policy. Apps were more likely to be used if they were fast, easy to use, had an easy login process, and were already
in widespread use.

Conclusions: Communication app use by medical personnel in Victorian hospitals is pervasive. These apps contribute to
enhanced communication between medical staff, but their use raises compliance issues, most notably with Australian privacy
legislation. Development of privacy-compliant apps such as MedX needs to prioritize a user-friendly interface and market the
product as a privacy-compliant comparator to apps previously adapted to health care settings.

(JMIR Med Inform 2018;6(1):e9)   doi:10.2196/medinform.9526
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Introduction

Due to increased availability, affordability, and functionality,
the use of mobile phones to communicate and enhance clinical
practice within Australian hospitals is widespread [1-3].
Thousands of apps developed by third parties are available for
use on mobile phones to aid in clinical decision making,
monitoring of patients, medical education or information,
communication, and more [4,5].

Using mobile phones for communication is possible through
multiple means including texting (short message service [SMS]),
voice and video calling, conferencing email, multimedia
messaging, and communication apps such as WhatsApp and
Viber [4].

Effective and efficient communication is key to safe and high
quality patient care. In hospitals, challenges to communication
include large multidisciplinary teams with complex hierarchies
guiding patient care, a proliferation of clinical information that
is often time critical, and the necessity of staff travel within
hospitals and between health care sites. Traditional
communication platforms such as paging may be unreliable,
and 2-way communication is difficult. The use of
communication apps on mobile phones to communicate with
colleagues is fast, efficient, portable, and convenient [6-8].
These apps are often free, easily available, and in widespread
use. They facilitate rapid communication within teams through
conversation and closed-group features, overview and increased
involvement by senior clinicians, an enhanced patient handover
process, easy communication of patient results, and rapid
changes to patient management plans [5,7,8]. With multiple
health care staff caring for patients, enhanced communication
supports greater efficiency [8]. Therefore, communication app
use offers an attractive mode of communication for health care
professionals.

The advancement of technology allowing communication on
portable devices brings with it a range of legal and ethical issues.
In Australia, federal, state, and territory privacy laws regulate
the handling of personal information. Consent must be obtained
for the use of such information, which can only be used for the
purpose consented to. An obligation arises upon entities handling
this information to ensure compliance with prescribed privacy
principles. For example, security of the information must be
catered for to protect it from any unauthorized use or disclosure
[7]. Most of the mobile phone apps currently in general usage
within the Victorian health care system to communicate clinical
information do not comply with these regulations. Consent is
often not obtained, data may be accessed from the host device
if it is lost or hacked, the data may be stored on an insecure
server, which is often overseas or backed up overseas [9]. In
Australia, certain apps have been developed to comply with
Australian privacy regulations, such as MedX and MyBeepr.

A small number of studies have demonstrated the benefits of
communication apps when used as an intervention in clinical
practice [4-6]. However, no data exists on whether these apps
are being used by medical staff. It is also unclear why medical
staff use one app over another. This study aimed to quantify
and qualify the use of communication apps among medical staff

in clinical situations, their role in patient care, and to elaborate
on issues relating to safety, key benefits, potential disadvantages,
and policy implications.

Methods

Recruitment
Medical staff across Victorian hospitals from September to
October 2017 were sent an email, social media post, or were
personally approached to complete an anonymous 33-item online
survey administered by SurveyMonkey (Multimedia Appendix
1). The survey was trialed on 2 medical staff at 1 hospital—their
responses were not included in the results. “Logic” was used at
some questions to guide respondents to further questions based
on their previous response. The number of medical staff reached
was unable to be calculated given the nature of social media
posts and emails that were sent generally to medical staff across
multiple departments. The lead researcher and 2 other
researchers disseminated the survey. A brief description of the
survey, details about anonymity, and intention to publish
de-identified data was outlined in the first page of the survey.
Consent was obtained with continued participation in the survey
beyond the first page signaling consent.

Data Collection
The survey collected data on the following: (1) respondents
demographics, (2) use of communication apps in clinical
practice, (3) amount and type of communication app use, (4)
attitudes towards communication apps, (5) perceived benefits
and disadvantages, (6) views on data “safety”, and (7) why one
communication app was chosen over others.

Results

Demographics
In total, 118 responses were received, of which 88 (74.6%,
88/118) were complete responses. Of the respondents, 67.8%
(80/118) were doctors, with 32.2% (38/118) medical students.
The majority of respondents worked in the surgical field (Table
1). Most people (72.2%, 83/115) owned an iPhone.

Communication App Use
Most participants used WhatsApp (85.0%, 96/113) as their main
app for communicating clinical information. Most respondents
used the app daily (78.4%, 80/102), with the median number
of messages sent being 12 per day. A range of patient
information was shared on communication apps, both with
individual colleagues as well as within clinical teams (Table 2).

Knowledge and Perceptions of Safety and Privacy
Most participants (67%, 60/90) thought communicating patient
information on apps was only moderately safe, with 21% (19/90)
considering the information safe. Of the participants, 50%
(46/90) felt they may “get into trouble” by sharing patient
information on apps and 76% (64/86) did not know that if
communicated data was stored on overseas servers it breached
Australian privacy legislation. Only 45% (5/11) of participants
were aware of a hospital policy regarding the use of apps. Most
participants were aware that patient consent was required to
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share the information. The majority of participants (94%, 85/90)
considered that consent was required prior to “taking a
photograph of a wound to send to a plastic’s registrar”.
However, only half considered this consent needed to be
documented in the patient notes or entered onto a hospital
consent form.

Perceptions on the Benefits and Disadvantages of Using
Apps for Clinical Purposes
All respondents stated benefits relating to the use of apps in
clinical practice. These included prompt communication,
reduction in interruptions, portability, easier access to senior
clinicians and other team members who were only intermittently
available (ie, when registrars or consultants are scrubbed in
theater), and enhanced communication relating to patient
progress, results, and education. Other benefits noted included
the ability to create “groups” correlating to clinical teams, being
able to view who has seen comments, and the ability to mute
conversations when not at work. Most respondents (78%, 71/90)
also noted disadvantages relating to the use of apps. The main
disadvantage noted by 94% (64/68) of participants was the
potential risk to patient confidentiality. Less commonly viewed

disadvantages included 1-sided communication, missing aspects
of a conversation thread, and the expectation that all members
of the group were equally informed about patient information
shared on the app, even if members of the group were not
present in the workplace. In addition, there was a concern that
use of apps needed to be commensurate with the clinical
situation, with face to-face or voice interaction required for
more time critical situations.

Preferences
Respondents were more likely to use an app that was free, easy
to login, in wide usage with other colleagues, enabled the
establishment of discrete “groups,” permitted the sharing of
multiple data formats (ie, text, images, tables, video), and
complied with privacy requirements. Only 13% (11/85) of
participants were aware of the communication app MedX;
however, none used it as their main communication app. Most
frequently cited reasons for this included (1) a difficult login
process and user interface; (2) widespread use of WhatsApp as
an alternative; (3) and the perception that messages degrade on
MedX.

The key findings of the surveys are shown in Textbox 1.

Table 1. Demographics of respondents.

n (%)Demographics

Position (N=115)

38 (32.2)Medical student

19 (16.1)Intern

17 (14.4)Resident

28 (23.7)Registrar

8 (6.8)Fellow

8 (6.8)Consultant

Department (N=71)

39 (35)Medicine

51 (45)Surgery

1 (1)Pediatrics

2 (2)Obstetrics and Gynecology

3 (3)Radiology

9 (12)Emergency

Phone (N=115)

83 (72.2)iPhone

32 (27.8)Android
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Table 2. Communication app use, types of information shared, and group communications.

n (%)Characteristics

Main app used for clinical purposes (N=105)

89 (84.7)WhatsApp

0Viber

0MedX

1 (0.9)Slack

15 (14.3)Other

Quantity/use of app for clinical purposes (N=100)

78 (78)Daily

22 (22)<Daily

Type of information sent via communication app

78 (80)Patient management details

77 (79)Patient results

63 (65)Details that facilitate clinical handover

69 (79)Questions to colleagues about management

65 (75)Answers to colleagues about management

49 (56)Pictures of bradma labels

62 (71)Patient name and unit record numbers (unique patient identifier)

66 (76)Pathology results

38 (44)Admission notes

54 (61)Imaging reports

51 (44)Pathology reports

35 (50)Microbiology reports

49 (56)Radiological pictures

45 (52)Interventional reportsa

33 (38)Electrocardiogram images

87 (91)Participants belong to a communication or team group (N=96)

aExamples of interventional reports include reports and operation notes.

Textbox 1. Key findings of the surveys.

• All medical staff owned a mobile phone.

• The majority of medical staff used apps for clinical purposes on a daily basis.

• WhatsApp was the most commonly-used app.

• All staff shared patient data.

• All staff considered apps to enhance clinical practice and communication to improve patient care.

• Confusion existed regarding what consent was required when sharing patient information.

• Most medical staff were concerned about the privacy implications of apps for clinical purposes.

• Staff were more likely to use an app if it was in widespread use, and was free, reliable, and easy to use.

Discussion

Communication App Use and Benefits
The use of apps for clinical purposes by medical staff is
widespread, with most using them to enhance communication

with colleagues and share clinical information to enhance patient
outcomes. All participants saw the benefit of using apps in
clinical situations, considering them to be efficient, portable,
and a less obtrusive means of facilitating patient handover,
communicating within teams, integrating patient information,
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and optimizing patient management plans. It is clear the role of
these apps in Victorian clinical practice is well-established and
offers benefits over more traditional forms of communication
(ie, paging systems, voice calling, and face to face meetings).
In particular, they are suited to the unique challenges faced by
health care teams including large multidisciplinary teams where
senior staff may only be intermittently available, responding to
time critical issues, and optimizing team interaction in
geographically-diverse health care centers.

Knowledge and Perceptions of Safety and Privacy
Despite the widespread use of apps, there was confusion about
privacy implications and consent. For example, most participants
knew that consent was required when taking a photograph on
a mobile phone to share with a colleague; however, only half
considered that documenting patient consent in their notes was
also required. Added complexity exists when considering
ongoing discussion and sharing of a wide range of patient
information to facilitate daily patient care by medical staff on
communication apps. Privacy legislation in Australia states that
patient information can only be used for the purpose to which
it was collected and consented for by the patient [7].
Medico-legal providers recommend documenting consent in
patient notes when sharing images on mobile phones [10]. This
raises the question of whether patient consent should also be
obtained prior to sharing their information on communication
apps. Given the number of patients often admitted under clinical
teams, this requirement may serve to reduce the speed, efficacy,
and attractiveness of these apps. Another option may be to
require consent on admission by patients for the specified and
agreed purpose of discussing their care via these apps.

Respondents associated subjective risks with sharing patient
data on communication apps, with half suspecting they may get
“in trouble” for doing so, and 97% (64/68) acknowledging
privacy concerns. However, the majority of medical staff
continue to use these apps on a daily basis despite recognizing
potential non-compliance with privacy laws. This may be
considered a case of convenience and familiarity trumping
privacy, or alternatively clinicians becoming reliant on their
mobile phones and these types of communication technologies
for patient-related communication. Medical staff were also
unaware that these apps store data, including identifiable patient
information, on overseas servers which contravenes Australian
privacy legislation. Although there have not been any legal
cases against medical staff regarding the use of these apps, given
their non-compliance with data safety legislation, a case may
be made against medical staff if data shared on these apps was
compromised. The Medical Board of Australia does not
currently have guidelines that address the use of communication
apps. However, in 2015 they highlighted the risks related to
communication with patients via electronic messaging and
recommended that medical practitioners be aware of privacy
legislation [11].

Simple steps may be taken by medical staff to decrease the risk
to patient data safety when using mobile phones for
communication. These include obtaining consent from the
patient, having pin numbers on devices to prevent unauthorized
access, and deleting information once it is not longer required.

The Australian Medical Association (AMA) policy on the use
of clinical photography on mobile phones is a good practical
guide that can be used in the clinical setting [12]. Hospitals may
also play a role in increasing awareness relating to privacy by
establishing their own policies.

The increasing development, use, and benefits of communication
apps needs to be balanced against the risk to patient safety and
confidentiality. Developing apps which comply with privacy
legislation, protect patient data with encryption, and are resistant
to cyber crime may facilitate the use of these apps without
risking patient data security. Guidelines do not currently exist
which address the use of communication apps in clinical
practice. These need to be developed to guide medical staff on
their safe use, at a pace which mirrors their adoption by clinical
staff.

Perceptions of Disadvantages Relating to the Use of
Mobile Phone Apps
Barriers and disadvantages relating to the use of apps were
acknowledged by 80% (72/90) of participants with the most
commonly-cited being the risk to patient confidentiality. Other
disadvantages were less commonly noted, and did not appear
to deter medical staff from using these apps.

Preferences
Respondents were more likely to use an app if it was free to
access, already in widespread use, had an easy and reliable
interface, and was easy to use. WhatsApp was the most
frequently used app. Most staff were unaware of a purpose-built
communication app called MedX, which complies with
Australian privacy regulations. Medical staff that were aware
of MedX did not use the app due to a difficult login process,
user interface, and low use pattern. The widespread use of other
apps, mainly WhatsApp, will likely render the introduction of
these compliant apps problematic. A simpler login process and
user interface needs to be developed, local policies prioritizing
these apps, appropriate advertising, and even incentives may
be required to shift established usage to privacy-compliant apps.
Given the intersection of app usage with federal, state, and
territory laws, this issue may also be worth considering by the
Victorian Boards Ministerial Advisory Committee, and perhaps
even the Australian Health Ministers’ Advisory Council
(AHMAC) and COAG Health Council (CHC).

Limitations
The limitations of this study include the small sample population
and simple survey framework.

Conclusions
The use of communication apps by medical personnel in
Victorian hospitals is pervasive, with WhatsApp the most
commonly used. These apps play a role in optimizing
communication between medical staff to deliver better health
outcomes for patients. The major disadvantage arising from the
use of apps is the non-compliance of apps currently in
widespread usage with Australian privacy legislation. However,
this does not appear to limit their use despite the majority of
medical staff acknowledging risks to patient privacy.
Development of privacy-compliant apps such as MedX needs
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to prioritize those features that currently engage user interest in
non-compliant apps. A coordinated effort is also required in a
regulatory and policy sense to ensure the transition to

privacy-compliant apps. This is an initiative worthy of
consideration by the Victorian Boards Ministerial Advisory
Committee, and perhaps even the AHMAC and CHC.
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Abstract

Background: Real-time video visits are increasingly used to provide care in a number of settings because they increase access
and convenience of care, yet there are few reports of health system experiences.

Objective: The objective of this study is to report health system and patient experiences with implementation of a telehealth
scheduled video visit program across a health system.

Methods: This is a mixed methods study including (1) a retrospective descriptive report of implementation of a telehealth
scheduled visit program at one large urban academic-affiliated health system and (2) a survey of patients who participated in
scheduled telehealth visits. Health system and patient-reported survey measures were aligned with the National Quality Forum
telehealth measure reporting domains of access, experience, and effectiveness of care.

Results: This study describes implementation of a scheduled synchronous video visit program over an 18-month period. A total
of 3018 scheduled video visits were completed across multiple clinical departments. Patient experiences were captured in surveys
of 764 patients who participated in telehealth visits. Among survey respondents, 91.6% (728/795) reported satisfaction with the
scheduled visits and 82.7% (628/759) reported perceived quality similar to an in-person visit. A total of 86.0% (652/758) responded
that use of the scheduled video visit made it easier to get care. Nearly half (46.7%, 346/740) of patients estimated saving 1 to 3
hours and 40.8% (302/740) reported saving more than 3 hours of time. The net promoter score, a measure of patient satisfaction,
was very high at 52.

Conclusions: A large urban multihospital health system implemented an enterprise-wide scheduled telehealth video visit program
across a range of clinical specialties with a positive patient experience. Patients found use of scheduled video visits made it easier
to get care and the majority perceived time saved, suggesting that use of telehealth for scheduled visits can improve potential
access to care across a range of clinical scenarios with favorable patient experiences.

(JMIR Med Inform 2018;6(1):e10)   doi:10.2196/medinform.8479

KEYWORDS

telemedicine; video visit; primary care; specialty; patient satisfaction

Introduction

Telehealth video visits, or real-time remote face-to-face visits
between patients and providers, have been implemented in a
number of settings in recent decades. Video visits have a
well-established track record of use in rural and health shortage
service areas, where the availability of providers may be limited
[1,2]. Applications of various forms of telehealth including

video visits have been studied in a number of settings, including
behavioral health care [3], dermatology [4], genetic counseling
[5], rheumatology [6], and pain management [7]. Real-time
remote video visits have been shown to be an acceptable
alternative to patients and providers in a number of settings and
have the potential to reduce costs [8,9].
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Although telehealth video visit use for scheduled routine visits
are increasingly implemented in various health care settings,
there are few published reports of health system experiences
implementing telehealth programs that include scheduled video
visits. In the United States, some information is available about
system-wide implementation of clinical video telemedicine
programs from the Veteran’s Administration (VA) [8]. The VA
has reported experiences with cost savings related to widespread
video visit use [10], which can inform other health systems
seeking to implement system-wide video visit programs. A
number of cost and reimbursement factors are unique to the VA
setting, however, and may not be shared by other US health
systems looking to adopt video visit programs. Other
experiences can be gleaned from the international community.
One health system report from a tertiary hospital in Australia
described processes and outcomes of introducing of a centralized
coordination for telehealth service [11], with a resulting increase
in availability of telehealth services. This work focuses primarily
on health system factors, and does not include patient
experiences of implementation. An understanding of health
system and patient experiences with implementation of
telehealth visits is needed to improve design and delivery of
telehealth for scheduled visits.

We report experiences of one large urban health system in
implementing an enterprise-wide scheduled video visit program
across various disciplines and specialties, with a focus on the
impact on access, experience, and effectiveness of care. These
three domains of care represent three of the four domains that
inform the National Quality Forum (NQF) telehealth measures
framework [12].

Methods

Study Design and Setting
This is a mixed methods study evaluating the JeffConnect
scheduled visit program at a large urban academic-affiliated
health system, Jefferson Health (Jefferson), located in
Philadelphia, PA, USA. The study includes a retrospective
descriptive evaluation of implementation of the program and a
survey of patients who participated in scheduled telehealth visits.

Selection of Survey Participants
Patients aged 18 years and older with an existing relationship
with a Jefferson provider who was trained on telehealth use
were eligible to participate in scheduled telehealth visits. Patients
were informed of the option of a telehealth scheduled visit by
their provider, an administrator, or learned about it through
marketing notifications. All patients who participated in a
telehealth visit were eligible to participate in the survey. Patients
were contacted by email the second week following their
scheduled visit to provide feedback via survey.

Program Description
Jefferson Health provides hospital-based and outpatient-based
services to patients across its four hospital systems, including
the academic medical center at Thomas Jefferson University.
In 2015, Jefferson initiated JeffConnect, an enterprise-wide
telehealth program that offers video visits with a Jefferson health
care provider via Web or mobile app, allowing patients to follow

up with providers virtually as an alternative to returning to the
office in-person. Patients and providers schedule appointments
the same way they would for in-person visits, and visits are
performed via real-time face-to-face remote video.

The JeffConnect team comprises a program and project manager
and five telehealth coordinators. The telehealth coordinators
are trained to be responsible for coordinating clinical services
and enhancing patient engagement via telehealth. Telehealth
coordinators are not medical providers. They are college
educated and have completed an American Telehealth
Association-accredited telehealth facilitator certificate program
[13]. Coordinators use videoconferencing technologies and
scheduling software to coordinate and connect staff, patients,
and providers in the manner effective to delivery of services,
patient care, education, and training. Scheduled video visits
were initially piloted with the institution’s covered employees
who are also patients, then offered widely to all established
Jefferson patients in all specialties.

Training Program
During its initial implementation phase, the JeffConnect team
conducted more than 50 two-hour in-person group education
sessions training providers, schedulers, and staff. The training
session covered topics including program description, legal and
regulatory information relevant to providing care via telehealth,
how to use the telehealth platform for conducting video visits,
and value to patients. Presently, the in-person group telehealth
classes are now individually offered virtually through webinar.

Scheduling Visits
Patients schedule video visits using the same processes that are
used for scheduling in-person visits, either by calling a
centralized health system scheduler, calling the office, or by
requesting a telehealth visit online. Many patients were referred
to schedule via telehealth by their provider, and appropriateness
for telehealth visit was determined by provider for all visits. All
patients at the health system receive an automated reminder
phone call 2 days prior to the visit, which is in place for on-site
and telehealth visits. Additionally, for telehealth visits, the
patient receives a phone call the day before from a telehealth
coordinator to review processes for log-on, check that any
necessary steps such as app download and registration are
completed, and test the connection.

Conducting Visits
On the day and time of the scheduled video visit, patients log
on to their password-protected JeffConnect account using a
mobile phone or tablet app, or via a laptop or desktop browser
equipped with a webcam and microphone. Providers log on
from their health system location using a tablet app or Web
browser, also with a webcam and microphone. Visits include
real-time video and audio. Providers have access to the
electronic medical record to review the patient’s prior records
and document the visit.

Data Collected
Data were collected with a focus on the impact on access,
experience, and effectiveness of care, because these three
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domains of care represent three of the four domains that inform
the NQF telehealth measures framework [12].

Access
Health system measures of access to care via telehealth
scheduled visit included number of providers trained to use
telehealth for scheduled visits, the number of downloads and
registrations of the app, and the number of completed visits.
Metrics for each department were collected and reported
monthly, indicating how many visits were completed and by
which provider. Providers were categorized by specialty,
including dermatology, emergency medicine, family medicine,
medical subspecialties (allergy, cardiology, endocrinology,
gastroenterology, hematology, infectious disease, nephrology,
oncology, pulmonology, and rheumatology), neurology,
obstetrics and gynecology, psychiatry, radiation oncology,
radiology, rehabilitation medicine, and surgical and related
subspecialties (anesthesia, general surgery, neurosurgery, oral
maxillofacial surgery, otolaryngology, preadmission testing,
and urology).

Patient-reported measures of access to care included reported
ease of use and impact on the ability to receive care when and
where needed (both on a five-point Likert scale), as well as
patient estimates of time saved through use of the telehealth
visit.

Experience
Patient experience was assessed using a series of questions
including overall patient satisfaction, reasons for dissatisfaction
(if noted), if the patient would use JeffConnect for a scheduled
telehealth visit again, and if the patient would recommend it to
a family member or friend. Experience was also assessed
through calculation of net promoter score, a measure of
willingness to recommend to others.

Effectiveness
Effectiveness of care was assessed using health system data
including qualitative responses from division directors. Patient
responses relevant to effectiveness of care included patients’
perspectives of whether level of care received via telehealth

was equal to level of care received via in-person visit, and
whether patients had adequate time with the provider, assessed
on five-point Likert scale.

Data Analysis
Data are presented descriptively as absolute numbers and percent
frequency of occurrence.

Results

Access
The Jefferson telehealth program trained 746 providers,
including physicians and advanced practice providers, to
perform scheduled video visits. A summary of total completed
visits between January 2015 and December 2016 are presented
in Table 1.

All the clinical care departments that provide outpatient care
had physicians capable of delivering telehealth. There were
32,234 registrations and downloads of the JeffConnect app, and
3018 scheduled outpatient video visits were completed during
the 18-month implementation period.

Of the 3018 completed video visits, 764 patients responded to
the after-visit survey. Patient survey responses are summarized
in Table 2. Most patients (84.8%, 646/762) surveyed had no
prior experience with telehealth video visits. The majority
(86.0%, 652/758) agreed or strongly agreed that JeffConnect
made it easier to get care.

Experience
Among survey participants, 91.3% (728/797) reported
satisfaction with their scheduled telehealth video visit. Among
the 67 participants who reported they were not satisfied, 57 of
those cited technical issues and five reported they did not like
interacting on video. A total of 86.7% (656/757) agreed or
strongly agreed it was easy to use and 90.9% (686/755) would
use it again. The net promoter score, a reflection of patient
willingness to recommend scheduled visits, was 52, consistent
with high likelihood of recommending the service.

Table 1. Scheduled video visits completed from January 2015 to December 2016 by department.

Visits by advanced practice providers, nVisits by physicians, nDepartment

332Dermatology

088Emergency medicine

032Family medicine

233734Medical subspecialties

010Neurology

940Obstetrics & gynecology

40240Psychiatry

555Radiation oncology

060Radiology

050Rehabilitation medicine

479908Surgical subspecialties

7692249Total
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Table 2. Scheduled visit patient survey responses (N=764).

n (%)Question and response

How did you hear about JeffConnect?

42 (5.2)Email

1 (0.1)Postal mail

24 (3.0)Friend or family

554 (69.7)Health care provider

39 (4.9)Jefferson website

5 (0.6)Print advertisement

1 (0.1)Online advertisement

129 (16.2)Other

Have you ever had a telehealth video visit before this visit?

116 (15.2)Yes

646 (84.8)No

Do you use social media?

63 (71.6)Yes

25 (28.4)No

Have you recommended JeffConnect to your friends or family?

307 (43.6)Yes

397 (56.4)No

Overall, were you satisfied with your most recent visit?

728 (91.6)Yes

67 (8.4)No

What is the reason you were unsatisfied with your visit (check all that apply)a

53 (83.1)I experienced technical issues

5 (7.9)I didn’t like interacting on video

0 (0.0)I was not happy with the physician

27 (42.8)Other

How much time do you think JeffConnect saved you?

31 (4.1)None

61 (10.7)Less than 1 hour

346 (45.5)1-3 hours

302 (39.7)More than 3 hours

aRespondents had the option to identify more than one response.

Effectiveness
Use cases for scheduled visits varied by department. Many of
the clinical departments used scheduled video visits for routine
follow-up to assess an ongoing episode of care, chronic
condition management, medication updates, and to engage
families in outpatient care. Anesthesiology used scheduled video
visits for some components of preadmission testing before
surgery and for postoperative pain management. Surgical
specialties (urology, otolaryngology, and oral maxillofacial
surgery) employed scheduled telehealth visits for postop
follow-up. Rehabilitation medicine used telehealth scheduled
video visits for transitions of care visits after hospital discharge,

wound care visits, prosthesis monitoring, and physical therapy
follow-up. Obstetrics and gynecology use cases included family
planning visits.

Among patient responses with regard to effectiveness, 91.0%
(691/759) reported having had enough time with the provider
and 82.7% (628/759) perceived the same level of care as in
in-person visits. More than 87.6% (648/740) perceived at least
1 hour of time saved by converting outpatient visit to a
scheduled telehealth visit, and nearly 40.8% (302/740) perceived
more than 3 hours of time saved.
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Discussion

This study reports the initial implementation of a scheduled
video visit program at one large academic health system,
including completion of 3018 scheduled telehealth visits across
all clinical departments in the enterprise. Our findings
demonstrate that use of telehealth for scheduled visits increases
potential and realized access to health care across a range of
clinical scenarios, and is associated with favorable patient
experiences.

The NQF report establishing a framework for measuring quality
of care provided through telehealth focuses on access,
experience, effectiveness, and financial impact of care [12].
Access to care includes access for patients and families, access
for the care team, and access to information. The Anderson and
Aday [14] conceptual model for understanding access to care
considers potential (resources that allow patients to seek care)
and realized access (actual use of care). This study provides
input on the ability of a large health system to increase potential
access to care by enabling providers in every clinical department
to potentially provide care and facilitating availability of
telehealth scheduled visits to patients who have registered and
downloaded the app. The study also demonstrates the impact
on realized access to care across a range of clinical departments
through the completed visits.

Improving access to health care has been touted as a primary
value added by telehealth in health care [15-17], and policy
recommendations for improving access to care include
integrating telehealth into care [18]. We add to the existing body
of literature around improved access through telehealth with
evidence of a large health system’s experience implementing
scheduled video visits into routine care of existing patients.
Measuring access to care under the NQF framework for
telehealth will importantly include access for patients and
family, and will also include access for the care team and access
to information (electronic health records and health information).
Although this study does not directly evaluate access for the
care team or access to information, we note that clinicians
providing care via scheduled video visit have continuous access
to the electronic medical record while engaging in the video
visit.

This work also builds on existing literature suggesting that
patient’s report favorable experience with telehealth video visits
[7,19,20]. We add to this work, and add to it with the use of the
net promoter score, to assess patient satisfaction with telehealth
services. The net promoter score is a metric to estimate how
likely an individual is to recommend a service. Initially used in
marketing [21,22], and more recently adapted for use in health
care [23], the net promoter score allows for categorization of
survey respondents either as a “promoter,” “passive,” or
“detractor.” The score is calculated by the percentage of
promoters minus the percentage of detractors, and ranges from
–100 to 100. A positive score of 52, such as we found among
our patients, reflects high likelihood of recommending to friends
and family.

There is a broad and growing body of literature surrounding the
impact of telehealth video visits on access and experience of
care, but the effectiveness of telehealth scheduled video visits
for routine care and the financing of scheduled video visits are
incompletely understood. The clinical use cases reported were
wide-ranging and varied significantly by department, making
a uniform assessment of quality of care provided challenging.
These findings demonstrate that the majority of patients
surveyed across a heterogeneous group of clinical scenarios felt
they had received the same level of quality as they would have
during on-site in-person visits.

Limitations
This study reports on experiences with initial implementation
of an enterprise-wide scheduled video visit program. Patients
who participated in scheduled visits self-selected to use video
visits to connect with their providers. Although very few of
these patients had any prior experience with video visits for
health care, they were nevertheless the early adopters of this
application of telehealth at our health system. Their perceptions
may not be generalizable to other populations who did not
choose to use telehealth.

Additionally, the perspective of providers and staff are not
captured by these data. Provider and staff engagement are
essential to the success of a system-wide program.
Implementation of comprehensive scheduled video visit
programs require communicating the value of telehealth to
providers, compensating accordingly, keeping information
technology applications and workflows simple, recognizing the
workload that providers handle, and investing in a culture where
providers are trained and rewarded for providing high-quality
care that includes telehealth visits [24]. Future work should
address the experience of the care team in widespread
implementation of scheduled video visits.

Finally, we were unable to evaluate the financing of a scheduled
video visit program with this work. During our initial
implementation period, telehealth scheduled visits were not
compensated by most payers and patients were not billed for
this uncovered benefit; as such, evaluating the financial
implications was not possible. Health systems considering
system-wide implementation of telehealth program should
identify motivations and barriers of all stakeholders for
telehealth scheduled visits among patients, providers,
administrators, and payers [25], and they will need information
on how a scheduled visit program impacts care access,
experience, effectiveness, and financing.

Conclusions
Health care delivery is in a state of flux, shifting from traditional
in-person, visit-based, fee-for-service models toward care
delivery that is patient-centered, efficient, and lower cost.
Effective use of telehealth video visits can facilitate meeting
these goals, but requires broad adoption and integration into
clinical care. Our experiences implementing an enterprise-wide
telehealth program at one large urban multihospital health
system demonstrate the promise that scheduled telehealth video
visits hold for improving access, supporting a positive patient
experience and providing effective care.
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Abstract

Background: Quality improvement (QI) involves the following 4 steps: (1) forming a team to work on a specific aim, (2)
analyzing the reasons for current underperformance, (3) developing changes that could improve care and testing these changes
using plan-do-study-act cycles (PDSA), and (4) implementing successful interventions to sustain improvements. Teamwork and
group discussion are key for effective QI, but convening in-person meetings with all staff can be challenging due to workload
and shift changes. Mobile technologies can support communication within a team when face-to-face meetings are not possible.
WhatsApp, a mobile messaging platform, was implemented as a communication tool by a neonatal intensive care unit (NICU)
team in an Indian tertiary hospital seeking to reduce nosocomial infections in newborns.

Objective: This exploratory qualitative study aimed to examine experiences with WhatsApp as a communication tool among
improvement team members and an external coach to improve adherence to aseptic protocols.

Methods: Ten QI team members and the external coach were interviewed on communication processes and approaches and
thematically analyzed. The WhatsApp transcript for the implementation period was also included in the analysis.

Results: WhatsApp was effective for disseminating information, including guidance on QI and clinical practice, and data on
performance indicators. It was not effective as a platform for group discussion to generate change ideas or analyze the performance
indicator data. The decision of who to include in the WhatsApp group and how members engaged in the group may have reinforced
existing hierarchies. Using WhatsApp created a work environment in which members were accessible all the time, breaking down
barriers between personal and professional time. The continual influx of messages was distracting to some respondents, and how
respondents managed these messages (eg, using the silent function) may have influenced their perceptions of WhatsApp. The
coach used WhatsApp to share information, schedule site visits, and prompt action on behalf of the team.

Conclusions: WhatsApp is a productive communication tool that can be used by teams and coaches to disseminate information
and prompt action to improve the quality of care, but cannot replace in-person meetings.

(JMIR Med Inform 2018;6(1):e13)   doi:10.2196/medinform.8154

KEYWORDS

quality improvement; mobile apps; communication; patient care team

Introduction

Interprofessional teamwork is an essential component of
effective quality improvement (QI) in health care [1]. Health
care staff must collaborate to make workflows and processes

of care more efficient and improve patient outcomes. Successful
teamwork in QI requires functional communication structures
in which team members can participate [2]. Inclusive leadership
and communication can create an environment in which staff
feel valued, appreciated, and empowered to contribute to
improvement efforts [3]. Communication failures in
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interprofessional teams can be attributed to different
communication styles by cadre, hierarchical structures, and a
culture in which mistakes are perceived as personal failings [4].
With high patient loads and conflicting schedules, it can be a
challenge to find time for face-to-face communication with all
or most of a QI team at regular intervals. Mobile technologies
present an opportunity for team members to remain connected
in between or in lieu of in-person meetings.

mHealth, “medical and public health practice supported by
mobile devices” [5], has been applied in the health sector in
low- and middle-income countries (LMICs) predominantly to
educate and promote behavior change among patients. mHealth
approaches have also been applied to medical imaging,
collecting and transmitting patient-level data, and providing
support to health workers in clinical tasks, communication with
patients, and supply chain management [6]. A recent framework
on mHealth as a health systems strengthening tool presented
12 common applications of mHealth, including to improve
adherence to clinical protocols [7]. Another systematic review
identified five uses of mobile technologies by frontline workers
in LMICs [8]. Notably absent in the research from LMICs is
the use of mobile platforms to support communication among
health workers as a mechanism for improving care systems and
processes.

WhatsApp is a messaging platform that allows users to send
text messages, photographs, documents, and videos and make
phone calls using a smartphone. The app allows for group chats
with up to 256 members. There are an estimated one billion
WhatsApp users worldwide, with about 160 million of those in
India [9]. In health care in high-resource settings, WhatsApp
has been employed as a means of communication in laboratory
services [10] and emergency surgery [11], and in LMICs, it has
been used to facilitate supervision of community health workers
[12].

In spite of its use in health care, we found no published research
on the application of WhatsApp or similar platforms to facilitate
the work of QI teams in any setting. We sought to explore how
a QI team in one Indian hospital communicated with each other
and with a coach via WhatsApp while implementing modern
improvement methods to improve adherence to aseptic protocols
in the neonatal intensive care unit (NICU).

Methods

Study Site
The study hospital is a tertiary-level care hospital in Delhi
providing free services to a population of 300,000 with nearly
7000 deliveries every year. The 15-bed NICU has a bed
occupancy rate of 50% and is staffed by 5 pediatricians, 6
general doctors, 12 nurses, and 2 paramedical staff who provide
round-the-clock services for an average of 120 newborn
admissions per month.

The hospital had experience implementing modern QI methods
with support from the United States Agency for International
Development Applying Science to Strengthen and Improve

Systems (USAID ASSIST) Project in the gynecology
department, but this was the first QI activity implemented in
the NICU. The positive impact of QI implementation in other
departments and results from other QI projects in local hospitals
were instrumental in motivating the NICU staff to take up this
project. The NICU improvement team consisted of 21 staff,
including 1 head of department, 1 senior specialist, 3 senior
residents, 6 junior residents, 2 senior staff nurse, 1 sister in
charge, 5 staff nurse, and 2 technicians. In total, 12 team
members joined when the team was formed and formed the core
team; the remaining 9 participated in the improvement activity
as they were able.

The NICU team observed that the QI approach involved the
following 4 steps: (1) forming a team to work on a specific aim,
(2) analyzing the reasons for current poor performance, (3)
developing changes that could improve care and testing these
changes using plan-do-study-act (PDSA) cycles, and (4)
implementing successful changes to sustain improvements.
Analysis of unit data revealed that babies’ length of stay was
increasing due to nosocomial infections, as aseptic protocols
during intravenous (IV) procedures were not properly followed.
In May 2016, the team began a QI activity on following asepsis
protocol while performing IV procedures and collecting data
regarding number of blood draws done on daily basis.

The QI team tested and implemented the following changes:
prearranging blood sampling trays with all necessary items
required to perform aseptic procedures; preparing a checklist
to evaluate performance; and establishing a cardboard dropbox
into which observers deposited completed checklists to make
the evaluation process anonymous. The team continued to do
PDSA cycles to eliminate unnecessary steps in the blood
sampling process to make it simpler and adaptable to hospital
staff. Within 12 weeks of starting the improvement activity, the
team followed aseptic protocols in 80% of the blood samples
taken and decided to expand their activities to improve central
lines procedures.

Over the course of 18 weeks, the QI team received 8 in-person
coaching visits from an external advisor with 3 years of
experience in helping health workers use QI approaches. The
coach was also in the WhatsApp group and engaged in regular
communication. Not all in-person visits were equally fruitful
due to medical emergencies or scheduling that prevented the
team from coming together. The coach guided the team through
the learning process of collecting, analyzing, and interpreting
data to identify gaps in quality and generating changes to test
to address those gaps.

Study Design
An exploratory, qualitative case study design was used to
examine the role of WhatsApp in QI team communication and
coaching. Ten team members were purposively selected for
interviews to represent different cadres and tenures at the facility
(Table 1). The coach who supported the team was also included
in the interview sample to present an alternate perspective on
WhatsApp for coaching and improvement.
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Table 1. Respondents by title, sex, and role in quality improvement team. NICU: neonatal intensive care unit.

Role in quality improvement teamSexDesignationPseudonym

Team leaderMaleSenior Consultant, NICUDr Manish

Team memberMaleSenior ResidentDr Vijay

Associate team leaderMaleConsultantDr Arun

Team memberFemaleSenior ResidentDr Nisha

Team member: took the lead in finalizing the standard operating procedure for
asepsis protocol; used flowchart as tool for identifying the process

MaleJunior ResidentDr Rajiv

Team member: prepared checklist for evaluation and dropbox; main communicator
for passing on all information to the unit people; active member on WhatsApp

FemaleSenior Staff NurseAnita

Team memberMaleSenior Staff NurseManjeet

Team member: prepared sample collecting tray; was not on WhatsApp despite
being an active team member

FemaleStaff NurseSeema

Team memberFemaleStaff NurseKajal

Team member: responsible for data collectionMaleTechnicianRaman

CoachMaleCoachAnay

Data Collection
Semistructured interviews of team members were conducted
by the first author. The coach who provided support to the team
was interviewed by the second author. Questions on
communication methods and the use of WhatsApp were part of
a longer interview on team-based QI. Interviews were conducted
at the hospital in Hindi. Audio recordings were transcribed and
translated into English for analysis. In all, 18 weeks of the
WhatsApp transcript (May-August 2016) were accessed,
including images and files that were shared in the group.
Communication in the WhatsApp group was predominantly in
English.

Data Analysis
Interviews were coded using in vivo, process, and structural
coding strategies. An initial coding scheme was developed by
the first two authors; it was refined by the second author and
applied to all interviews. Codes were then aggregated into
categories and themes during discussions among all authors.
Frequency of type and form of messages (quantification) of the
WhatsApp transcript was conducted. Analysis was done using
NVivo 11 (QSR International, Burlington, MA, USA).

Ethics approval was granted by University Research Co., LLC
(USA). The purpose and procedures of this research were
explained to all respondents, and informed consent was obtained.
Pseudonyms have been used to protect confidentiality.

Results

Setting Up and Managing a WhatsApp Group
The WhatsApp group was established by Dr Manish, team
leader, who was having difficulty scheduling a meeting to share
a new standard operating procedure and thought a
communications app could be of use, especially considering
staff had already used mobile technology to communicate among
themselves. Dr Manish had the perception that WhatsApp was
universally used among the staff, an opinion shared by 3 other

respondents, so it would be easy to employ the app in the
workplace:

I think everyone is using WhatsApp for everything.
So I thought let’s make a WhatsApp group and there
I will ask about project details. I made a group.

The real or imagined hierarchy in the facility influenced who
was added to the WhatsApp group. Dr Manish recognized some
hesitation on behalf of the nurses to share their mobile numbers
with their superiors so they could be added to the group:

Yes I took help; I didn’t have contacts of all. Anita
was there so I had to ask her to add few numbers.
Nurses are not so comfortable to give their numbers
to everyone especially doctors, so there was
hesitation.

From the more junior staff members' perspective, the inclusion
of staff in the WhatsApp group was the team leader’s decision
alone. Seema (nurse), who praised Dr Manish for his leadership
in setting up the group, but was not a part of the group, stated:

I have left it on the sir [Dr. Manish]. He might have
felt that I am not required in the group and I also
never said anything to him about it.

Messages Sent in WhatsApp
Over the course of 18 weeks, 279 messages were exchanged in
WhatsApp. Although 9 members sent messages, almost
three-quarters of all messages were sent from the leader of the
team or the coach. The majority (73.8%, 206/279) were text
messages, 22.9% (64/279) were images, and the remaining
messages were documents or videos. The images were photos
of completed data forms, resource and reference materials,
documentation of PDSA cycles, and physical spaces within the
hospital. The frequency of messages followed a pattern,
increasing when a coach site visit was nearing, which remained
high immediately following a coaching visit, and then waning
until the coach or team leader began scheduling the next site
visit.
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Much of the perceived value of WhatsApp was the ability to
quickly disseminate information or ideas to a group of people:

If we have an idea in our mind, we can communicate
easily and everyone comes to know about the issue
together. You are in a group, you send information
and you don’t have to tell everyone separately. You
conveyed the message to all at one go. [Seema]

It also provided a medium for clarifying clinical or QI guidance
that was shared with the whole team at the same time (9
messages [3.2%, 9/279] containing materials on clinical
guidance; 4 messages [1.4%, 4/279] containing materials on
general QI guidance; and 14 messages [5.0%, 14/279] pertaining
to the team’s improvement activity such as their aim, standard
operating procedure, and flow chart). Flow charts were used by
the team to help analyze the steps of carrying out IV procedures
to identify where the aseptic technique was not being followed:

They were not understanding the flow chart, so
Doctor made the flow chart again and sent in
WhatsApp...Everything was discussed in [WhatsApp].
[Anita]

Finally, the app was used to share data on compliance with the
aseptic technique, revealing the gaps in and raising awareness
of compliance (26 messages [9.3%, 26/279] on the team’s data):

We came to know our mistakes, like 10 samples
happened and we washed hands properly in 7 only
and so on. Then there comes a time that if 10 pricks
happened then among all 10 handwashing was
followed properly. This increased awareness. [Dr
Vijay]

Accessibility All the Time
Respondents both praised and critiqued WhatsApp for
facilitating access at all times. The key benefit was being able
to disseminate information without having to convene a meeting
with all staff, which proved difficult with staff shifts and
workloads. WhatsApp provided a medium for staff to both share
ideas or information at any time and engage with the information
at any time:

Sometimes one is not active and cannot listen properly
in-person meetings but on WhatsApp he can at least
read whenever he is feeling comfortable. If you are
discussing something and someone is very tired, not
able to pay attention at that time, they can always
read the messages anytime they are comfortable. [Dr
Manish]

Despite these benefits of WhatsApp, being accessible all the
time came with two notable drawbacks. Logistically, there was
the expectation that facility staff use their own personal data
packages to engage in the WhatsApp group, including
downloading documents and watching videos. Additionally,
being accessible all the time resulted in little separation or
balance between work and personal life. One respondent stated
she was able to remain up to date on work through the
WhatsApp communication while she was on leave. She viewed
remaining informed as an asset, but it did not allow her to
separate herself from work while away.

Engaging (or Not) in WhatsApp
Across respondents, it was generally agreed that there were
between 15 and 20 members in the WhatsApp group, but only
3 to 5 active participants. Although the WhatsApp transcript
indicated that 9 members shared messages, most messages came
from the team leader and coach, highlighting the variable levels
of participation.

Several reasons for not actively participating in the WhatsApp
group were presented. The hierarchical structure of staffing
contributed to fear and hesitation around being judged by peers
and superiors for one’s remarks, comments, or suggestions:

So, they were taking it as an order from senior
authorities and we have to follow it. Like if we are
working and you have got information from senior
authorities so generally you don’t question back, you
just follow it and if they are having any problem so
they prefer to discuss it personally rather than on
group. [Dr Arun]

The same respondent (Dr Arun) posited the inverse as well, that
in a hypothetical group of nurses a new nurse:

...might open up or maybe a [nurse with 20 years of
experience] might not open up because if she had
done any mistake then she is under fear that
everybody will get to know about that.

WhatsApp was also a means of maintaining a record of
messages and a means of promoting accountability:

This gets documented. In personal meetings, people
forgot whatever you said, it will never be documented
but on WhatsApp you can see that what has been said
and by whom. It is like committing yourself when you
are. When you discuss personally then there are so
many suggestions which are coming but none of them
ever came on WhatsApp. So there, people can talk
freely as nobody is making video of anybody that who
I speaking, but when you are typing then it becomes
a proof that you have said this and then it’s his
responsibility to do that task. [Dr Manish]

This sentiment, expressed by a senior staff person, encapsulated
one reason why group members were reluctant to actively
participate. According to Dr Vijay, they did not want to be held
accountable for any specific suggestion or idea:

If you put anything there then you will be bound to
do that.

Anay, the coach, in contrast, viewed WhatsApp as an informal
mode of communication and did not perceive the enhanced
accountability attribute of the technology.

Manjeet, echoed by Dr Arun and Kajal, offered another
interpretation for the lack of responses, suggesting there was
no value in contributing via WhatsApp when in-person meetings
and discussion were going to take place, indicating that the real
value of WhatsApp, in the professional setting, was to
disseminate and share information rather than discuss.

Raman, Dr Nisha, and Seema went further, stating that
WhatsApp was irritating and worthless because:
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It consumes our time, like we are busy in our work
and then we got a message and then we had to check
it and have to give reply so it wastes our time. So our
attention is on WhatsApp rather than on patient care.
[Raman]

Similarly, it was argued that there were so many messages being
sent via WhatsApp that it was impossible to read them all. This
was countered by other respondents who silenced their mobile
devices so they were not notified of new messages:

[While] doing something for which I don’t require
my phone to buzz, you can always put it on silent. [Dr.
Nisha]

It was suggested that had group members been told there was
an expectation of discussion in the group, they would have
participated more actively; however, that expectation was not
clear. According to Anay, the technology was able to report
who had received and opened a message, but it could not prompt
someone to reply, so it was never clear if someone was not
responding because they were not able to or did not want to
engage.

Finally, Anay shared that language may have presented a barrier
to participation. Some of the group members were not as
confident in English, which was the dominant language used
in WhastsApp communication.

In spite of the variable participation in the WhatsApp group,
one respondent pointed to the documented improvements in
clinical practice, noting that whether staff responded in the app
was not essential if they were implementing improved practices
in their patient care:

We used to discuss that it is working because we were
seeing through WhatsApp that number of pricks are
being counted daily so we were discussing that
something has kicked on, something has happened.
Positive discussions started and through WhatsApp
group we were seeing that positive results are coming
then we realized that we might not be active but things
are happening really good and that gives us
motivation. A famous saying that motivation is more
important than inspiration. [Dr Vijay]

WhatsApp Versus Other Communication Methods
Although WhatsApp was viewed overall as a valuable resource
for sharing information, it was not a replacement to in-person
meetings and discussion, rather a supplement. In-person
meetings were needed to discuss the documents shared via the
app:

Face-to-face is of course the best. WhatsApp is like
you are kicking a board but the board will not kick
you back. We cannot underestimate the power of
personal interaction. WhatsApp is like we can be
aware of all things. [Dr Vijay]

Things cannot be understood clearly on WhatsApp
but in meetings we can discuss it in detail and as a
result we can understand it much better as we are
getting both theoretical and practical information
clearly, because you will get to know about it
completely when you are seeing and discussing those
situations practically but in WhatsApp this is not
possible. [Raman]

In-person meetings were also viewed as essential for building
team work, which could not be done via WhatsApp.

There was some discussion of the value of conference calls to
share information, but this was generally agreed to be an
ineffective communication medium due to scheduling, cost, the
limitations of having a remotely delivered lecture, and the
challenges of having equal participation if too many people
were on the call. Anay viewed conference calls as a new mode
of communication for health care staff; although WhatsApp
was not new, it was tapping into something already existing.

Coaching via WhatsApp
Anay, the coach, indicated that there were benefits of coaching
via WhatsApp as well as drawbacks (Textbox 1). He was able
to share materials on QI methods via WhatsApp, so he did not
have to bring hard copies to in-person meetings and so team
members could review materials in preparation for a coaching
visit. WhatsApp also functioned as a coaching management
tool for setting up visits, which was particularly helpful with
the team, given the scheduling challenges they experienced.
Documentation in WhatsApp allowed the coach to stay up to
date on the activities and efficiently tailor coaching to that
specific activity and team needs. The coach could also observe
when enthusiasm appeared to be lagging among team members
and purposively schedule a visit to re-energize the group.
Finally, the coach was able to review data and observe that data
collection was ongoing, but that the team was not able to learn
from the data.

From the coach’s perspective, a limitation of using an
exclusively in-person coaching approach was the inability to
remain a part of the improvement process when not at the
facility. Anay explained that with in-person coaching, the coach
would visit the facility, help plan PDSA cycles, but then not
know if the facility QI team followed through on the “do” phase
and frequently would not “study” the impact of the change until
the coach returned for another visit. Via WhatsApp, however,
Anay could prompt the team to “do” and “study” by posing
questions about the results to the group. Thus, WhatsApp
provided an avenue to keep them on track through small-scale
testing and correcting them when I saw them going astray. For
example, one message Anay sent emphasized the importance
of doing small PDSA cycles to test proposed changes, such as
a checklist:

It helps to do things in small bits...We might learn as
we use this tool and may want to modify it.
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Textbox 1. Elements of coaching that were and were not made easier by using WhatsApp.

Made easier by WhatsApp

• Sharing materials

• Scheduling site visits

• Identifying gaps in quality improvement (QI) knowledge

• Prompting action related to analyzing problems and testing changes

• Observing ongoing team dynamics

Made more difficult by WhatsApp

• Gaining initial understanding of team dynamics

• Facilitating learning from data

• Performing direct observation of and feedback on clinical practice

Following the test for the checklist, Anay reminded the group
of the questions they need to think about to determine if the
checklist was successful:

Excited to know the results of the first test! We are
seeking answers to 1. What is the current performance
level on different steps of asepsis? 2. How easy or
difficult is it to fill the checklist? 3. Any side effects
of this change in how we draw blood samples? And
finally *What do we do next?* [Anay, WhatsApp chat
transcript]

Anay shared that WhatsApp is a good complement to in-person
meetings, but getting to know the team can only happen
in-person:

It’s very difficult to understand the team dynamics
from a WhatsApp conversation, at least with a new
team it is quite difficult. Now that I know these team
members, who is who, even with the tone of
conversation I can make out a lot about team
dynamics. [Anay]

Anita noted that the coach had on one or two occasions lowered
his support but in between through WhatsApp he used to be in
touch.

Other Uses of WhatsApp
Outside of the application of WhatsApp to improve processes
and systems of care, the messaging platform was used to
communicate about other aspects of clinical care. Both nurses
and doctors sent patients images and other information to
colleagues for input on diagnosis and treatment. This form of
communication was also used to confront some of the hierarchy
present in the staffing structure.

One respondent, a nurse, recounted recent experiences in which
a doctor was not physically present but did not agree with her
diagnosis or suggestion for treatment. She was able to take a
video or photograph of the patient and share it via WhatsApp
with the doctor and receive confirmation on the diagnosis and
treatment plan:

Sometimes doctors are not there in the room and
caesarean is there and we are telling this happened,
so he tells that now baby is fine how come it was

caesarean? It did not come in front of him and you
will explain everything but he will not believe because
it was not in front of his eyes. After that we thought
to make video at that time because it happened with
me personally. Two days ago, one baby’s x-ray was
bad we took the picture and sent because I thought
the senior resident does not understand because he
was new. He told me the x-ray is fine but I took the
picture of the x-ray and sent it to sir and I told him
that x-ray is not fine, do something. The video making
thing is helpful because at least you are having some
proof that you are telling right. [Anita]

Other uses of WhatsApp included scheduling or discussing
nonwork-related issues such as celebrations.

Discussion

WhatsApp was applied as a communications platform by a QI
team in a NICU in one hospital in India. An improvement team
aimed to improve compliance with aseptic protocols to reduce
the risk of nosocomial infections. Using WhatsApp, QI team
members shared materials, data on compliance with protocols,
and, to a lesser extent, changes to test.

The principal use of WhatsApp among this team was to
disseminate information, which, although an integral part of
QI, is only part of the process. Dynamic discussion among team
members and with the coach is an essential step in analyzing
data and generating changes to test. Yet, this medium did not
facilitate sharing among this team.

Perceptions of quality communication among improvement
team members can yield improved patient outcomes [13] and
team cohesion [14]. Mobile technology can facilitate
communication between health workers [15]. However, the
impact of frequent messaging on workload and delivering
services was a concern of some of our respondents and has been
documented in other research [10]. It is also possible that
through the frequent messages too much information was being
shared, overloading team members. Such information and
communication overload can negatively impact productivity
[16] and should be managed to keep QI team members engaged
in the improvement work. How team members managed the
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influx of messages (eg, using the silent function) may have
influenced their perception of WhatsApp and its application in
the improvement work. Related was the sense of always being
available and engaged in work, which may create conflict
between personal and professional lives or may allow for greater
flexibility in both [17,18]. The expectation of always being
available, therefore, is a double-edged sword.

Hierarchy played a role in the relationships between senior and
junior residents and between doctors and nurses. This manifested
itself in who was included in the WhatsApp group and their
levels of participation and likely was present in other forms of
interprofessional interaction; thus, it is possible that WhatsApp
reinforced existing hierarchies. Nurses who feel like they
contribute to decision making with the doctors are less likely
to leave their jobs; conversely, nurses who do not feel they have
positive relationships with doctors experience greater levels of
professional stress [19,20]. It is important to move toward a
culture of respect and equity among staff to improve job
satisfaction and health worker retention. Mentoring or other
similar supportive relationships may aid in flattening the
hierarchical structure.

A benefit of WhatsApp was the ability to send patient images
to other clinical staff for review and input on treatment
approaches. There is mixed evidence on the utility of using
websites and mobile technologies for transmitting images for
diagnosis, review, and feedback from experts [6,15] and as a
mechanism for building capacity of providers in low- and
middle-income settings [21]. Although we did not ask about
concerns of patient privacy, it should be taken into consideration
when deciding whether and how to implement a messaging
platform like WhatsApp in clinical services [22]. During the
course of this activity, WhatsApp implemented end-to-end
encryption, which may provide adequate security for
maintaining patient privacy; however, the ethical and legal
implications should be examined thoroughly.

WhatsApp not only facilitated communication among team
members but was a useful, though limited, tool for QI coaching.
Specifically, WhatsApp provided a real-time way of identifying
when the team was having problems in teamwork and
participation in the QI activity, problem and data analysis, and

closing PDSA cycles. WhatsApp was very helpful in providing
guidance on doing PDSA in real time. Establishing an
improvement aim, forming a cohesive team, and analyzing data
were much harder to support using a messaging platform and
required in-person site visits. This study did not examine the
sustainability of improvements made by the QI team, but we
would expect that a coach could remotely inspire continued
enthusiasm among a team without needing to visit in-person.

WhatsApp and other similar mobile messaging platforms have
been underutilized and under-researched in LMICs to facilitate
communication around health care improvement. Our study is
a small-scale pilot that offers valuable insight, but does not offer
evidence on the effectiveness or cost-effectiveness of these
technologies. Thus, the implementation of mobile messaging
platforms and other mHealth interventions needs to be scaled
up and rigorously evaluated to better understand how these
technologies impact health outcomes. This study was also
limited to the WhatsApp-based communications and did not
capture other formal or ad hoc communications that were part
of the QI activity.

This exploration in the application of WhatsApp to aid in
communication within a QI team shows the platform’s promise
and highlights some areas of consideration before
implementation. First, the decision to use a mobile
communication app should be discussed and agreed upon by
all team members, and all team members should be invited to
participate equally. Building on this, issues of hierarchy within
the staff and QI team structure should be addressed both
in-person and via mobile technologies to better engage all staff
in improvement activities. Second, the volume of information
shared should be managed to allow staff to review and reflect
on the information. Similarly, a culture of use should be fostered
that creates expectations of participation even if not in real time
and includes ground rules on appropriate and inappropriate use
and patient privacy issues. Team leaders should keep track of
participation and react if people are not engaging in discussion
in WhatsApp. For coaching teams, other tools, such as short
videos, should be prepared to aid in improving team work, using
analysis tools, and analyzing data that could be shared in
WhatsApp.
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Abstract

Background: Seasonal variation has an impact on the hospitalization rate of patients with a range of cardiovascular diseases,
including myocardial infarction and angina. This paper presents findings on the influence of seasonal variation on the results of
a recently completed national trial of home telemonitoring of patients with chronic conditions, carried out at five locations along
the east coast of Australia.

Objective: The aim is to evaluate the effect of the seasonal timing of hospital admission and length of stay on clinical outcome
of a home telemonitoring trial involving patients (age: mean 72.2, SD 9.4 years) with chronic conditions (chronic obstructive
pulmonary disease coronary artery disease, hypertensive diseases, congestive heart failure, diabetes, or asthma) and to explore
methods of minimizing the influence of seasonal variations in the analysis of the effect of at-home telemonitoring on the number
of hospital admissions and length of stay (LOS).

Methods: Patients were selected from a hospital list of eligible patients living with a range of chronic conditions. Each test
patient was case matched with at least one control patient. A total of 114 test patients and 173 control patients were available in
this trial. However, of the 287 patients, we only considered patients who had one or more admissions in the years from 2010 to
2012. Three different groups were analyzed separately because of substantially different climates: (1) Queensland, (2) Australian
Capital Territory and Victoria, and (3) Tasmania. Time series data were analyzed using linear regression for a period of 3 years
before the intervention to obtain an average seasonal variation pattern. A novel method that can reduce the impact of seasonal
variation on the rate of hospitalization and LOS was used in the analysis of the outcome variables of the at-home telemonitoring
trial.

Results: Test patients were monitored for a mean 481 (SD 77) days with 87% (53/61) of patients monitored for more than 12
months. Trends in seasonal variations were obtained from 3 years’ of hospitalization data before intervention for the Queensland,
Tasmania, and Australian Capital Territory and Victoria subgroups, respectively. The maximum deviation from baseline trends
for LOS was 101.7% (SD 42.2%), 60.6% (SD 36.4%), and 158.3% (SD 68.1%). However, by synchronizing outcomes to the
start date of intervention, the impact of seasonal variations was minimized to a maximum of 9.5% (SD 7.7%), thus improving
the accuracy of the clinical outcomes reported.
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Conclusions: Seasonal variations have a significant effect on the rate of hospital admission and LOS in patients with chronic
conditions. However, the impact of seasonal variation on clinical outcomes (rate of admissions, number of hospital admissions,
and LOS) of at-home telemonitoring can be attenuated by synchronizing the analysis of outcomes to the commencement dates
for the telemonitoring of vital signs.

Trial Registration: Australian New Zealand Clinical Trial Registry ACTRN12613000635763;
https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=364030&isReview=true (Archived by WebCite at
http://www.webcitation.org/ 6xLPv9QDb)

(JMIR Med Inform 2018;6(1):e16)   doi:10.2196/medinform.9680
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Introduction

Telehealth systems in at-home, primary care, and hospital-based
settings have been extensively investigated for more than 20
years [1-5]. Large health care organizations, such as the Veterans
Administration in the United States and the National Health
Service in the United Kingdom, have already adopted a range
of telehealth solutions [6]. Employment of telehealth services
for the management of patients with chronic conditions has
progressively increased in recent years because of population
aging and the increasing burden of chronic disease, along with
the availability of low-cost monitoring technology.

Several trials have been carried out to analyze clinical, service,
and economic benefits of telehealth systems [7,8]. These
analyses are crucial to encourage wide-scale implementation
of telehealth services. However, to the authors’best knowledge,
no study has examined the impact of seasonal timing of hospital
admission and length of stay (LOS) on clinical outcomes of a
home telemonitoring trial.

This paper discusses the possible effect of seasonal variations
on the clinical outcomes of a recently completed Commonwealth
Scientific and Industrial Research Organization (CSIRO) trial
of home monitoring for chronic disease management, carried
out at several locations along the east coast of Australia [9].
The aim of this trial was to investigate health care outcomes as
well as clinical and economic benefits of telehealth systems by
introducing a telehealth model of service based on at-home
telemonitoring of vital signs to patients with a range of chronic
conditions supervised in either in hospital-based or
community-based settings. The clinical protocols for the trial
[9], the data architecture design [10], decision support and
statistical trend analysis of vital signs data [11], and the impact
of telemonitoring on health care expenditure, hospital
admissions, and LOS [8] have been published previously.

In this paper, we introduce a novel method to estimate seasonal
trends in hospitalization data of 136 patients with cardiovascular
disease, respiratory disease, and diabetes over 3 years (January
1, 2010 to December 31, 2012), recruited in the CSIRO National
Telehealth Trial. The final hypothesis in this paper is to show
that seasonal variations can be minimized to have little or no
significant influence on the clinical outcomes reported for the
CSIRO National Telehealth Trial.

Methods

Research Ethics Committee Approval
The CSIRO Human Research Ethics Committee (HREC) as
well as five other local HRECs approved the clinical trial
protocol for this study (Approval Number: 13/04, March 25,
2013).

Patient Selection
In this trial, 1429 eligible patients from hospital lists provided
by local health districts and patients known to clinical staff
formed a Master Register. The local health districts were located
in the states of Queensland, New South Wales, the Australian
Capital Territory, and Tasmania. Inclusion criteria were
thoroughly described in a previous article [9]; for convenience,
we briefly summarize them here: age 50 years and older; at least
two unplanned acute admissions during the previous 12 months
or at least four unplanned acute admissions during the previous
5 years, with a principal diagnosis of coronary artery disease,
congestive heart failure, hypertensive diseases, chronic
obstructive pulmonary disease (COPD), asthma, or diabetes.
Patients with compromised cognitive function, a neuromuscular
disease, cancer, or a psychiatric condition were excluded from
the trial. From the Master Register, 479 were deemed eligible
and were contactable following individual screening.

Of the 479 eligible patients, only 287 could commence the trial,
of which 114 were allocated to the telemonitoring test group
and 173 were allocated to the control group [8]. The test patients
were supplied with a telemonitoring system and trained on its
use at installation, whereas the control group received only
normal care through their primary care physician. Of the 287
patients monitored in this trial, we only considered patients who
had one or more admissions in the years 2010 to 2012. With
this additional inclusion criterion, 61 patients from the test group
and 75 patients from the control group were selected to estimate
the seasonal variation trends in the three years of 2010 to 2012.
Figure 1 summarizes the patient selection process for this study.

However, because the telemonitoring intervention was only
experienced by the 61 test patients, only these patients could
be considered when evaluating the effect of seasonal variations
on outcome variables, noting that the start of the intervention
was synchronized for all test patients, considering each of the
three climate subgroups separately.
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Figure 1. Final cohort of seasonal variation group.

Definition of Seasons
The temperate zone along the eastern seaboard of Australia
occupies the coastal hinterland of New South Wales, much of
Victoria, and Tasmania. Hence, the four test sites in this trial
are located in the temperate zone where seasons, in terms of
European seasons applied to the southern hemisphere, are
described as follows: summer (December to February), autumn
(March to May), winter (June to August), and spring (September
to November).

However, the fifth trial site, Townsville in Queensland, is within
a subtropical zone, which is dominated by two distinct seasons:
the wet season in summer (November to April) and the dry
season in winter (May to October). Summer months in this city
are generally hot and humid with day temperatures often around
29°C to 31°C and night temperatures around 20°C to 24°C.
Winter months are generally warm to mild with day
temperatures often around 25°C to 29°C and night temperatures
around 13°C to 18°C.

Regression Modeling
The number of hospital admissions and LOS were analyzed as
outcome variables in this study. As discussed in a previous
article [8], all the outcome variables of this trial, including
admission rates and LOS, were expected to increase over time
because the patients involved in this trial were chronically ill
and aging. To remove the aging effects from the 3 years’ of
hospitalization data, we fitted a linear model with the calendar
months of the year as variables (3 years=36 months).

To implement this, the admission rate and LOS were summed
for all patients within each calendar month of the year. The
monthly time course of 3 years’of data was then modeled using
linear regression to identify statistically significant differences
in admission rates and LOS slopes.

We used the “fit” command in the MATLAB (The MathWorks
Inc) statistics toolbox to carry out linear regression. To obtain
95% prediction intervals, the command “predObs” was used to

plot 95% prediction intervals. A 95% prediction interval is an
estimate of an interval in which future observations will fall,
with 95% probability, given what has already been observed.

Moreover, different standard goodness-of-fit measures, including

the coefficient of determination (R2), the R2 value adjusted for
degrees of freedom, the residual sum of squares, and the
standard error or root mean square error were considered.

Following the derivation of a linear model (baseline) in this
study, we replaced the absolute vales of outcome variables (rate
of admission, number of hospital admissions, and LOS) with
percentage deviation from the baseline. The deviation from
baseline was defined as the distance between each observations
point (outcome variable at each month) and its corresponding
point at baseline, which was estimated by the linear regression
line of best fit . Then, a yearly seasonal variation trend was
obtained by averaging over each calendar month the percentage
deviation from baseline over the 3 years’ of data available.

Seasonal Effects on Outcome Variables
During interventions, the 61 test patients were monitored for a
mean 481 (SD 77) days with no significant difference between
average monitoring durations for female patients (mean 498,
SD 82 days) and male patients (mean 463, SD 67 days). Of the
61 test patients, 87% (53/61) were monitored for periods
exceeding 12 months.

As proposed in a previous article [8], a possible method to
minimize the impact of seasonal variation on the outcomes of
the telemonitoring trial is to synchronize medical,
pharmaceutical, and hospital data to the date when the
telemonitoring commenced, thus effectively smoothing the
effect of seasonal variations. However, no accurate analysis
was given in that article on the effect of time synchronization
compared to using actual monitoring durations.

Hence, to compare these two methods, we compensated for the
effect of seasonal variation on each patient monthly data point
by using the yearly seasonal variation model obtained previously
from 3 years’ of hospital data.
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Statistical Analysis
To determine the statistical significance of the differences
between subgroups, a two-sample t test was performed for
continuous variables and the Wilcoxon rank sum test was carried
out for skewed variables. For describing baseline characteristics,
we used means and standard deviations for continuous
symmetrical variables and medians and 95% confidence
intervals for skewed data.

Categorical variables are also presented as counts and
percentages. All statistical tests were two-tailed, and P<.05 was
considered statistically significant. Statistical analyses were
performed using MATLAB (R2016b) and Microsoft Excel.

Results

Findings
Basic demographics of seasonal variation group in the study
are given in Table 1. There were no significant differences in
age between test patients in each of the five sites and between
male and female patients. Test patients continued to be
monitored in their own home, and no patient requested a
relocation of their telemonitoring equipment to another location
during the trial.

In this study, 58.1% (79/136) of the patients were male and
41.9% (57/136) were female. Most patients included in this
study had more than one condition listed as a primary diagnosis,
but for simplicity, primary disease conditions were grouped in

the broad categories of cardiovascular disease (n=55),
respiratory disease (n=66), and diabetes (n=15).

The 136 combined test and control patients were admitted to
hospital 817 times during 2010 to 2012, with a total LOS of
3627 days. Adopting the same definition of season for the site
in Queensland, the highest number of patients were admitted
during spring (218/817, 26.7%) followed by winter (216/817,
26.4%), autumn (207/817, 25.3%), and summer (176/817,
21.5%). Excluding winter, the number of hospital admissions
was significantly higher in spring compared to other seasons
(P values versus winter, autumn, and summer were .86, .04,
and .02, respectively).

However, LOS was higher during winter (1007/3627, 27.76%)
followed by spring (990/3627, 27.30%), and autumn (916/3627,
25.26%). Overall LOS was shorter during summer (714/3627,
19.69%). Except for spring, LOS was significantly longer in
winter compared to other seasons (P values versus spring,
autumn, and summer were .62, .03, and .01, respectively).

We considered three different groupings because of substantially
different climates: (1) Queensland (subtropical), (2) Australian
Capital Territory and Victoria (temperate), and (3) Tasmania
(colder). Regarding Queensland, because only two distinct
seasons (winter and summer) are notable, we compared the
variables for these two seasons. The number of hospital
admission and overall LOS were significantly higher and longer
in winter (hospital admissions=157, LOS=633 days) compared
to summer (hospital admissions=98, P=.01; LOS=338 days,
P=.02).

Table 1. Basic demographics of seasonal variation patients.

DemographicsLocation

Female patient age,

mean (SD)

Female, nMale patient age,

mean (SD)

Male, nPatient age,

mean (SD)

Patients, n

Tasmania

69.9 (6.6)970.5 (11.0)1470.3 (9.4)23Test

71.6 (10.1)2073.5 (8.1)2572.7 (9.0)45Control

Australian Capital Territory

73.1 (7.4)370.4 (8.4)871.1 (7.9)11Test

77.3 (8.4)673.3 (7.4)775.8 (7.8)13Control

Victoria

62.1 (6.4)368.6 (4.5)365.4 (6.1)6Test

76.1 (0)1—076.1 (0)1Control

Queensland

73.8 (12.4)968.7 (8.9)1270.9 (10.5)21Test

73.9 (7.6)674.5 (7.9)1074.3 (7.5)16Control

Total

70.8 (9.5)2469.7 (9.1)3770.2 (9.2)61Test

73.2 (9.3)3373.7 (7.7)4273.5 (8.4)75Control

72.2 (9.4)5771.9 (8.6)7972.0 (8.9)136All
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For Australian Capital Territory and Victoria, the maximum
number of admissions was in spring (43/119, 36.1%) followed
by winter (34/119, 28.6%), autumn (21/119, 17.7%), and
summer (21/119, 17.7%). Although hospital admissions were
not significantly higher in spring compared to winter (P=.48),
they were significantly higher than for autumn (P=.009) and
summer (P=.01). Furthermore, the longest LOS was during
spring (192/478, 40.2%), followed by winter (138/478, 28.9%),
summer (75/478, 15.5%), and autumn (73/478, 15.1%). LOS
was significantly longer in spring compared to autumn (P=.004)
and summer (P=.01), but not significantly different from winter
(P=.32), thus matching the results obtained for the number of
hospital admissions. No significant differences were observed
for Tasmania between seasons (hospital admissions: 107, 109,
114, 113; LOS: 522, 554, 645, 457 for winter, spring, autumn,
and summer, respectively). These results are summarized in
Table 2.

Obtaining Seasonal Trends
The objective here is to explain the procedure for obtaining
seasonal trends. As mentioned earlier, three different climate
subgroups were considered: (1) Queensland (subtropical), (2)
Australian Capital Territory and Victoria (temperate), and (3)
Tasmania (colder). As a result, three subtrends were obtained
for the three climate subgroups, accordingly. Note also that due
to space constraints, we only show the analysis for one subgroup
(Queensland) here. Other seasonal trends for other subgroups
were obtained using the same method. Additionally, because
there was a strong positive correlation between number of
hospital admissions and LOS (Figure 2), we only studied LOS
as the outcome variable. The data in Figure 2 suggest that, for
these patients, each admission resulted in an average LOS of
6.31 days.

Table 2. Seasonal variation in hospital admissions and length of stay (LOS).

P (winter vs)aTotal, n (%)Season, n (%)Location

SpringAutumnSummerSpringWinterAutumnSummer

Tasmania

.74.38.51443 (54.2)109 (24.6)107 (24.2)114 (25.7)113 (25.5)Admissions

.59.62.382178 (60.0)554 (25.4)522 (24.0)645 (29.6)457 (21.0)LOS

Australian Capital Territory and Victoria

.48.06.08119 (14.6)43 (36.1)34 (28.6)21 (17.7)21 (17.7)Admissions

.32.04.14478 (13.2)192 (40.2)138 (28.9)73 (15.3)75 (15.7)LOS

Queensland

——.01255 (31.2)—157 (61.6)—98 (38.4)Admissions

——.02971 (26.8)—633 (65.2)—338 (34.8)LOS

aP values were calculated using the Wilcoxon rank sum test.

Figure 2. Length of stay (LOS) versus hospital admissions for 136 (test and control) patients in years 2010 to 2012. Correlation coefficient=0.86. Solid
line is the linear regression line (slope=6.31, intercept=–11.17, R2=.73), and dotted lines are 95% prediction bounds (slope=4.98, 7.63 and intercept=–36.59,
14.24).
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Removing Aging Effects Via Linear Regression
Analysis
Figure 3 shows the LOS summed over each calendar month of
the 3 years before the intervention for the Queensland subgroup.
To estimate and remove the aging effects from the 3 years’ of
hospitalization data, a linear model including the calendar
months of the year as variables (3 years=36 months) was fitted.
The solid line in Figure 3 is the linear regression line (LOS:

slope=3.93, intercept=28.06 with R2=.60).

Percentage of Deviation From Baseline
We then replaced the absolute values of LOS with the
percentage deviation from the baseline trend line as shown in
Figure 4. The seasonal variation trend (Figure 5) for LOS was
then derived by averaging the 3 years’ of values in Figure 4.

Distribution of Commencement Dates
Figure 6 shows the wide distribution of commencement dates
for test patients supplied with a device for the daily monitoring
their vital signs.

Influence of Synchronization of Commencement Days
on Seasonal Variation
Seasonal annual variation for LOS is shown in Figure 7,
calculated from the average trend of the previous 3 years prior
to the start of intervention, for the three subgroups (Queensland,
Tasmania, and Australian Capital Territory and Victoria). The
seasonal variation in LOS shows that the maximum deviation
from baseline was 101.7% (SD 42.2%), 60.6% (SD 36.4%),
and 158.3% (SD 68.1%) for the Queensland, Tasmania, and
Australian Capital Territory and Victoria subgroups,
respectively.

Figure 3. Length of stay for 37 (test and control) patients of Queensland subgroup in years 2010 to 2012. Solid line is the linear regression line
(slope=1.12, intercept=6.32, R2=.33), and dotted lines are 95% prediction bounds (slope=0.56, 1.67 and intercept=–5.41, 18.06).

Figure 4. Deviation from baseline (fitted values) in length of stay of 37 (test and control) patients of Queensland subgroup in years 2010 to 2012.
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Figure 5. Average deviation from baseline: seasonal variation trend of length of stay in hospital for Queensland patients.

Figure 6. Distribution of commencement dates for monitoring of vital signs.

The synchronized profile shown in Figure 7 was derived by
averaging the LOS calculated for the actual calendar month
when monitoring began for each of the subsequent 12 calendar
months. Note that month 1 after the start of monitoring for one
patient could be March, whereas it could be September for
another, as shown in Figure 6. Thus, for example, the value of
the synchronized profile in the i th (i=1,...,12) month results
from the ratio of the sum of the corresponding values of the
obtained seasonal profiles at the first month of monitoring (ie,
March or September) for all patients, and the number of patients
monitored at the i th month. Similarly, this value can be
calculated for subsequent months. In summary, the synchronized
profile can be obtained by the formula in Figure 8.

In Figure 8, Sp(i) denotes synchronized profile at i th month, Nj

denotes the number of patients in j th (j=1,2,3) subgroups (ie,
Tasmania, Queensland, and Australian Capital Territory and

Victoria), and Pj is the seasonal profile achieved for j th
subgroups.

As evident from Figure 7, by synchronizing the data to the start
of monitoring, the impact of seasonal variation in LOS is greatly
reduced to a peak of 9.5% (SD 7.7%), thus minimizing the
impact of seasonal variations on the time course of LOS and
other output variables.

Let us assume that the recruitment distribution is a Poisson
distribution with lambda as the rate (mean) parameter (ie, the
average number of patients recruited in a month). To identify
lambda from the actual distribution of recruitments in the trial,
we used the “poissfit” command of MATLAB, which returns
the maximum likelihood estimate of the Poisson distribution,
with lambda given by the data. The estimated value of lambda
was 6.5.
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Figure 7. Estimated seasonal variation impact on length of stay with synchronized commencement days at different trial sites in Australia. QLD:
Queensland, TAS: Tasmania, ACT: Australian Capital Territory, VIC: Victoria.

Figure 8. The formula to obtain the synchronized seasonal profile.

Using the lambda estimate, we created 100 sets of random
numbers following the Poisson distribution by using
poissrnd(6.5,1,61), where 61 was the number of test subjects,
and the achieved average maximum deviation from baseline,
after synchronizing the analysis of LOS to the commencement
of the intervention, was 9.0% (SD 7.5%). These values are quite
close to the ones derived when the actual recruitment distribution
was used, showing that the actual recruitment distribution is
very close to a Poisson distribution.

Let us now assume that the recruitment distribution is a discrete
uniform distribution (ie, the recruitment of patients is equally
likely to occur during the whole duration of the intervention).
Again, we created 100 sets of random numbers following a
discrete uniform distribution by using unidrnd(15,1,61), where
15 here is the total length of intervention in month.

Synchronizing the analysis of LOS to the commencement of
the intervention, the average maximum deviation from baseline
was obtained as 4.9% (SD 3.0%), which is significantly smaller
than the one obtained from the previous Poisson distribution.
In other words, the impact of seasonal variation on the outcome
variables of a telemonitoring trial can be minimized by evenly
distributing recruitment over the entire monitoring duration and
synchronizing the analysis of outcome variables to the
commencement of the intervention.

Discussion

The existence of seasonal variation in incidence of stroke, blood
pressure, sudden death, myocardial ischemia, acute myocardial
infarction, pulmonary embolism, lung function, and symptoms
in COPD has been widely documented [12-17]. Seasonal
variation also has an impact on the hospitalization rate of
patients with a range of cardiovascular diseases [18,19], as well
as acute myocardial infarction and angina in a western Sicily
(Italy) hospital [20-21]. From these references, most admissions
occur in the winter season for patients with cardiovascular
disease from increased hypertension [22], ischemia [23,24], and
recurrent infections [25].

The relationship between COPD exacerbation and seasonality
has also been investigated in the Towards a Revolution in COPD
Health [26] and Prevention of Exacerbations with Tiotropium
in COPD [27] trials, both large international studies with more
than 13,000 patients. These studies showed an increase in COPD
exacerbations as well as an increase in hospitalization rate during
the winter months. However, no association was observed in
the tropics. This could be due to the fact that respiratory viruses
are more prevalent in the cold months of temperate countries
[28].

In the CSIRO National Telehealth Trial, a winter-spring
predominance was evident in the seasonal variation in
hospitalization and LOS both in the overall patient cohort as
well as the Queensland and Australian Capital Territory and
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Victoria subgroups. This finding is partially in-line with the
results of several other studies [12-17] performed in different
countries with COPD and congestive heart failure patients
showing a peak in winter.

The average LOS per admission was in summer (4.06 days)
followed by autumn (4.42 days), spring (4.54 days), and winter
(4.66 days). This reveals that an increase in the hospitalization
rate coincided with a longer average LOS in cold months.

In Launceston, Tasmania, admissions were below average in
spring and summer, increased rapidly in autumn (which
coincided with high rainfall periods), and then dropped off again
in winter before increasing again quite rapidly as winter ended.

The LOS broadly matches this pattern of admissions except for
unexpectedly high LOS and below average rates of admissions
in January. This anomaly is explained by local circumstances
at Launceston base hospital, where new and inexperienced
medical staff arrive in January to replace more experienced
clinicians on leave, and have a tendency to keep patients in
hospital longer as a precautionary measure.

Townsville in Queensland is a subtropical area with a rainy
season in January, February, and March. Admissions were below
average during the wet season, but increased rapidly following
the end of the wet season, possibly due to increased pollen
counts. However, LOS remained fairly static until August, at
the end of winter, when they almost doubled. This is difficult

to explain because peak average temperatures in winter are
around 25°C in Townsville versus 12°C in Tasmania.

This study confirms the existence of a significant seasonal
variation in hospital admissions as well as LOS in a recently
completed CSIRO national trial of home telemonitoring of
patients with chronic conditions, carried out at five locations
along the east coast of Australia. Climactic and environmental
conditions can also change year by year as shown in Figures 3
and 4, making the analysis of seasonal impacts more difficult
to interpret.

We have shown that by synchronizing analysis of outcomes to
the start of the intervention, the effect of seasonal variation on
clinical outcome of an at-home telemonitoring trial can be
significantly attenuated. To the authors’ knowledge, this is the
first study to introduce a method to attenuate the effect of
seasonal variations on the time course of outcome variables by
synchronizing the analysis to the start of intervention for each
patient.

This method recognizes that difficulties of recruitment of test
patients in clinical trials are common, and patients may often
be recruited over many months. This study suggests that by
evenly distributing recruitment over the intervention duration
and synchronizing the analysis of outcome variables to the
commencement of the intervention, the confounding impact of
seasonal variations can be minimized.
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Abstract

Background: We developed an accurate, stakeholder-informed, automated, natural language processing (NLP) system to
measure the quality of heart failure (HF) inpatient care, and explored the potential for adoption of this system within an integrated
health care system.

Objective: To accurately automate a United States Department of Veterans Affairs (VA) quality measure for inpatients with
HF.

Methods: We automated the HF quality measure Congestive Heart Failure Inpatient Measure 19 (CHI19) that identifies whether
a given patient has left ventricular ejection fraction (LVEF) <40%, and if so, whether an angiotensin-converting enzyme inhibitor
or angiotensin-receptor blocker was prescribed at discharge if there were no contraindications. We used documents from 1083
unique inpatients from eight VA medical centers to develop a reference standard (RS) to train (n=314) and test (n=769) the
Congestive Heart Failure Information Extraction Framework (CHIEF). We also conducted semi-structured interviews (n=15) for
stakeholder feedback on implementation of the CHIEF.
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Results: The CHIEF classified each hospitalization in the test set with a sensitivity (SN) of 98.9% and positive predictive value
of 98.7%, compared with an RS and SN of 98.5% for available External Peer Review Program assessments. Of the 1083 patients
available for the NLP system, the CHIEF evaluated and classified 100% of cases. Stakeholders identified potential implementation
facilitators and clinical uses of the CHIEF.

Conclusions: The CHIEF provided complete data for all patients in the cohort and could potentially improve the efficiency,
timeliness, and utility of HF quality measurements.

(JMIR Med Inform 2018;6(1):e5)   doi:10.2196/medinform.9150

KEYWORDS

natural language processing (NLP); heart failure; left ventricular ejection fraction (EF); informatics; quality measures

Introduction

Heart failure (HF) is associated with substantial morbidity,
mortality, and consumption of medical resources. HF affects
approximately five million Americans and is the number one
reason for discharge for Veterans treated within the United
States Department of Veterans Affairs (VA) health care system
[1,2]. The cost of HF care is high, and will remain a significant
concern for the US health care system with high mortality; 50%
of Medicare beneficiaries do not survive three years after an
HF hospitalization [3,4].

The cost of treating HF in the United States is estimated to
increase from US $31 billion in 2012 to US $70 billion by 2030
[5-7]. Despite decreased HF hospitalizations between 2001 and
2009, the presence of HF as a secondary condition in
hospitalizations increased over the same period [7], with
research suggesting that 55% of acute exacerbations were
preventable [8]. HF was the fourth most common diagnosis for
hospitalization in 2014 [9] and prevalence figures indicate that
6.6 million American adults 18 years of age or older (2.8%)
have HF [10]. It is estimated that an additional 3 million adults
(25% increase) will be diagnosed with HF by 2030 [3,5], and
it is important to implement evidence-based,
guideline-concordant care that can improve HF symptoms,
prolong life, and reduce readmissions [3,6,11-15].

The VA HF quality measure known as Congestive Heart Failure
Inpatient Measure 19 (CHI19) describes how often
guideline-concordant medical therapy, in the form of
angiotensin-converting enzyme inhibitor (ACEI) or
angiotensin-receptor blocker (ARB) use, is provided for patients
with left ventricular ejection fraction (LVEF) of <40% at the
time of discharge, unless there are contraindications. The same
information is currently collected for outpatients using the
Congestive Heart Failure Outpatient Measure 7 (CHF7):
HF-Outpatient Left Ventricular Failure (LVF) documented and
Congestive Heart Failure Outpatient Measure 14 (CHF14):
HF-Outpatient LVEF Less Than 40 on ACEI or ARB measures.
The measurement of this information is used for accountability
within the VA. The use of these measures provides key feedback
to patients (through public reporting), providers, and local or
regional areas, including the VA’s Veterans Integrated Service
Networks [16,17]. The measures used by the VA are in
alignment with Medicare and are reported publicly [18].

Our primary goal was to develop an efficient and accurate
method of obtaining quality data by automating the CHI19

measure, as it is an accountability measure that has been widely
used in the VA for many years, and currently requires
time-consuming chart abstraction to determine through the
External Peer Review Program (EPRP). EPRP provides peer
review for the VA through an external medical professional
association that abstracts the charts manually to populate a
dashboard [19]. Additional HF measures abstracted by EPRP
include Congestive Heart Failure Inpatient Measure 10 (CHI10)
and Congestive Heart Failure Inpatient Measure 20 (CHI20).
CHI10 refers to HF patients who were assessed for LVF at
discharge or patients for whom such an assessment was planned,
whereas CHI20 refers to patients who had LVEF <40% and
were taking an ACEI or ARB before being admitted as
inpatients.

Using automated methods to share data and measure quality for
provider feedback and public reporting is a key goal of the
incentives provided by the Centers for Medicare and Medicaid
Services, so that certified electronic health records (EHRs) of
“meaningful use” criteria can be attained [20]. Some quality
measures that use only structured data from the EHR are
relatively easy to automate. A challenge for automating the
computation of CHI10, CHI19, and CHI20 is that, unlike quality
measures that use only structured data [21], these measures
require data regarding LVEF and contraindications to
medications, which in the VA are primarily in free-text health
record documents and are therefore more difficult to extract.

Prior research in informatics in VA showed that health
information technology and the use of explicit conceptual
models can not only contribute to increasing well-formed and
well-grounded health informatics research [22], but can also
facilitate evidence-based practice [23] through usability testing,
good research design, and implementation methodology [24].
Importantly, prior research indicates that end-user
considerations, including where and when the technology is
required as well as stakeholder needs and goals, must be
identified for successful implementation [25-30]. To this end,
we initiated development of an automated natural language
processing (NLP) system capable of efficient data capture that
could meet end-user needs and generate data for other
informatics applications, such that the system would be
positioned for adoption and implementation by the VA or other
health care organizations.
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Methods

Setting and Context
For the system’s clinical basis, we used the American Heart
Association/American College of Cardiology level 1A clinical
evidence, which recommends assessing the left ventricular
systolic function and use of ACEI or ARB if the ejection fraction
(EF) is <40%, if there are no contraindications [6,31]. We used
the VA Informatics and Computing Infrastructure [32] for NLP
development and analysis of EHR patient data from the VA’s
Corporate Data Warehouse (CDW) [33].

Patient Cohort Identification and Document and
Structured Data Acquisition
We obtained a listing of EPRP abstracted cases involving HF
patients discharged from eight VA medical centers. To
approximate the general VA patient population, we selected
facilities which in total were representative of the VA population
in terms of race, ethnicity, and rurality in the fiscal year 2008
to serve as our study cohort. The patient cohort was randomized
and split into training and test sets based on the sampling
strategy described below. We obtained the associated text
integration utilities (TIUs) notes for each patient. The TIUs
software processes free-text clinical notes so they can be saved
in the Veterans Health Information Systems and Technology
Architecture files. We also obtained structured data from the
Pharmacy Benefit Management (PBM) software to determine
each patient’s medications, and International Classification of

Diseases, 9thRevision, Clinical Modification (ICD-9-CM) codes,
and laboratory data to identify reasons the patient was not
prescribed medications (reasons no medications; RNM) for each
patient in the cohort. Acquiring these data allowed for
comparison of the concepts found in free text through NLP with
VA structured data for determination of each patient’s
medications or RNM.

Sampling Strategy for Natural Language Processing
Development
We used a power analysis that accounted for differences in the
prevalence of clinical concepts within notes across the medical
centers. We selected the sample size that involved the largest
number of patients to determine the test set, in order to
accommodate the rarest event (contraindications to ACEIs and
ARBs) which was estimated to be 14.9% based on the HF
literature [34]. We determined a sample size of 769 patients for
the test set for system performance evaluation, and the remaining
patients in the EPRP abstraction set (n=314) served as a separate
set for training the NLP system.

Reference Standard Development for Natural Language
Processing Development
We used Knowtator Protégé plug-in software [35] to annotate
the training and evaluation (test) sets, to create a Reference
Standard (RS) to undertake an accurate performance evaluation
[36] of the NLP system at both the concept (eg, EF, medications,

RNM) and patient (eg, overall determination or classification
of a patient meeting the equivalent of CHI19) levels. We
developed annotation guidelines that provided explicit examples
of concepts (data) to be identified, which documents were
preferred for each concept (eg, most recent echocardiogram for
EF, and discharge medication reconciliation form for ACEIs
and ARBs), annotation at the document level, and how to use
the document-level annotations to determine the patient
classification with resulting patient-level annotation [37]. We
annotated 100% of the unique patients in our cohort for NLP
training and testing. Two annotators independently reviewed
the text documents. We measured percent agreement between
the annotators across all concepts. The patient- and
document-level annotations, as well as differences between
concept-level annotations, were resolved via consensus
determination by the two annotators with assistance from a
subject matter expert (SME) cardiologist who was part of the
study team. The annotators were required to achieve 90%
interannotator agreement (IAA) at the concept level, and were
assessed for accuracy before annotating the RS. A cardiologist
(SME) reviewed and adjudicated differences when needed. We
created the final RS after all differences were resolved. All cases
were successfully classified by the annotators with cardiology
oversight.

We used two software tools to assist annotators by preannotating
concepts for subsequent verification. The first software tool,
based on the Apache Unstructured Information Management
Architecture (UIMA) framework [38,39], was designated
Capture with UIMA of Needed Data using Regular Expressions
for Ejection Fraction [40] and used to preannotate EF
information. The second tool, the Extensible Human Oracle
Suite of Tools [41], was used to preannotate ACEI/ARB
medications. Preannotated concepts were read into the
Knowtator software for annotators to review and finalize.
Annotators reviewed preannotations as well as all other
information in the document, based on the annotation guidelines.

Natural Language Processing System Development
for Information Extraction
We based target concepts for NLP development on clinical
guidelines, VA policy, and what was currently collected
manually through the EPRP process [6,31]. These target
concepts also served as elements in an algorithm for calculating
VA CHI19 at the time of discharge. We developed an
application called the Congestive Heart Failure Information
Extraction Framework (CHIEF) [42-44], based on the Apache
UIMA framework, to provide robustness and scalability [38].
As depicted in Figure 1, the CHIEF includes modules for (1)
clinical text preprocessing (eg, detecting sentences and tokens
as well as conducting syntactic analyses), (2) extracting
mentions of EF as well as quantitative values, and (3) extracting
mentions of medications (eg, ACEIs and ARBs). RNM were
extracted with another NLP application called RapTAT [45],
and the resulting data were integrated into the CHIEF.
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Figure 1. Congestive heart failure information extraction framework (CHIEF).

Figure 2. Algorithm to classify the patient as meeting the measure.

Finally, all extracted information at the concept and patient
levels was compared and combined using a set of rules to
classify HF treatment performance measures automatically for
each patient (see Figure 2). For example, the NLP system
assessed whether the patient had an EF recorded (and if the
answer was yes, was it <40%?). If the EF was <40%, then the
system determined if the patient was on an ACEI or ARB. If
the patient was not, then the system determined if there were
RNM. The patient met the measure: if the EF was present but
not <40%; if the EF was <40% and there was an active
prescription for an ACEI or ARB; or if the patient had an EF
<40%, was not on an ACEI or ARB, and had RNM (see Figure
2).

Key Informant and Subject Matter Expert Interviews
To inform the design of our automated system and to facilitate
adoption, we interviewed both key informants and SMEs. We
conducted 15 interviews consisting of four key informants and
a convenience sample of 11 additional SMEs. The four key
informants that were interviewed were VA quality measurement
experts with national roles and VA-wide knowledge about

inpatient HF quality measurements and the use of quality
measurements for HF in the VA. Based on a snowball sampling
design, the key informants recommended the inclusion of 11
additional VA-based SMEs. We recruited and interviewed these
SMEs, who were responsible for receiving and interpreting
quality monitoring data, and included VA cardiologists and HF
quality experts with extensive experience in making decisions
regarding the quality measures to be used and presentation of
the results of quality assessments. The key informants’ and
SMEs’ experience in the VA ranged from 2 to 35 years, and
from 2 to 33 years in quality management.

To develop our interview questions, we drew upon the
Promoting Action on Research Implementation in Health
Sciences (PARiHS) framework [46,47], which postulates that
evidence, context, and facilitation are central to implementation.
We complemented the PARiHS framework with the
Socio-Technical Model of Health Information Technology to
focus on the information technology context of potential
implementation [48]. We studied the potential of integrating an
automated quality measurement system in the VA through these
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interviews, and will detail our applied thematic analysis in a
future manuscript.

Measurements
We compared the CHIEF system output to the human
annotator-created RS to compute performance at the concept
level and for the patient-level binary classification of meeting
or not meeting the CHI19 measure. We calculated sensitivity
(SN), specificity (SP), and positive predictive value (PPV) in
addition to the F-measure, which is the harmonic mean of the
SN and PPV [49]. We also computed the SN of the NLP test
set based on the results of the EPRP review at the patient level
for target concepts, and the overall binary classification of
meeting the CHI19 measure. We computed Cohen’s kappa [50]
parameter to determine concordance between the structured
prescription data from the PBM package to determine patient
medications, and both the human-annotated RS and the NLP
output. Similarly, we compared ICD-9-CM codes and laboratory
results to both the human-annotated RS and the NLP output to
find RNM. We then summarized the interview findings to
complement the system development.

Institutional Review Board Approval
This study was approved by the University of Utah and the
Tennessee Valley Healthcare System Institutional Review

Boards (IRBs). Informed patient consent was waived for text
document use. The IRB approved informed consent with a
waiver of documentation of consent for the key informant and
SME interviews.

Results

Documents Obtained for the Research
We retrieved 45,703 free-text (TIU) documents from 1083
patients (314 in the training set and 769 in the test set). Using
a systematic sample (every tenth document), we mapped the
document title names to the following documents types in our
corpus: history and physical, progress notes, cardiology consult,
echocardiogram, pharmacy (medication reconciliation),
pharmacy (other), consult (other), discharge summary, nursing
note, and other (general). After mapping and during annotation,
we found that EF was most commonly found in the assessment
and current history sections of any note in which these sections
were used (eg, history and physicals, progress notes, cardiology
consults). Medications (ACEI/ARB) were most commonly
found in the assessment and medication sections, LVEF was
most commonly found in the echocardiogram results and
assessment sections, and RNM were most commonly found in
the assessment section [51]. Please see Figure 3 for the data
capture strategy used in the research.

Figure 3. Data capture strategy.
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Reference Standard Development
The IAA was found to be 91% in a pairwise comparison of all
concepts within the documents in the project corpus for the RS
[52]. In consultation with the cardiologist as needed, the
annotation team was able to agree on this consensus RS for all
patient-level classifications.

Performance of the Natural Language Processing
System
We developed the CHIEF NLP system (see Figure 1). When
evaluated at the information extraction level, CHIEF extracted
relevant mentions and values of LVEF, medications, and RNM
with a range of high to fair recall. HF medications were
extracted with recall of 97.8-99.7% and precision of 96-97.8%;
mentions of LVEF were extracted with recall of 97.8-98.6%
and precision of 98.6-99.4%, and RNM were less common and
more difficult to extract, only reaching fair accuracy with
31.1-40.4% recall and 24.7-32.1% precision [53]. As explained
earlier, this extracted information was then combined at the
patient level using a set of rules. At the patient level, as shown
in Table 1 and compared with the RS, CHIEF achieved almost
99% F-measure, SN, and PPV for classifying a patient admission
as meeting the CHI19 measure. The SP was 85.5%. The CHIEF
could also classify whether the performance measure was met,
assess LVEF, and determine whether the EF was below 40%,
with F-measures of 98.80%, 99.52%, and 95.52%, respectively.
However, the system identified more false positives in
medication prescriptions (PPV, <90%; F-measure, 93.53%).
For concept extraction, we used machine learning-based
approaches (fully automated) rather than rule-based or just
keyword searching, and for classification we used several rules
(as depicted in Figure 2). Note that for classification we

programmed three sets of rules based on decisions depicted in
Figure 2. The full set of rules can be found in Multimedia
Appendix 1.

The lowest performance of the NLP system was measured for
RNM (ie, ACEIs or ARBs), with an SN of 26.9%, SP of 99.4%,
and PPV of 90.7%. This performance level was affected by
RNM being the least structured, most varied, and least common
of all of the concepts evaluated, with only 145 patients in our
testing corpus having RNM. When we restricted our analysis
to patients with an EF <40% (according to the RS) who were
discharged without prescriptions for ACEIs or ARBs (n=70),
performance increased slightly (SN, 33%; SP, 92.3%; PPV,
95%; and F-measure, 49%). However, when evaluating
hospitalizations for which it was critical for the system
determination for patient classification (n=37; EF <40% and
discharged without prescriptions according to system output),
the RS found more RNM than the NLP system found, but the
SN of the system increased to 78%. The PPV was relatively
unchanged at 81.8%, for an F-measure of 80%.

Concordance of Reference Standard and External Peer
Review Program Results
Table 2 provides a comparison of the human-annotated RS and
the NLP system output to the EPRP review findings. Of the
1083 patients, only 474 patient abstractions had the equivalent
data elements to those we captured with CHIEF and were
classified as meeting or not meeting the measure. Only 10
patients were present in the EPRP data who did not meet the
CHI19 measure. Based on this finding, the SN is the only
relevant metric, and with only 10 patients we could not get a
precise estimate of any other metrics.

Table 1. Performance of the Congestive Heart Failure Information Extraction Framework (CHIEF) system for each patient compared to the reference
standard established by human review (patient-level classification CHI19).

F-measurePositive Predictive Value Estimate

% (95% CI)

Sensitivity Estimate

% (95% CI)

Patient-Level Classification

98.898.7 (97.6, 99.4)98.9 (97.8, 99.5)Measure CHI19a met

99.599.0 (98.0, 99.6)100.0 (99.5, 100.0)Left Ventricular Systolic Function assessed

96.095.1 (92.6, 97.0)96.8 (94.6, 98.3)EFb <40%

93.588.5 (85.8, 90.8)99.2 (98.1, 99.7)ACEIc or ARBd

41.590.7 (77.9, 97.4)26.9 (20.0, 34.9)Reason not on medications

aCHI19: Congestive Heart Failure Inpatient Measure 19; LVEF >40 on ACEI/ARB at discharge.
bEF: ejection fraction.
cACEI: angiotensin-converting enzyme inhibitor.
dARB: angiotensin-receptor blocker.

Table 2. Sensitivity of patient-level classification of the reference standard and Congestive Heart Failure Information Extraction Framework (CHIEF)
based on External Peer Review Program (EPRP) review.

Sensitivity Estimate

% (95% CI)

Number of Patients with Corresponding

EPRP Review

Number of Patients in Agreement with

EPRP Review

Patient-Level Classification/Sensitivity

98.95 (97.56, 99.66)474469Classification in Reference Standard

98.48 (96.50, 99.51)330325Classification from CHIEF
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Table 3. The External Peer Review Program (EPRP) quality measurement designation of patients in the training and test sets.

Number in Training

n (%)

Number in Test

n (%)

Total

n (%)

Measure MetData PresentMeasure

13 (4.14)61 (7.93)74 (6.83)N/ANoCHI10a

0 (0.00)4 (0.13)4 (0.36)NoYes

301 (95.85)704 (91.54)1005 (92.79)Yes

167 (53.18)433 (56.30)600 (55.40)N/ANoCHI19b

3 (0.31)6 (0.78)9 (0.83)NoYes

144 (45.85)330 (42.91)474 (43.76)Yes

222 (28.90)546 (71.09)768 (70.91)N/ANoCHI20c

3 (0.96)6 (0.78)9 (0.83)NoYes

89 (28.34)217 (28.22)306 (28.25)Yes

12 (3.82)42 (5.46)54 (4.99)No data on any measure

314 (100.00)769 (100.00)1083 (100.00)Total sample size

aCHI10: Congestive Heart Failure Inpatient Measure 10; inpatient left ventricle function assessed at discharge.
bCHI19: Congestive Heart Failure Inpatient Measure 19; LVEF >40 on ACEI/ARB at discharge.
cCHI20: Congestive Heart Failure Inpatient Measure 20; LVEF >40 on ACEI/ARB prior to inpatient admission.

We compared the EPRP data with both our RS developed with
SMEs, and with the results of CHIEF. When we compared the
RS to the EPRP patient classifications using the EPRP findings
as truth for patients meeting CHI19 in applicable cases in both
the training and test sets (n=474), we found the SN of the RS
to be 99.0%. We also compared the NLP results for
hospitalizations in the NLP test set (n=330) to the
hospitalizations for whom the EPRP provided results for CHI19
using the EPRP findings as truth for patients meeting CHI19 in
applicable cases, and found an SN of 98.5% for the CHIEF.
Human annotators classified 100% of cases as meeting or not
meeting the measure. However, we found that there were no
EPRP results for CHI19 for 55.4% of the patients assessed, even
though other measures (such as CHI10 or CHI20) might have
been completed, making these EPRP results noncomparable to
our results. The CHIEF processed and classified 100% of
patients in the test set, with 92.1% meeting CHI19. Meeting the
measure required that the case was eligible for the performance
measure and that the patient data showed that the case satisfied
the performance required by CHI19 (see Table 3).

Concordance Between the Reference Standard, Natural
Language Processing Output, and Structured Data

We found that the agreement (based on Cohen’s kappa) between
the PBM data and the RS for RNM was 0.326, and the
agreement between the PBM and the NLP system output was
0.221. Both results were interpreted as fair agreement [54]. We
determined that the low kappa result was due to the PBM data
not capturing the reasons why ACEI and ARB were not
prescribed, as well as the text documents. When we performed
the same calculations for laboratory and ICD-9-CM data for
RNM, the laboratory data compared with the RS and NLP output
provided kappa values of 0.2083 and 0.1373, respectively. The
ICD-9-CM codes indicated only five patients with RNM and
showed no agreement with the RS or NLP system output.
Similar to the PBM data, clinical text documents are a better

data source to capture reasons not to prescribe than laboratory
results and ICD-9-CM data. A kappa statistic was calculated as
an aggregate measure using the laboratory results and the
ICD-9-CM codes as well, but did not differ from the kappa
statistic for the laboratory results alone.

Summary Findings from Interviews
Key informants and SMEs provided valuable insights about the
design of the CHIEF system and the related development and
validation methods. The development team held regular
meetings with key informants one to two times per year to
review design decisions, such as the capture of concepts to
approximate the data elements of the measure. For example,
the quality measure assesses whether the patient had left
ventricular systolic function assessed. The design team used
the presence of an EF in the record of the patient to mean that
left ventricular systolic function was assessed. Similarly, there
are multiple mentions of the EF in a given echocardiogram
report. The design team worked with SMEs to determine the
most clinically relevant mention to use in the classification
algorithm, and targeted the mention in the section of the report
that is a narrative summary by the reviewing cardiologist to
extract. Last, the key informants agreed that the research team
could use a limited document set, rather that the entire medical
record for a given patient discharge, to extract and classify the
patient’s documentation as to whether or not the measure was
met.

Interview respondents also discussed several areas related to
how the automated NLP processes are potentially aligned with
organizational goals and clinical needs. Respondents noted three
potential benefits: (1) use of an automated quality measurement
system could improve the efficiency of data capture and thus
provide it more quickly; (2) an automated system that facilitates
redeployment of resources to emerging areas is aligned with
VA organizational goals and strategies; and (3) an NLP system
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and the resulting data could be used for clinical purposes, in
addition to use in quality measurement.

An automated system has the potential to provide consistent
data sources for measurement and new data regarding EF to the
VA primary care almanac; it could also serve as a data source
for primary care teams, VA dashboards, and clinical decision
support (CDS). The system could also provide data organized
in a summarized, longitudinal manner, and assist cohort and
registry development.

The use of an automated quality measurement process for
measuring HF quality appears to be aligned with VA
organizational goals, could support the current VA culture of
measurement and feedback, and provide needed data for
accountability. An automated system could also facilitate
meaningful use certification, further electronic quality
measurement, and assist real-time (rather than retrospective)
measurement.

Key informants and SMEs also suggested specific clinical uses
for the NLP system and the resulting data, as follows: HF
guideline and quality measurement training for providers,
automated review and documentation of LVF, identification of
patients needing transitional management and palliative care,
summarization of clinical findings and treatment to assist
clinician decision-making, and identification and contacting of
patients with gaps in evidence-based care to aid quality
improvement efforts (care coordination).

The interviews provided important information about the
automated NLP system and its potential clinical uses. Further
research is needed to identify potential technical and
organizational barriers to the use of such an NLP system in the
VA, as this would help determine the next steps in potential
implementation.

Discussion

Principal Results
In this paper we report the formative evaluation of the use of
the CHIEF system that integrates core algorithms reported
previously [53], in addition to rules derived from existing HF
guidelines, to generate a final CHI19 classification. The CHIEF
processed 100% of the patients in the test set, with 92.1% of
patients classified as meeting the CHI19 measure. Use of the
CHIEF could potentially reduce or eliminate the need for routine
human review of HF charts for the similar measures of CHF7
(HF-Outpatient LVF documented) and CHF14 (HF-Outpatient
LVEF Less Than 40 on ACEI or ARB). CHF is a prevalent
condition and CHIEF is an application that could provide an
automated first review for HF patients to assess
guideline-concordant care, and this data could potentially
populate the existing EPRP dashboard automatically rather than
through human review. During this process those patients who
do not meet the measure could be identified; this would
potentially allow a redeployment of human resources to evaluate
why the care was not guideline-concordant and evaluate other
quality of care issues. For example, more human resources could
be used to assess patients who are at high risk for readmission,
or who are frail and need additional care coordination.

The CHIEF also provides essential data that could be used in a
dashboard to facilitate the identification of patients in a given
provider’s panel who may need additional medications such as
an ACEI or ARB therapy or other medications, as guidelines
are updated. Although the EPRP abstractors have access to the
entire medical record for each patient they review, they focus
only on finding the required data elements within the measure,
rather than on a broad quality review in which other quality of
care issues may be found. We obtained good results with the
CHIEF using a limited document set. These findings suggest
that the CHIEF is highly reliable and that its use could reduce
or eliminate the expense associated with human review of HF
patient records.

Limitations
There are several limitations to this work. First, it is likely that
some clinical information was not documented in the patient
charts and therefore could not be captured by the NLP system.
However, we believe the impact of this missing information is
minimal, given the importance and longstanding use of the HF
quality measurement. Second, although the CHIEF performed
well using VA text notes, it might not perform as well in
non-VA settings. After training on new documents, we expect
that it will perform similarly. Third, documents from only eight
medical centers were used in this research; therefore, the CHIEF
might under-perform initially when used with documents from
other VA medical centers.

Comparison with Prior Work
This work builds on prior research in which we developed a
system for concept extraction using a rule-based method. In the
current CHIEF system, we used machine learning-based
methods (sequential tagging) [40]. Our informatics work is also
complementary to other uses of the NLP system in cases of
patients identified as having HF or classified as having a
preserved or reduced EF [55,56], for the purposes of identifying
patients for potential inclusion in research and those appropriate
for treatment in primary care notes [57]. The relevance and
importance of NLP tools in clinical practice are increasing. As
such, testing and evaluating the implementation and deployment
of NLP tools in clinical practice settings is an important next
step.

Use of the CHIEF is also aligned with the current VA strategic
plan for 2013-2018 that sets forth the principal that all initiatives
be data-driven and evidence-based to help VA improve service
delivery. The CHIEF has delivered promising results that could
help achieve the goals of improving performance, advancing
innovation, and increasing operational effectiveness and
accountability in the VA, as well as in other health care
organizations [58]. While CHIEF is not currently being
implemented in the VA, we will seek potential implementation
in VA and other settings.

Our work is important because some clinical information related
to quality measures can only be found in text. Text data is not
structured, so transformation of clinical text documents in a
systematic, standardized process could result in its incorporation
in a data warehouse across an enterprise, which would allow
the use of the National Quality Forum information model
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designed for EHR-based quality measures, and facilitate the use
of algorithms across institutions [59].

Due to the increasing availability of EHRs and the development
of NLP techniques, many systems and techniques have been,
and continue to be, developed to encode narrative data for a
variety of uses such as: assessing the incidence rates of adverse
events, evaluating the success of preventive interventions,
benchmark performance across hospitals, determining
cardiovascular risk factors, providing smoking cessation,
providing real-time quality metrics for colonoscopies (in terms
of identification of adenomas and sessile serrated adenomas),
developing retrospective clinical data for use in cardiovascular
research using NLP, and identifying ventilator-associated events
(VAEs) and quality reporting and research in VAEs [60-62].

The Institute of Medicine envisioned a health care delivery
system that would improve the quality of care and reduce costs.
To accomplish this goal, it is important to create effective CDS
delivered to clinicians through EHRs at the point of care [63].
The data captured from text, once transformed to structured
data in the enterprise CDW, could be used in CDS.

Our methods complement other systems that identify
hospitalized patients with HF in which machine learning
approaches are used. Importantly, the complexity of
implementation of these systems is well known and supports
the assessment of barriers and facilitators for potential
implementation [62,64]. The use of EHRs to automate publicly
reported quality measures is receiving increasing attention, and
is one of the promises of EHR implementation. Kaiser
Permanente has fully or partly automated 6 of 13 the joint
commission measure sets, resulting in an automated surgical
site infection reporting process which reduced Kaiser
Permanente’s manual effort by 80%, resulting is savings of US

$2 million [65]. The VA could potentially realize reduced
expenses associated with increased automation and decreased
manual review of medical records for HF quality measurement.

The use of NLP for quality measures also adds to the capture
of large amounts of clinical data from EHRs. The next step is
to transform health care big data into actionable knowledge for
quality improvement and research that helps to improve patient
care, and potentially limit health care costs, with the aim of
developing infrastructure with real-time data to support decision
making [62-64,66,67]. The products of this NLP pipeline could
potentially impact a number of clinical areas, including
personalized CDS (eg, the suggestion to administer
ACEIs/ARBs when inappropriately not administered), and could
both facilitate appropriate care by promoting CDS use and
prevent provider fatigue by reducing the incidence of
false-positive notifications [53]. Our work is also in alignment
with the recent description of the use of big data analytics in
the VA, because the extracted data from our system has been
scientifically evaluated for accuracy and reliability, and builds
on the significant data resources in the CDW [33].

Conclusions
The CHIEF system accurately classified patients for the CHI19
performance measure, with high SN and PPV. HF is an
increasingly prevalent condition among patients within the VA.
Our results demonstrate that automated methods using NLP can
improve the efficiency and accuracy of data collection and
facilitate more complete and timely data capture at the time of
discharge, at a potentially reduced cost. These tools also have
applications in clinical care delivery and are aligned with US
national strategic initiatives to use EHR data for quality
improvement.
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Abstract

Background: Tuberculosis (TB) is the highest-mortality infectious disease in the world and the main cause of death related to
antimicrobial resistance, yet its surveillance is still paper-based. Rifampicin-resistant TB (RR-TB) is an urgent public health
crisis. The World Health Organization has, since 2010, endorsed a series of rapid diagnostic tests (RDTs) that enable rapid
detection of drug-resistant strains and produce large volumes of data. In parallel, most high-burden countries have adopted
connectivity solutions that allow linking of diagnostics, real-time capture, and shared repository of these test results. However,
these connected diagnostics and readily available test results are not used to their full capacity, as we have yet to capitalize on
fully understanding the relationship between test results and specific rpoB mutations to elucidate its potential application to
real-time surveillance.

Objective: We aimed to validate and analyze RDT data in detail, and propose the potential use of connected diagnostics and
associated test results for real-time evaluation of RR-TB transmission.

Methods: We selected 107 RR-TB strains harboring 34 unique rpoB mutations, including 30 within the rifampicin
resistance–determining region (RRDR), from the Belgian Coordinated Collections of Microorganisms, Antwerp, Belgium. We
subjected these strains to Xpert MTB/RIF, GenoType MTBDRplus v2.0, and Genoscholar NTM + MDRTB II, the results of
which were validated against the strains’available rpoB gene sequences. We determined the reproducibility of the results, analyzed
and visualized the probe reactions, and proposed these for potential use in evaluating transmission.

Results: The RDT probe reactions detected most RRDR mutations tested, although we found a few critical discrepancies between
observed results and manufacturers’ claims. Based on published frequencies of probe reactions and RRDR mutations, we found
specific probe reactions with high potential use in transmission studies: Xpert MTB/RIF probes A, Bdelayed, C, and Edelayed;
Genotype MTBDRplus v2.0 WT2, WT5, and WT6; and Genoscholar NTM + MDRTB II S1 and S3. Inspection of probe reactions
of disputed mutations may potentially resolve discordance between genotypic and phenotypic test results.

Conclusions: We propose a novel approach for potential real-time detection of RR-TB transmission through fully using digitally
linked TB diagnostics and shared repository of test results. To our knowledge, this is the first pragmatic and scalable work in
response to the consensus of world-renowned TB experts in 2016 on the potential of diagnostic connectivity to accelerate efforts
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to eliminate TB. This is evidenced by the ability of our proposed approach to facilitate comparison of probe reactions between
different RDTs used in the same setting. Integrating this proposed approach as a plug-in module to a connectivity platform will
increase usefulness of connected TB diagnostics for RR-TB outbreak detection through real-time investigation of suspected
RR-TB transmission cases based on epidemiologic linking.

(JMIR Med Inform 2018;6(1):e12)   doi:10.2196/medinform.9309

KEYWORDS

tuberculosis; drug resistance; rifampicin-resistant tuberculosis; rapid diagnostic tests; Xpert MTB/RIF; Genotype MTBDRplus
v2.0; Genoscholar NTM + MDRTB II; RDT probe reactions; rpoB mutations; validation and analysis; real-time detection

Introduction

Tuberculosis (TB) has the highest mortality of any infectious
disease and is the principal cause of death related to
antimicrobial resistance [1]. Efforts to control TB are
continuously hampered by complex regimens and low treatment
success of drug-resistant cases [1,2]. Multidrug-resistant TB
(MDR-TB), defined as resistance to the first-line drugs
rifampicin and isoniazid, remains an urgent public health crisis,
as only about 39% of notified, confirmed, and previously treated
people with TB were tested for rifampicin resistance in 2016,
and only 1 in 5 received treatment, of whom only half were
cured [1].

Rifampicin resistance is an epidemiologically and clinically
important surrogate marker for MDR-TB, as most
rifampicin-resistant strains are also resistant to isoniazid [2-4].
Rifampicin resistance-conferring mutations are primarily
situated at codon positions 426 to 452 [2] within the 81-bp
rifampicin resistance–determining region (RRDR) of the
Mycobacterium tuberculosis RNA polymerase β subunit (rpoB)
gene [4-6]. Consequently, commercially available molecular
tests developed for rapid detection of MDR-TB only capture
mutations in the RRDR, with or without mutations associated
with isoniazid resistance [2,3,6].

Recognizing the immediate need to rapidly detect
rifampicin-resistant TB (RR-TB), the World Health Organization
has recommended implementation of the following rapid
diagnostic tests (RDTs) as primary tools for detection: Xpert
MTB/RIF (Cepheid, Sunnyvale, CA, USA), GenoType
MTBDRplus v2.0 (Hain Lifescience GmbH, Nehren, Germany),
and Genoscholar NTM + MDRTB II (NIPRO Corporation,
Osaka, Japan). Xpert MTB/RIF is the most widely deployed
RDT globally, implemented as the initial diagnostic tool by 28
out of 48 high-burden countries for patients with pulmonary
TB symptoms by the end of 2016 [1]. It uses real-time
polymerase chain reaction and molecular beacon technology,
involving probes specifically binding to wild-type sequences,
whereas the other RDTs are line probe assays, which rely on
hybridization and comprise both wild-type and mutant probes.
The specific features and limitations of the RDTs, along with
key recommendations from the World Health Organization,
have been previously described [6]. The global integration and
scale-up of these RDTs in TB diagnostics has dramatically
improved detection of MDR-TB [1,4,6-8].

Large gaps in detection and treatment of RR-TB can result in
resistant strains circulating within populations [7,9]. Particularly

in high-burden settings, transmission was found to be the
predominant cause of the globally rising rates of RR-TB and
MDR-TB [8,10,11], with an estimated 600,000 new cases of
RR-TB arising in 2016, of which 490,000 were MDR-TB [1,8].
To achieve the global targets of ending TB by 2030 [1], there
is an urgent need to shift from the current inefficient paper-based
investigation of drug-resistant cases to fully digitized
surveillance allowing for real-time detection of transmission
hotspots.

When Xpert MTB/RIF was rolled out in 2010, there was no
system in place to systematically extract, interpret, and employ
test results for surveillance. Accumulating data stored in local
machines were clearly underused; portions of data even get
corrupted and are not used at all. For a few years after, the gap
in TB diagnostics implementation was addressed by the
emergence of diagnostic eHealth solutions, particularly the
development of connectivity solutions. Xpert MTB/RIF
machines are now being linked, along with generated test results,
to connectivity platforms such as DataToCare (Savics, Brussels,
Belgium) and GxAlert (SystemOne, Springfield, MA, USA).
These connectivity platforms automate the collection of
diagnostic test results from each health facility in a particular
setting. They consolidate all data into a built-in analytics system
that automates extraction of useful information from raw test
data. Generated information is then securely shared with
different stakeholders—clinicians, national TB control programs,
and patients—through text messaging, email, or a national
database [12].

Despite this technological advancement, readily available and
accumulating TB diagnostic test results have not been used to
date for disease surveillance, due to the limited understanding
of the correlation between RDT probe reactions and specific
rpoB mutations. In accordance with the consensus of global TB
experts on the potential of diagnostic connectivity for TB
elimination published in 2016 [12], we believe that RDT results
coupled with appropriate analysis may present crucial clinical
and public health information that could be employed as a
molecular epidemiologic tool in field conditions to trace RR-TB
transmission hotspots in high-burden TB settings. They could
also aid in resolving the discordance between phenotypic drug
susceptibility testing and RDT results, primarily for disputed
mutations, which are often missed in Mycobacterium growth
indicator tube phenotypic drug susceptibility testing [13]. In
this work, we aimed to analyze RDT data in detail, visualize
test results representing specific RRDR mutations, and propose
a novel approach of fully using digitally linked TB diagnostics
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and readily available test results for real-time monitoring of
RR-TB transmission.

Methods

Source and Overview of Strains
We selected 107 RR-TB strains harboring 34 unique rpoB
mutations, including 30 within the RRDR (Multimedia
Appendix 1), from the Belgian Coordinated Collections of
Microorganisms and the World Health Organization Tropical
Disease Research mycobacteria collection in the Institute of
Tropical Medicine, Antwerp, Belgium. We prepared
thermolysates of these strains as previously described, stored
them at –20°C [14], and subjected them to RDTs, namely Xpert
MTB/RIF, GenoType MTBDRplus v2.0, and Genoscholar NTM
+ MDRTB II.

Xpert MTB/RIF Assay G4 Version 5
We measured the DNA concentration of the thermolysates
through an Invitrogen Qubit 2.0 Fluorometer (Thermo Fisher
Scientific, Waltham, MA, USA) following the manufacturer’s
instructions. The calculated weight of DNA per M tuberculosis
bacillus served as the divisor for each DNA concentration, the
quotient of which was the equivalent colony-forming units
(CFUs) per milliliter of each thermolysate.

We subjected thermolysates with initial concentrations of 108

to 109CFU/mL to 1:2 and 10-fold serial dilutions until we

obtained 106 to 107CFU/mL, respectively. We then dispensed
a 1:2 mixture of diluted thermolysate and sample reagent in the
Xpert MTB/RIF cartridge following the manufacturer’s
instructions.

GenoType MTBDRplus v2.0 and Genoscholar NTM +
MDRTB II
We subjected undiluted thermolysates to the amplification and
hybridization steps of GenoType MTBDRplus v2.0 and
Genoscholar NTM + MDRTB II following the manufacturers’
instructions.

Analysis and Visualization of Rapid Diagnostic Test
Data
We validated RDT results against the strains’ rpoB gene
sequences, allowing for correlation between probe reactions
and specific rpoB mutations. We then performed a
comprehensive comparison and analysis of rpoB mutants and
associated RDT results using the consensus numbering system
based on M tuberculosis strain H37Rv [2]. We visualized results
of the analysis using Geneious version 10.1.2 (Biomatters
Limited) [15] and Affinity Designer 1.5.3 (Serif (Europe) Ltd)
[16]. The percentage average reproducibility of the RDTs was
analyzed through mutation profiles found in more than one
strain.

Results

All strains with mutations in the RRDR were correctly identified
as rifampicin resistant, except for one strain with the

S428R+H445R mutation that was not initially detected as M
tuberculosis by Xpert MTB/RIF but was confirmed as
rifampicin-resistant M tuberculosis on retesting; a strain with
the D435F mutation and another strain with the L430P mutation
were identified as rifampicin susceptible by GenoType
MTBDRplus v2.0 even after a repeat test. On the probe level,
each test appeared to be reproducible, ranging between 87.9%
and 97.8% (Multimedia Appendix 2). Among the RDTs,
Genoscholar NTM + MDRTB II yielded the highest
concordance between coverage claimed by manufacturers and
that observed experimentally.

The alignment of mutant and wild-type RRDR sequences in
Multimedia Appendix 1 shows the nucleotide and amino acid
change for each mutation profile captured by rpoB sequencing.

Multimedia Appendix 1 provides supporting information for
Figure 1, a visualization of the probe reactions demonstrating
the ability of the RDTs to capture the majority of documented
RRDR mutations.

Figure 1 was generated based on observed probe reactions for
each individual mutation. Hence, strains with double or triple
mutations were scored twice or thrice. For instance, from a
strain with the double mutation L430P+H445Q, the probe
reaction for L430P was deduced as Xpert MTB/RIF probe A,
GenoType MTBDRplus v2.0 probe WT2, and Genoscholar
NTM + MDRTB II probe S1, whereas the probe reaction for
H445Q was Xpert MTB/RIF probe D; for GenoType
MTBDRplus v2.0, was WT7; and for Genoscholar NTM +
MDRTB II, was S4. As expected, we found a strong correlation
between observed and claimed probe reactions of RRDR
mutations (Figure 1, black and green, represented by
low-prevalence mutations L430P, D435G, S441L or S441Q,
and L452P), although we noted delayed reactions in Xpert
MTB/RIF, denoting partial inhibition of fluorescence of a
particular molecular beacon [3], shown in green. It is interesting
to note that some mutations were missed by one probe but
captured by another, such as 435 mutations missed by Xpert
MTB/RIF probe C but captured by probe B, and a codon 437
mutation in the line probe assays (Figure 1, blue mutations).
End-probe mutations correctly identified by both probes in
GenoType MTBDRplus v2.0 were Q432E (WT2 and WT3)
and S441Q or S441L (WT5 and WT6). Critically, there were
individual mutations completely missed by the RDTs, namely
M434T and N437D by Xpert MTB/RIF, S428R and D435F by
GenoType MTBDRplus v2.0, and M4343V by Genoscholar
NTM + MDRTB II (Figure 1, red mutations). T444T is a silent
mutation appropriately undetected by GenoType MTBDRplus
v2.0, but it was captured by Xpert MTB/RIF and Genoscholar
NTM + MDRTB II.

We gathered the observed probe reactions representing each of
the 30 RRDR mutations tested (Figure 2).

For instance, Xpert MTB/RIF probe E, GenoType MTBDRplus
v2.0 probes WT8 and MUT3, and Genoscholar NTM + MDRTB
II probes S5 and R5 correspond with mutation S450L, with the
highest worldwide prevalence [17-19].
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Figure 1. Overview of rifampicin-resistant tuberculosis rapid diagnostic test (RDT) probe reactions. The observed results for each rifampicin
resistance–determining region mutation are overlaid on claimed probe coverage (light gray) of (A) Xpert MTB/RIF, (B) GenoType MTBDRplus v2.0,
and (C) Genoscholar NTM + MDRTB II. Mutations yielding the expected probe reactions are in black and green, with delayed XpertMTB/RIF results
in green, mutations missed by one probe but captured by another probe in blue, and mutations that were not at all captured by the RDT in red. Probe
reactions overlaid on each other are in a striped pattern for greater visibility.

Figure 2. Rapid diagnostic test (RDT) probe reactions corresponding with specific rifampicin resistance–determining region (RRDR) mutations. Probe
reactions with high potential use for transmission studies are bolded, while delayed probe reactions are tagged with superscript D shown in green.

Finally, we observed a possible association of delayed Xpert
MTB/RIF probe reactions with weaker fluorescence in
end-probe codons and specific nucleotide substitution types.
This was exemplified by guanine-to-thymine transversion in

disputed mutation D435Y resulting in 53.8% of delays
(average∆Ct8) for probe B and thymine-to-cytosine transition
in end-probe disputed mutation L452P resulting in 25% delayed
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results (average∆Ct6) for probe E (Multimedia Appendices
3-8).

Discussion

Principal Findings and Comparison With Prior Work
Our laboratory validation of rifampicin-resistant strains and
visualization of results revealed the specific relationship between
unique RDT probe reactions and the majority of documented
rpoB mutations. We also found RDT probe reactions
representing low-frequency mutations in particular settings that
have a high potential for use in evaluating transmission. We are
proposing a novel approach to the optimal use of readily
available diagnostic data through the shift to fully automated
and digitized surveillance for real-time detection of RR-TB
transmission hotspots.

To our knowledge, this work is the first pragmatic and scalable
response to the consensus of world-renowned TB experts,
published in 2016 [12], that diagnostic connectivity has the
potential to eliminate TB. This is evidenced by the ability of
our proposed approach to facilitate comparison of probe
reactions between different RDTs used in the same setting,
potentially linked to an open source software platform, by the
Connected Diagnostics Initiative [12], for instance. Our findings
affirm the important role of diagnostic connectivity platforms
in accelerating TB control efforts and highlight the importance
of fully understanding the relationship between TB diagnostic
test results and drug resistance-conferring mutations. Our
proposed approach will maximize the use of connected RDTs
and associated data shared in repositories through a plug-in
module that will automatically translate RDT results to useful
information for RR-TB outbreak investigations. This will
potentially aid laboratory personnel, clinicians, and national TB
control programs in closing detection gaps of RR-TB cases by
revealing abnormal figures or trends in particular settings, as
well as real-time probable horizontal transmission and
epidemiologic linkage between patients.

The comprehensive analysis of claimed and observed probe
reactions revealed the ability of the RDTs to detect documented
RRDR mutations. Most of the RRDR mutations analyzed
yielded the expected result, concordant with manufacturers’
claims. We observed the highest concordance between observed
and claimed probe coverage in Genoscholar NTM + MDRTB
II, exemplified, for instance, by probe S2 detecting mutation
N437D, which was missed by Xpert MTB/RIF probe C and
GenoType MTBDRplus v2.0 probe WT5 (Figure 2,Multimedia
Appendix 1, and Figure 1). Remarkably, the mutations missed
by one RDT probe but captured by another were situated in the
regions where the probes overlap. This affirms the role of
overlapping probes in improving the usefulness of RDTs for
RR-TB detection. Critically, mutations M434T missed by Xpert
MTB/RIF and M434V missed by Genoscholar NTM + MDRTB
II are not yet catalogued in the Tuberculosis Drug Resistance
Mutation Database, nor in RefSeq [20,21]; hence, their clinical
relevance is yet to be determined. Alarmingly, missed mutations,
including N437D (Xpert MTB/RIF), S428R, and D435F
(GenoType MTBDRplus v2.0), are known to confer rifampicin
resistance [22]. These undetected rifampicin

resistance-conferring mutations within the RRDR, together with
those outside the RRDR, most notably the I491F mutation [2],
may be untraceably circulated through chains of transmission,
as samples with these mutations alone will be falsely classified
as rifampicin susceptible, rendering treatment ineffective.
Additionally, the impact of silent mutations such as T444T must
be further assessed to ensure that recommended probes generate
results with high specificity for rifampicin resistance.
Accordingly, we suggest that manufacturers review and modify
claims of mutation coverage based on the findings of this work.
Additionally, for future versions of the line probe assays,
manufacturers might consider synthesizing mutation probes
that would also capture low-frequency mutations. These
proposed modifications would improve identification of
underlying mutations and thus increase the usefulness of linked
RDTs for detection of rifampicin resistance and for
epidemiologic surveillance.

We also gathered probe reactions representing low- to
high-prevalence RRDR mutations [4,12,13,18,19,22] in the
most comprehensive comparison of rpoB mutants and associated
RDT probe reactions to date and propose their potential
application for transmission studies. The use of RDT probe
reactions in defined geographic settings for evaluating
transmission is grounded in the need to easily deduce the
underlying RRDR mutation to identify genotype clustering in
time and space. When probe reactions between 2 strains
correspond, even between distinct RDTs, the prevalence of
probe reactions and associated RRDR mutations in a given
setting must be considered when assessing the probability of a
transmission event taking place. This probability will be
relatively higher for probe reactions representing low-frequency
mutations. This is explained by the principle that, in a normal
distribution, the probability of plotting a low-frequency mutation
in the tail region is low. Fitting it in the exact same location for
the second time has much lower probability. Hence, when
low-frequency probe reactions representing less-prevalent
mutations correspond between 2 strains, an epidemiologic link
might exist between the 2, and the occurrence of transmission
can possibly be suspected. For example, Xpert MTB/RIF probe
C, with the lowest frequency in Pakistan and Nigeria [20,21],
is a potentially valid marker of S441L/Q transmission. To
differentiate between the 2 mutations, RDT probe reactions
must be combined with complementary genotyping test results.
This proposed approach is evidenced by mutations L452P [23]
and D435G [18] detected in strains epidemiologically linked to
an extensively drug-resistant TB outbreak in KwaZulu-Natal,
South Africa. Accordingly, we assert that Xpert MTB/RIF
probes A, Bdelayed, C, and Edelayed; GenoType MTBDRplus
v2.0 probes WT2, WT5, and WT6; and Genoscholar NTM +
MDRTB II probes S1 and S3, which have a low frequency in
specific settings [20,21] and detect less-prevalent mutations
(emphasized in Figure 2), have a high potential for use in
transmission studies. On the contrary, the probability of
detecting a highly prevalent probe reaction in the distribution
is high, but fitting it into the exact same point the second time
would have lower probability. It would be unlikely that this is
a random event solely attributable to high-frequency mutations
being enriched by evolutionary convergence [24]. Therefore,
when this is observed, further investigation of suspected cases
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of transmission is necessary. Particularly in settings of low
RR-TB incidence, probe reactions corresponding with highly
prevalent mutations such as Xpert MTB/RIF probes E, D, and
B [20,21], if repeatedly obtained in the same health facility,
may be potentially useful for finding an epidemiologic link
between strains. The potential usefulness of RDT probe reactions
for transmission studies lies in accounting for the frequency of
probe reactions and RRDR mutations associated with RR-TB
prevalence in a specific geographic setting. Linking this novel
approach to a connectivity software can potentially bring about
real-time reporting of suspected RR-TB transmission cases,
which national TB control programs and public health officials
may then investigate and confirm or exclude based on
epidemiologic linking.

In addition to analyzing routine RDT data for evaluating
transmission in detail, we found that RDT probe reactions
corresponding with disputed mutations, supplemented with
rpoB gene sequences linked to connectivity software, may assist
in resolving discordance between phenotypic and genotypic
rifampicin susceptibility results. Our observed probe reactions
for disputed mutations were concordant between Xpert
MTB/RIF and GenoType MTBDRplus v2.0, and were consistent
with previous reports [13]. In contrast with discordant Xpert
MTB/RIF and Mycobacterium growth indicator tube results
due to the disputed mutation L430P [13,25], reliable probe
reactions between RDTs were observed in this work.
Consequently, detecting Xpert MTB/RIF probe A, GenoType
MTBDRplus v2.0 probe WT2, or Genoscholar NTM + MDRTB
II probe S1 would suggest an L430P mutation, despite obtaining
a rifampicin-susceptible Mycobacterium growth indicator tube
result. For other cases, disputed mutation D435Y can be
distinguished from other variations at position 435, particularly
from D435V, by a higher proportion of delayed results for probe
B (Multimedia Appendix 3). Another delayed reaction observed
was for probe E, associated with the disputed mutation L452P.
Delayed results [3] for Xpert MTB/RIF probes B and E could
be attributed to a reduced intensity of fluorescence in the
end-probe codons. Alternatively, the specific nucleotide
substitution, associated with the average proportion of delayed
results and ∆Cts (Multimedia Appendix 3), may have caused
the delays. These inferred associations may aid in better
differentiation of Xpert MTB/RIF probe reactions that have a
high potential use for assessing transmission and resolving
discordance between phenotypic and genotypic drug
susceptibility results. On the contrary, disputed mutations H445L
and H445N associated with high in vitro resistance [26] could
not be distinguished from undisputed mutations in codon 445;
complementary rpoB sequences would be very beneficial in
this case. We strongly suggest that each specific mutation and

RDT result be assessed case-by-case for discordant results when
compared with phenotypic drug susceptibility testing and their
potential for transmission clustering studies.

Scope and Limitation
The limitation of the study was the lack of strains with RRDR
mutations outside labeled codon positions in Figure 1. However,
to our knowledge, the uncovered mutations have not yet been
encountered in clinical isolates and thus are likely to be
extremely rare. This work is not a field evaluation of the
potential of connected TB diagnostic data, but rather a pragmatic
laboratory validation and analysis of test results.

Conclusions
We propose a novel approach for potential real-time detection
of RR-TB transmission through fully using connected TB
diagnostics and a shared repository of test results. To our
knowledge, this is the first pragmatic and scalable work in
response to the consensus of world-renowned TB experts in
2016 on the potential of diagnostic connectivity to accelerate
efforts to eliminate TB [12]. This is evidenced by the ability of
our proposed approach to facilitate comparison of probe
reactions between different RDTs used in the same setting.

While less-prevalent RDT probe reactions corresponding with
low-frequency mutations would be most suitable for evaluating
transmission, combining this approach with complementary
genotyping tests such as membrane-based spoligotyping,
MIRU-VNTR, deep targeted sequencing, or whole genome
sequencing on cultured isolates [9] would increase the resolution
of the approach in identifying RR-TB transmission hotspots.
Supplementing RDT test results with spoligotyping data, for
instance, not only illustrates data pooling [12], but also enhances
the discriminatory power of this combined approach to confirm
suspected cases of TB transmission. This proposed prospective
approach, inspired by the SpoNC tool, which combined pncA
sequencing and spoligotyping data for detection of
pyrazinamide-resistant TB transmission clusters [9], will be
validated against conventional approaches through strains with
specific mutations and originating from documented clusters.

Integrating the combined approach as an additional module in
the connectivity platform will not only automate the analysis
of shared RDT results and its translation into crucial clinical
and public health information, but also allow more precise
real-time estimation of transmitted RR-TB proportions in a
population. Detection of RR-TB transmission hotspots would
initiate a timely outbreak response and appropriate investigation
of suspected transmission cases based on epidemiologic linking
that would prevent further spread of TB.
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Multimedia Appendix 1
Alignment of Mycobacterium tuberculosis strain H37Rv and rifampicin resistance–determining region mutant sequences showing
alternative nucleotides and amino acids for each mutation profile analyzed.
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Multimedia Appendix 2
Reproducibility of RDT probe profiles determined through mutation profiles found in multiple strains.

[PDF File (Adobe PDF File), 37KB - medinform_v6i1e12_app2.pdf ]

Multimedia Appendix 3
Mutations (with wild-type and mutant nucleotide bases) that returned delayed result for Xpert MTB/RIF with corresponding
nucleotide substitution type, capturing probe, location of codon with respect to claimed probe coverage, Ct, ∆Ct, and average
∆Ct values, and percentage of delayed result considering all strains tested.
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Multimedia Appendix 4
Ct curve of mutation D435Y captured by probe B with single transversion substitution type, Ct value 27.9 and ∆Ct 6.

[PDF File (Adobe PDF File), 52KB - medinform_v6i1e12_app4.pdf ]

Multimedia Appendix 5
Ct curve of mutation D435F captured by probe B with double transversion substitution type, Ct value 38.1 and ∆Ct 16.8.

[PDF File (Adobe PDF File), 51KB - medinform_v6i1e12_app5.pdf ]

Multimedia Appendix 6
Ct curve of mutation D435V captured by probe B with single transversion substitution type, Ct value 38.6 and ∆Ct 17.

[PDF File (Adobe PDF File), 51KB - medinform_v6i1e12_app6.pdf ]

Multimedia Appendix 7
Ct curve of mutation H445R captured by probe D with single purine transition substitution type, Ct value 27.5 and ∆Ct 8.2.

[PDF File (Adobe PDF File), 51KB - medinform_v6i1e12_app7.pdf ]

Multimedia Appendix 8
Ct curve of mutation L452P captured by probe E with single pyrimidine transition substitution type, Ct value 24.5 and ∆Ct 6.
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Abstract

Background: Machine learning is an effective data-driven tool that is being widely used to extract valuable patterns and insights
from data. Specifically, predictive machine learning models are very important in health care for clinical data analysis. The
machine learning algorithms that generate predictive models often require pooling data from different sources to discover statistical
patterns or correlations among different attributes of the input data. The primary challenge is to fulfill one major objective:
preserving the privacy of individuals while discovering knowledge from data.

Objective: Our objective was to develop a hybrid cryptographic framework for performing regression analysis over distributed
data in a secure and efficient way.

Methods: Existing secure computation schemes are not suitable for processing the large-scale data that are used in cutting-edge
machine learning applications. We designed, developed, and evaluated a hybrid cryptographic framework, which can securely
perform regression analysis, a fundamental machine learning algorithm using somewhat homomorphic encryption and a newly
introduced secure hardware component of Intel Software Guard Extensions (Intel SGX) to ensure both privacy and efficiency at
the same time.

Results: Experimental results demonstrate that our proposed method provides a better trade-off in terms of security and efficiency
than solely secure hardware-based methods. Besides, there is no approximation error. Computed model parameters are exactly
similar to plaintext results.

Conclusions: To the best of our knowledge, this kind of secure computation model using a hybrid cryptographic framework,
which leverages both somewhat homomorphic encryption and Intel SGX, is not proposed or evaluated to this date. Our proposed
framework ensures data security and computational efficiency at the same time.

(JMIR Med Inform 2018;6(1):e14)   doi:10.2196/medinform.8286

KEYWORDS

privacy-preserving regression analysis; Intel SGX; somewhat homomorphic encryption

Introduction

Machine learning algorithms are now being widely used in
many applications to uncover deep and predictive insights from
datasets that are large scale and diverse. For instance, building
predictive models from biomedical data is very important in
biomedical science. Such predictive models can identify genetic

risk factors for a specific disease under study and can guide
medical treatment. For instance, Tabaei and Hermana formulated
a predictive equation to screen for diabetes [1].

Machine learning thrives on growing datasets. In most of the
cases, the more data fed into a machine learning system, the
more it can learn and offer the potential to make more accurate
prediction. It is often known as “data never hurt in machine
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learning,” as insufficient information cannot lead to powerful
learning systems. In the context of health care, building an
accurate predictive model depends on the quality and quantity
of aggregate clinical data, which come from different hospitals
or health care institutions. Consequently, in a real-world
scenario, machine learning applications use data from several
sources, including genetic and genomic, clinical, and sensor
data. Day by day, many new sources of data are becoming
available—for instance, data from cell phones [2], wearable
sensors [3], and participatory sensing applications [4]. For
instance, there are wearable sensing frameworks that collect
sensing information regarding heart rate, body temperature,
caloric expenditure, etc, to train machine learning models. These
models are then used for predictive analysis [4].

Data collection, storage, and processing power of a single
institution is not always adequate to handle the large-scale data
used in cutting-edge machine learning applications. For rare
diseases, individual institutions oftentimes do not have sufficient
data to calculate a model to achieve sufficient statistical power.
Therefore, data sharing among multiple institutions is required.
However, sharing sensitive biomedical data (clinical or genomic)
exposes many security and privacy threats [5]. In case of data
breach, there is a risk of sensitive personal information leakage.
Therefore, in addition to addressing the fundamental goal of
information retrieval, privacy-preserving learning also requires
the learning algorithm to protect the confidentiality of the
sensitive records of individuals. Along with obtaining the
approval from an institutional review board, collaborative
research on shared biomedical data often needs to satisfy 2
criteria at the same time: (1) permitting access to biomedical
data for collaborative research, and (2) maintaining participants’
privacy and protecting the confidentiality of their genomic and
clinical profile [6]. For this reason, strict policies regarding
biomedical data sharing have been enforced and, generally,
these policies are different in different regions of the world. For
instance, there are several key differences between the US
Health Insurance Portability and Accountability Act (HIPAA)
and the Canadian Personal Information Protection and Electronic
Documents Act (PIPEDA). This difference in the policies and
regulations of cross-border biomedical data sharing impedes
international research projects greatly [7]. It is imperative to
address this problem with practical solutions to promote health
science discoveries.

In this paper, we concentrate on secure and efficient computation
for a fundamental technique used in numerous learning
algorithms called regression (see Methods). Regression analysis
identifies the correlation among different attributes based on
input data. Given a number of high-dimensional data points,
regression analysis generates a best-fit line or curve through
these points. To evaluate the fit, the value of a target attribute
is predicted, which is associated with the given values of input.
For instance, the input variables can be an individual’s age,
weight, sex, body mass index, and glucose level, while the
output can be the likelihood to develop diabetes. Although
regression analysis is widely used in practice, little work has
been done in privacy-preserving regression analysis over a
distributed dataset. Our objective was to perform the required

computation for regression analysis without exposing any other
information of user data.

Prior Works
To ensure the security and privacy of the sensitive data used in
learning algorithm, different techniques (eg, garbled circuit [8],
homomorphic encryption [9], differential privacy [10], and
secure hardware [11]) have been adopted (Multimedia Appendix
1 discusses prior works targeting regression). But each of these
techniques has certain shortcomings (eg, computational
overhead, communication overhead, storage overhead, reduced
data utility, and approximation error), which make these
techniques difficult to use in real-world applications.

Wu et al developed a framework, grid binary logistic regression
(GLORE) [12], for developing a binary logistic regression model
where data are distributed across different data owners. In their
proposed approach, instead of sharing patient records, data
owners send intermediary results to a central entity. These
intermediary results are then used to build a prediction model
without sharing patient-level data. However, in their approach,
the intermediary results are exchanged in plaintext. If the data
size of a data owner is small, then sharing the intermediary
results might compromise privacy.

Later, Shi et al incorporated secure multiparty computation in
GLORE. Their proposed framework, secure multiparty
computation framework for grid logistic regression
(SMAC-GLORE) [13], protects the confidentiality of
intermediary results beside the patient data. However,
SMAC-GLORE cannot handle numbers outside of a predefined
range, and it does not scale well (eg, it cannot efficiently handle
data with more than 10 covariates). In addition, it uses a Taylor
series approximation approach to evaluate the logit function.
This approximation causes precision loss in the final output.

Why Hybrid?
There are two obvious but suboptimal solutions in terms of
security and efficiency. Existing fully homomorphic encryption
(FHE) techniques [14] provide rigorous security, but these
solutions are not efficient. In existing homomorphic encryption
schemes, with subsequent homomorphic operations, the noise
(and size) of the ciphertext grows substantially, which increases
computational and storage overheads to a great extent (see
Methods, Homomorphic Encryption for details). There are some
operations to reduce the size and noise of the ciphertext:
bootstrapping [9] and relinearization [15]. However, these
operations are very expensive from the computational point of
view. Our proposed framework does not use these expensive
operations at all, which enhances the efficiency of the
framework greatly.

On the contrary, Software Guard Extensions (SGX; Intel)-based
solutions are very efficient but have some security concerns
resulting from the recent discovery of side-channel attacks
against SGX [16]. We developed our method so that only
intermediary results, not individual records, are decrypted inside
the secure hardware. Hence, a successful adversary would be
unable to compromise the privacy of an individual.
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Our proposed hybrid framework uses both techniques and
provides a good trade-off in terms of security and efficiency.

Contributions
In this paper, we propose a hybrid cryptographic framework for
secure and efficient regression analysis (both linear and logistic).
Our proposed framework leverages the best features of two
secure computation schemes: somewhat homomorphic
encryption (SWHE) and secure hardware (Intel SGX). In this
framework, data reside at the data owner’s end. We assumed
that data are horizontally partitioned, where all the records share
same attributes. Inspired by GLORE [12], we formulated the
regression problem as decomposable parts. Data owners
compute these decomposable intermediary results locally. Then,
after encrypting these local results using homomorphic
encryption, they send the encrypted intermediary results to an
SGX-enabled central server. The central server now combines
the intermediary results using a homomorphic addition
operation. Then, these aggregate encrypted intermediary results
are passed to the secure hardware hosted at the central server.
Here, the aggregate intermediary results are decrypted and
further computation is performed on plaintext. These
computations involve matrix inversion and division, which are
hard to handle in existing homomorphic encryption schemes.
Finally, model coefficients are computed inside the secure
hardware.

We summarize our contributions as follows: (1) We address
the limitations of existing secure computation schemes and
propose a hybrid secure computation model for performing
regression analysis over distributed data, which is more efficient
and robust. (2) We designed the framework in such a way that
no homomorphic multiplication is necessary, which is an
expensive operation. In addition, we do not need any
bootstrapping or relinearization operation. (3) In our proposed
approach, a significant portion of computation is performed at
the data owner’s end on plaintext. In computation at a central
server, after homomorphic addition operations, further
computation is performed inside secure hardware on plaintext.
Since most of the operations are performed on plaintext, our
proposed approach is very efficient. In addition, due to avoiding
any kind of approximation technique, our proposed method
does not introduce any precision loss in the final output.

In Multimedia Appendix 1 we introduce major existing secure
computation techniques, application of these techniques in
regression analysis, and their shortcomings.

Methods

Security Background

Homomorphic Encryption
The idea of an encryption scheme that is capable of performing
arbitrary computation on encrypted data was first proposed by
Rivest et al [17] in 1978. Since then, several cryptosystems
were invented that are homomorphic with respect to either
addition or multiplication. Finally, Boneh et al [18] proposed
a partially homomorphic cryptosystem that is able to perform
1 multiplication and any number of additions. Table 1 shows a
partial list of homomorphic encryption schemes [18-22].

Developing an encryption scheme that supports an arbitrary
number of additions and multiplications was an open problem
until 2009. Since addition and multiplication operations over
integer ring Z2 form a complete set of operations, this type of
encryption scheme supports any polynomial time computation
on ciphertext. In 2009, Gentry showed the first construction of
an FHE scheme [9] that can do any number of addition and
multiplication operations on encrypted data.

To explain FHE, say ciphertext ci is the encrypted form of
plaintext mi, where mi and ci are elements of a ring (the
operations of the ring are addition and multiplication). In FHE,
if a function f consists of addition and multiplication in the ring,
then decryption (f (c1,c2,...,cn)) = f (m1,m2,...,mn). Generally, f
is expressed by an arithmetic circuit over Gallois field(2). This
is equivalent to a Boolean circuit with exclusive OR and AND
gates.

In the existing FHE schemes, a certain amount of noise needs
to be introduced in the ciphertexts to ensure data confidentiality.
This noise grows while performing homomorphic operations
on ciphertexts. In particular, a homomorphic multiplication
operation increases the size of the ciphertext abruptly. For
instance, if 2 input ciphertexts have size M and N, then the
output ciphertext will be of size M+N−1. If the amount of noise
becomes too high, then the ciphertext cannot be decrypted
correctly. To perform any number of homomorphic operations,
the noise of the ciphertexts needs to be reduced. As mentioned
before, this can be done using a method known as bootstrapping
[9], which is computationally expensive.

In use cases where only a predetermined number of
computational operations needs to be done, the costly
bootstrapping process can be avoided by using an SWHE
scheme [23]. This scheme is often more efficient than using an
FHE scheme with bootstrapping. SWHE schemes use a method
called relinearization [15,24] to reduce the size of the ciphertext.

Table 1. Partial list of homomorphic encryption schemes.

HomomorphismCryptosystem

AdditiveGoldwasser and Micali [19], Paillier [20]

MultiplicativeRivest et al [21], ElGamal [22]

BothBoneh et al [18]
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Intel Software Guard Extensions
Intel SGX is a collection of extensions to the Intel architecture
that mostly concentrates on the issue of running applications
on a remote machine managed by an untrusted party. SGX
enables parts of an application to run within secure portions of
the central processing unit called enclaves. Untrusted entities,
including system software, cannot access the enclave. SGX
guarantees that the code and information inside an enclave
cannot be manipulated from outside the enclave. Two SGX
features facilitate provisioning of sensitive data to an enclave:
attestation and sealing.

SGX enclaves are generated without privacy-sensitive
information. Privacy-sensitive information is provisioned after
the enclave has been appropriately instantiated. This process of
demonstrating that an application has been correctly instantiated
within an enclave is called attestation [25].

At the point when an enclave is instantiated, SGX protects its
data until they are kept within the enclave. In any case, when
the enclave procedure terminates, the enclave will be destroyed
and all related data will be lost. So, for later use, data should
be stored outside the enclave. Sealing is the procedure that is
used to store encrypted data to ensure that only the same enclave
would be capable of unsealing them back to their previous form.

System Architecture
Our proposed framework has three main entities (Figure 1).

Data Owners
These parties are geographically distributed and possess
databases. Data can come from a variety of sources, including
cell phones, wearable sensors, and relational databases. Data
owners send encrypted intermediary results to the central server
so that it can analyze the combined dataset.

Key Manager
This generates and distributes the cryptographic keys that will
be used for data encryption and decryption in different stages
of our proposed framework. Each data owner gets a public key
from the key manager and uses it for encrypting data.

Central Server
The central server maintains communication with all the other
entities of the framework. It receives data from the data owners
and computes the final result using SWHE and secure hardware.

Threat Model
In proposing this framework, our goal was to guarantee the
confidentiality of data provided by different data owners. We
assume that the central server is a semihonest party (also referred
to as honest-but-curious), where it obeys the system protocol
but may try to infer sensitive information by analyzing the
system logs or received information [26].

We assume that the computation runs in an SGX-enabled central
server. SGX architecture enables the central server to perform
any computation securely on data provided by different data
owners. We assume that the processor of the central server
works properly and is not compromised. We trust the design
and implementation of SGX and all cryptographic operations
performed by it.

In general, side-channel attacks against SGX can be classified
into two categories: physical attacks (where the attacker has
physical access to the machine) and software attacks (these are
launched by any malicious software running in the same
machine) [27]. There has been no known successful physical
attack against SGX. However, it is possible to exploit a type of
software attack known as a synchronization bug [28].
Synchronization bugs are possible to exploit because an
untrusted operating system can manipulate the thread scheduling
of enclaves. However, it is only applicable for multithreaded
applications, whereas our application is single threaded.

Figure 1. Block diagram of the system architecture. SGX: Software Guard Extensions.
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There is another type of well-known software attack, which is
called a page-fault attack [16]. As the page tables are maintained
in the operating system kernel and operated by the untrusted
system software, page table entries can be manipulated to attack
enclaves. But, since enclave pages are permission protected,
malicious system software cannot compromise their integrity
by manipulating them. However, Xu et al [16] showed that, by
clearing the present flag in the corresponding page table entries,
the malicious software can generate traces of page access from
the enclave. Although an adversary can observe access to
different enclave pages, enclave memory can be treated as
private at page-level granularity (4 kB) [29]. In other words, a
different access to an enclave page is indistinguishable to an
adversary. Further research is required to better understand the
gap between the potential vulnerabilities of SGX and proposed
defense mechanisms. Most of the existing defense mechanism
have been developed to address the page-fault side-channel
attacks [29-31]. However, these mechanisms may not be
effective for future attacks. Keeping these attacks in mind, we
developed our framework to protect institutional privacy by
combining the local inputs of participating institutions without

decrypting them, therefore providing a higher layer of protection
without introducing too much computational overhead.

We did not consider the aspects of adversarial machine learning
through obtained outputs. Adversarial parties may try to infer
sensitive attributes of data by model inversion attacks [32,33].

Linear Regression
Suppose we are given a set of paired observations (xi, yi) for
i=1,2,...,n, and we want to generate the best-fit straight line for
these points. This straight line is given by y=β1+β2x, for some
β1,β2. The purpose is to explain the correlation between variable
y and x. To evaluate the fit, the value of y is predicted that is
associated with a given value of x. In the literature, y is called
the variable to be explained (or the dependent variable) and x
is called the explanatory variable (the regressor, the covariate,
or the independent variable) [34] (pg 79). Consider the following
simple linear regression model: y=β1+β2x +ε. Here, ε is the error
we make in predicting y. For i=1,...,n, we obtain n equations:
y1=β1+β2x1+ε1, y2=β1+β2x2+ε2, and yn=β1+β2xn+εn.

We can formulate this regression model using the matrix in
Figure 2 (a).

Figure 2. Equations used in developing the framework.
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In this way, the simple linear regression function can be
represented by a short and simple equation:

The linear regression model with several explanatory variables
is known as multiple linear regression. This is given by

Here, x1i=1, for i=1,...,n. The function of Equation 2 can also
be expressed in matrix form, which is more convenient, as in
Figure 2 (b).

It is noteworthy that Equation 1 is also applicable for multiple
linear regression.

Using the ordinary least squares estimate technique we can show

that β=(XTX)–1XTY (for details, see Heij et al [34], pg 79).

For secure linear regression over distributed data, each data

owner Di computes XT
iXi and XT

iYi locally on plaintext. Di then

encrypts XT
iXi and XT

iYi using homomorphic encryption. After
receiving these intermediary results from all of the data owners,
the central server then adds these using homomorphic addition

operations to construct XTY and XTX (equation from Figure 2
[c]). Further computation is performed inside the enclave after
decryption. Textbox 1 shows our secure linear regression
algorithm.

Figure 3 illustrates the sequence diagram of our proposed
method. At first, the key manager establishes the public key
and the private key. The private key is sent to the central server
securely using remote attestation. The data owners then encrypt
their data with the public key and send the encrypted data to
the central server. Finally, the central server computes the model
parameters.

Textbox 1. Algorithm 1: secure linear regression.

Input: Each data owner Di provides encrypted XT
iXi and XT

iYi.

Output: Model parameters (β)

1. Perform homomorphic addition over XT
iXi for each data owner i.

2. Perform homomorphic addition over XT
iYi for each data owner i.

3. Send XTY and XTX to enclave.

4. Inside enclave, decrypt encrypted XTY and XTX.

5. Inside enclave, compute (XTX)–1.

6. Finally, compute β inside enclave.

Figure 3. Sequence diagram of our proposed framework. Ack: acknowledge; SGX: Software Guard Extensions.
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Logistic Regression
Logistic regression extends the principles of multiple linear
regression to the case where the dependent variable y is binary
(either 0 or 1). Like in multiple linear regression, the
independent variables can be categorical or continuous.

Instead of modeling the dependent variable directly, logistic
regression models the probability of the dependent variable.
Logistic regression uses the equation of linear regression
equation (2). But, in that equation, the value of the dependent
variable can fall outside [0, 1]. Therefore, a nonlinear
transformation is used, which is called logit transformation.
The logit function takes any value x and maps it onto a value
between 0 and 1. Logit function is given by logit(x)=log[p
/(1–p)] as in Figure 2 (d). Therefore, probability=(y=1| x1,
x2,...,xk) = [exp(β1+β2x2+...+βkxk)]/[1+exp(β1+β2x2+...+βkxk)]
where β1, β2,...,Bk are unknown constants analogous to the
multiple linear regression model. Probability=(y=1| x1, x2,...,xk)
denotes the probability that input (x1, x2,...,xk) belongs to default
class (y=1).

Logistic regression models are generally fit by maximum
likelihood by using the conditional probability of y given x.
Here, the Newton-Raphson method is used to solve the
coefficients.

Let X represent the matrix of xi values, Y represent the vector
of yi values, P be the vector of fitted probabilities with the ith

element p (xi;β
old), and W be an n × n diagonal matrix of weights

with ith diagonal element p (xi;β
old)(1– p [xi;β

old]). Then a
Newton step is as follows:

In the second and third steps, the Newton step is expressed as
a weighted least squares step, with the response z= X

βold+W-1(Y–P). This method is also known as iteratively
reweighted least squares, since each iteration solves the weighted
least squares problem (see Friedman et al [35] for details), as
in Figure 2 (e).

In practice, the W matrix is not computed explicitly because its
size could be huge. If we have 1000 rows of training data, matrix
W would have 1,000,000 cells. For this reason, direct matrix
operations with W may be very inefficient. Notice the beta
update equation (Equation 3) has a term, WX, which means the
matrix product of W and X. Because most of the values in W
are zero, most of the matrix multiplication terms are also zero.
This allows W times X to be computed directly from P and X,
without explicitly constructing W. Several of the mathematical
references that describe iteratively reweighted least squares with
the Newton-Raphson algorithm for logistic regression use the
symbol [X tilde] for the product of W and X. It is generally
written as in Figure 2 (f).

For secure logistic regression over distributed data, each data

owner Di computes XT
i[X tilde]i and XT

i(Yi– Pi) locally on

plaintext. Di then encrypts XT
i[X tilde]i and XT

i(Yi– Pi) using
homomorphic encryption. After receiving these intermediary
results from all the data owners, the central server then adds

these using homomorphic addition operations to construct XT[X

tilde] and XT(Y– P) (equation from Figure 2 [g]). Further
computation is performed inside the enclave after decryption.
After computing β, the central server sends β to all of the data

owners. For the next iteration, data owner i computes XT
i[X

tilde]i and XT
i(Yi– Pi) using new β (received from the central

server) and sends these intermediary results to the central server.

The central server then updates β using newly received XT
i[X

tilde]i and XT
i(Yi– Pi). In this way, iterations continue until

parameters converge. Textbox 2 shows our secure logistic
regression algorithm.

Implementation
We developed our proposed framework using C++. For SWHE,
we used the Simple Encrypted Arithmetic Library (SEAL) [24].
SEAL is an easy-to-use homomorphic encryption library, with
no external dependencies. There is another homomorphic
encryption framework called HElib [36], but we chose to use
SEAL for its simplicity.

Textbox 2. Algorithm 2: secure logistic regression.

Input: Each data owner Di provides encrypted XT
i[X tilde]i and XT

i(Yi– Pi), and β is initialized to an all-zero vector.

Output: Model parameters

1. Receive encrypted XT
i[X tilde]i and XT

i(Yi– Pi) from each data owner Di.

2. Perform homomorphic addition over XT
i[X tilde]i for each data owner Di.

3. Perform homomorphic addition over XT
i(Yi– Pi) for each data owner Di.

4. Send encrypted XT[X tilde] and XT(Y– P) to enclave.

5. Inside enclave, decrypt XT[X tilde] and XT(Y– P).

6. Update βnew=βold+(XT[X tilde])–1XT(Y– P).

7. If the stopping criteria are satisfied, then stop; otherwise, send β to each data owner and go to step 1.
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Table 2. Parameters used for the Simple Encrypted Arithmetic Library.

ValueParameters

x1024+1Polynomial modulus

1<<8Plaintext modulus

32Decomposition bit count

64No. of coefficients reserved for fractional part

Table 3. Size of datasets used for experiments.

DatasetRecords

Low Birth Weight StudyHaberman

488270No. of instances

83No. of features

Experimental Settings and Dataset
We performed experiments in a machine with an Intel Core
i7-6700 (3.40 GHz) processor and 8 GB memory (Intel
Corporation, Santa Clara, CA, USA). We used Intel SGX
software development kit version 1.7. We simulated 2 data
owners and the central server in this machine. Table 2 shows
the SEAL parameters.

We performed experiments using Haberman’s survival dataset
from the University of California, Irvine, Machine Learning
Repository [37] and the Longitudinal Low Birth Weight Study
dataset from Hosmer and Lemeshow [38]. The records of the
datasets were evenly distributed between the 2 data owners.

Table 3 lists the datasets we used with their sizes.

Results

Table 4 shows the experimental results. For SWHE, most of
the computation time was due to homomorphic operations. Our
proposed framework avoided expensive homomorphic
multiplication by transferring the later phase of computation to
the secure hardware. In addition, we needed to decrypt only the
intermediary results, not every individual attribute value.
Consequently, our proposed framework was more efficient than
the solely secure hardware (SWHE)-based technique (where
every individual attribute needs to be decrypted) and the
SWHE-based technique (which involves many expensive
homomorphic multiplication and relinearization operations).
Table 4 does not report the results for the SWHE-based
technique. However, according to our empirical results, it took
more than 2 hours for the Haberman dataset and more than 17
hours for the Low Birth Weight Study dataset for both kinds of
regression analyses.

Table 4. Experimental results for computation time.

DatasetRegression analyses

Low Birth Weight StudyHaberman

Linear regression

256Plaintext (ms)

39.3828.991Proposed method (s)

880.228259.908Secure hardware (SWHEa) (s)

8.544.30Secure hardware (AESb) (s)

Logistic regression

886171Plaintext (ms)

162.54427.037Proposed method (s)

904.718264.669Secure hardware (SWHE) (s)

8.644.65Secure hardware (AES) (s)

aSWHE: somewhat homomorphic encryption.
bAES: Advanced Encryption Standard.
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Table 5. Storage overhead for the secure hardware approach.

DatasetOverhead before and after encryption

Low Birth Weight StudyHaberman

283.8Before encryption (kB)

12330.3After encryption (SWHEa) (MB)

14336After encryption (AESb) (kB)

aSWHE: somewhat homomorphic encryption.
bAES: Advanced Encryption Standard.

We want to emphasize that, although the secure hardware
(Advanced Encryption Standard [AES]) method is faster,
state-of-the-art attack models targeting SGX show that solely
secure hardware-based approaches might expose data from
participating institutions to potential attackers (as explained
above). Our method, although a little bit slower, preserves such
institutional privacy by combining the local inputs without
decrypting them; therefore, it offers a stronger security guarantee
without imposing too much computation or storage cost. In this
way, our proposed hybrid model provides a good trade-off in
terms of security and efficiency.

Table 5 shows the storage overhead of the solely secure
hardware-based approach. For SWHE, times required to encrypt
the datasets were 4.37 minutes for the Haberman dataset and
18.46 minutes for the Low Birth Weight Study dataset. For
AES, times required to encrypt the datasets were 14 milliseconds
for the Haberman dataset and 38 milliseconds for the Low Birth
Weight Study dataset.

Discussion

Comparison With Prior Work
There is a homomorphic encryption-based implementation of
linear regression [14], which required 2 days to compute on a
dataset containing 51,000 input vectors of 22 features with a
key size of 1024 bits. That matrix inversion procedure took 1
day to complete because matrix inversion is a very expensive
computational task in homomorphic encryption. In our proposed
method, we performed matrix inversion on plaintext in secure
hardware, which is much more efficient.

Hall et al [14] proposed an iterative matrix inversion algorithm,
which introduces approximation errors when a fixed number of

iterations is used. Their method offers a low accuracy of 10–3.
Precision can be slightly improved by choosing greater values
for the 2 constants used by their method. However, this would
require a larger public key, which would introduce significant
computation overhead. In contrast, in our proposed method,
there is no approximation error: the regression coefficients are
completely identical to the plaintext results.

Security Discussions
In the Methods (Threat Model subsection), we discussed the
security of SGX, specifically different side-channel attacks on
SGX, and how we treat those attacks in our proposed
framework. Addressing these attacks, we developed our
framework in such a way that it can protect institutional privacy

by combining the local inputs of participating institutions
without decrypting them. This approach provides a higher layer
of security without imposing too much computational cost.

In our proposed method, only intermediate values (eg, XTY,

XTX) are decrypted inside secure hardware. Even if the hardware
is compromised (or, in case of a side-channel attack), it is not
possible to retrieve any sensitive attribute from those
intermediary results. Hence, our proposed hybrid model not
only achieves good performance but also guarantees stronger
security than the solely SGX-based techniques. Dowlin et al
[24] and Pass et al [25] discussed the security of SEAL and
Intel SGX further.

A symmetric cryptosystem like AES requires n remote
attestations to distribute the key to n data owners, which results
in much more network communication, which might be prone
to attack. In contrast, our proposed framework relies on
public-key cryptography, where the data owners use a public
key to encrypt their data published by the key manager. In this
way, our proposed method reduces the attack surface of the
system model, makes key distribution much simpler, and avoids
additional communication overhead.

Limitations
There are some limitations of our proposed framework.

First, we did not consider the issue of model privacy. Several
works based on differential privacy have addressed inference
attacks (eg, model privacy [39]). These solutions are
complementary to our proposed method and can be readily
incorporated into a single framework.

Second, the central server of our proposed method must be SGX
enabled; that is, it must use an Intel processor of sixth generation
or later.

Third, since computing coefficients for logistic regression
require multiple iterations, all parties must be synchronized
until coefficients converge. However, linear regression does
not require multiple iterations. So, in this case, parties can be
offline just after sending their intermediary results.

Generalizability
Others have addressed training machine learning models (eg,
support vector machines [40]) over distributed data [41,42].
Our proposed method can be easily applied to this kind of
technique.
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Cost of Deployment
The Intel SGX feature is available in all Intel Skylake and Kaby
Lake processors. The price of an Intel Skylake or Kaby Lake
processor is identical to that of processors from other vendors
(having similar configuration). Price ranges from US $42 to US
$1207 depending on configuration [43]. Recently, Microsoft
started using SGX-capable servers in their Azure confidential
computing service [44]. Azure confidential computing is
offering the developers the ability to develop applications on
top of Intel SGX software development kit. Apparently, there
will be no significant additional charge for using this service.

Conclusion
In this age of big data, data need to be analyzed to uncover
valuable insights and patterns. But this kind of analysis poses
a threat to individual privacy, since data often contain sensitive
information. In this paper, we address this data security and
privacy issue and propose a hybrid cryptographic framework
to overcome the limitations of the existing cryptographic
techniques. We think that secure hardware–assisted predictive
analysis of biomedical data is very promising for health care
and medical research.

In future work, we will investigate the applicability of our
proposed method to other learning algorithms such as neural
networks, support vector machines, and decision trees.
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Abstract

Background: The use of electronic health record (EHR) systems with patient engagement capabilities, including viewing,
downloading, and transmitting health information, has recently grown tremendously. However, using these resources to engage
patients in managing their own health remains challenging due to the complex and technical nature of the EHR narratives.

Objective: Our objective was to develop a machine learning–based system to assess readability levels of complex documents
such as EHR notes.

Methods: We collected difficulty ratings of EHR notes and Wikipedia articles using crowdsourcing from 90 readers. We built
a supervised model to assess readability based on relative orders of text difficulty using both surface text features and word
embeddings. We evaluated system performance using the Kendall coefficient of concordance against human ratings.

Results: Our system achieved significantly higher concordance (.734) with human annotators than did a baseline using the
Flesch-Kincaid Grade Level, a widely adopted readability formula (.531). The improvement was also consistent across different
disease topics. This method’s concordance with an individual human user’s ratings was also higher than the concordance between
different human annotators (.658).

Conclusions: We explored methods to automatically assess the readability levels of clinical narratives. Our ranking-based
system using simple textual features and easy-to-learn word embeddings outperformed a widely used readability formula. Our
ranking-based method can predict relative difficulties of medical documents. It is not constrained to a predefined set of readability
levels, a common design in many machine learning–based systems. Furthermore, the feature set does not rely on complex
processing of the documents. One potential application of our readability ranking is personalization, allowing patients to better
accommodate their own background knowledge.

(JMIR Med Inform 2018;6(1):e17)   doi:10.2196/medinform.8611

KEYWORDS

electronic health records; readability; comprehension; machine learning

Introduction

Background
Research has demonstrated that actively involving patients in
the management of their own health can lead to better outcomes,

and potentially lower costs [1,2]. Patient engagement [3]—a
concept that includes patient activation, and interventions
designed to increase activation and promote positive patient
behavior—has thus emerged as an important component of
strategies to improve health care. A growing body of evidence
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has accumulated on better health outcomes and care experiences
associated with higher engagement. For example, patients with
chronic diseases who have high patient activation measure
scores are more likely to practice self-management behaviors
and report high medication adherence [4]. High patient
activation measure scores are also associated with a high
likelihood of clinical indicators (eg, hemoglobin A1c,
high-density lipoprotein, and triglycerides) being in the normal
range [1].

The use of electronic health record (EHR) systems with patient
engagement capabilities, including viewing, downloading, and
transmitting health information, has recently grown
tremendously. According to data from the US Office of the
National Coordinator for Health Information Technology, the
percentage of hospitals that enable patients to electronically
view, download, and transmit their health information grew
almost 7-fold between 2013 and 2015 [5]. In 2015, 95% of
hospitals provided their patients with the ability to view their
information.

However, actively engaging patients in the management of their
own health remains challenging, despite the evidence of better
health care outcomes and potentially lower costs. Access to
EHRs by itself is not sufficient to motivate patients to be
involved because of the complex and technical nature of the
EHR. Patients without training in medicine may struggle to
process and understand the information buried in the technical
language in EHRs. In fact, materials beyond patients’ reading
abilities are widely reported in the literature [6-10]. The lack
of explanation that an expert can provide when reading EHR
notes may also engender unnecessary anxiety or confusion [11].
Furthermore, many patients have limited health literacy and are
not proficient in completing tasks considered essential to
successfully navigate the health system and act on health
information [12].

Therefore, assessing the difficulty of EHR notes and integrating
appropriate educational assistance in EHR systems may make
them more accessible for a layperson without professional
training in medicine. In this study, we explored methods to
automatically assess the readability levels of clinical narratives
in EHRs and other complex documents. An accurate assessment
of these documents can be used to match patients’ literacy levels,
facilitating patient activation and engagement.

Prior Work
The research community has relied on readability formulas to
assess a variety of information materials for patients. Numerous
readability metrics have been developed to assess the grade
level or the number of years of education needed for a person
to understand the content. One of the most widely used in the
health domain is the Flesch-Kincaid Grade Level [13] (FKGL),
which predicts a grade level based on the average sentence
length and the average word length. Other similar metrics are
the Simple Measure of Gobbledygook, Gunning Fog Index,
Coleman-Liau Index, and New Dale-Chall formula. These
metrics rely on the assumption that the longer the words and
the sentences are, the more difficult the text is. However, this
assumption does not hold for EHR narratives, as sentences are
usually short and abbreviations are common.

There were also efforts in the health care domain to develop
instruments for medical documents. One measurement proposed
by Kim et al [14] compared differences in surface text, syntactic
features, and semantic features with a known set of easy and
difficult documents and reported normalized scores. Another
method for health text was based on a naive Bayes classifier
[15]. Those authors collected training documents from blogs,
patient education documents, and medical journals. They used
vocabularies in these documents as features for the classifier.
Both of the methods relied on manually curated documents.

Goal of This Work
In this work, we considered measuring readability as a ranking
task, where the relative difficulty of documents is compared.
Readability in the health domain is often measured with
formulas developed to ensure that school textbooks are
appropriate for children at a particular school grade level [16].
However, obtaining a grade level often is not the ultimate goal.
The document’s grade level is usually compared with a person’s
educational level or another document’s grade level in order to
find appropriate reading materials. The number of years of
education has been challenged as a proxy measure for one’s
educational experiences when measuring cognitive functions.
One study has shown that, in a sample of elderly African
Americans, nearly 30% read 3 or more years below their
self-reported educational level [17]. Other studies have also
advocated the use of reading or literacy ability instead of years
of education to account for variance in neuropsychological
assessments [18,19].

Therefore, ranking the readability of documents is well suited
to applications whose main concern is to match difficulty levels
with existing text or to identify easier or more difficult ones,
rather than to obtain an absolute score. For example, a
patient-facing EHR system may learn from its users’ reactions
to infer their reading ability and present appropriate educational
materials. Such a system can be personalized for an individual
user. A user with limited literacy will only see straightforward
materials, whereas higher-quality materials that require higher
literacy levels can be presented to an advanced user. This
personalization is a first step toward user-centered care. To this
end, we developed a machine learning model to compare the
relative difficulty of documents using data collected from
Amazon Mechanical Turk (AMT) users. A demonstration
website is available [20].

Methods

Data
We collected difficulty levels on health-related documents from
human annotators. We recruited users on AMT (Amazon.com,
Inc, Seattle, WA, USA) to read and rate pairs of documents
based on their perceived difficulty. We screened AMT users to
be from the United States and having an approval rating of at
least 95% in prior tasks. Each reader was presented with 20
randomly selected pairs of documents side by side on the
computer screen. The readers were requested to rate the
readability of the documents on a scale from 1 (easiest to
understand) to 10 (most difficult to understand). The setup to
show 2 documents helped reduce variation when we assembled
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the ratings into a complete ranking, as it provided explicit partial
ranking, as opposed to implicit order inferred from the difficulty
ratings.

The 2 documents in each document pair were of similar length
(within a 50-token difference, where a token is a word or term)
and comparable difficulty according to FKGL (within 0.5 grade
level). We sourced the documents from English Wikipedia
articles and deidentified EHR notes written by physicians. The
20 document pairs consisted of 5 pairs of Wikipedia documents,
5 pairs of EHR documents, and 10 pairs of mixed-source
documents.

We selected 3 common diseases as topics from the document
sources: cancer, diabetes, and hypertension. Wikipedia
documents were randomly selected from all article pages up to
3 levels under the disease category page, following the category
structure. EHR notes were selected using International
Classification of Diseases, Ninth Revision codes (140-195 for
cancer, 250.00-250.93 for diabetes, and 401.0-401.9 for
hypertension). For each disease topic, we collected data from
30 AMT users. In total, 90 AMT users annotated 900 document
pairs, with 927 of the documents being unique. Table 1 shows
the statistics of the documents annotated by these users.

Machine Learning System

Learning to Rank
We developed a supervised learning system for EHR readability.
Traditionally, readability is measured at school grade levels.
Formulas that are widely used in the health care domain include
the FKGL, Simple Measure of Gobbledygook, Gunning Fog
Index, Coleman-Liau Index, and New Dale-Chall formula. They
all use a limited number of factors, mostly word and sentence
lengths, to estimate a document’s grade level. These simple
features, however, are not able to fully capture the complexity
of medical documents when used alone as in the formulas. For
instance, EHR narratives often contain abbreviations and lists,
which are treated as short words and sentences, thus lowering
the estimated grade level. However, the abbreviations present
a great challenge to a layperson’s understanding [21,22].

In the machine learning community, many systems were
developed to classify documents into a predefined set of
readability levels. Such systems can include a multitude of
features, including lexical, syntactic, and discourse features.
These methods are nevertheless constrained in the granularity
that they can estimate, since the predefined difficulty levels are
often limited.

In our work, we approached readability as a ranking problem,
in which the difficulty levels between documents are compared.
This approach overcomes the problems in both the traditional
formulas and the classification methods: we are not solely reliant
on word and sentence lengths as in the formulas, and our
approach can order readability levels for a set of documents.

We trained our ranking system using a pairwise approach. From
each user’s documents, we generated a training example from
any 2 documents that were assigned different difficulty levels.

A support vector machine (SVM) model was learned from the
pairwise comparisons of AMT users’ assigned document

difficulty levels using the SVMrank package [23]. SVM models
normally optimize a hinge loss function based on a binary label
for every training example. In the pairwise scenario, the
objective is to minimize the number of discordant pairs—that
is, pairs that are ordered incorrectly with respect to the true
order. More formally, given a set of training examples {(xi, yi)},
the primal form of the problem is as the equation in Figure 1
shows, where w is the weight vector, C parameterizes the
trade-off between training error and margin size, and ξ is slack

variables. Rearranging the first constraint, wT(xi–xj)>1–ξi,j,
which is equivalent to a classic SVM problem on the modified
input vectors x′= xi–xj. Therefore, a binary classification SVM
optimizer can be used to solve the problem.

In our dataset, we generated pairwise difference vectors x′ from
each AMT user’s ratings. The difference vectors were not
generated from different users because ratings across users may
not form a consistent ranking, as those from a single user do.
For example, a vector was generated from 2 documents, A and
B, by 1 user, but not from 2 documents from different users.

Table 1. Statistics of documents annotated by readers.

Tokensa (n)Sentences (n)Documents (n)Source and disease

Wikipedia

46,3492510215Cancer

33,402135274Diabetes

45,440200785Hypertension

EHRb notes

37,8302067127Cancer

81,0856335195Diabetes

90,7846594231Hypertension

334,89020,865927Total

aA token is, loosely, a word or term.
bEHR: electronic health record.
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Figure 1. The primal form of pairwise ranking.

Features
We employed several types of features, including those from
traditional readability formulas. We included average words
per sentence, average syllables per word from the FKGL
formula, proportion of polysyllabic words (words with more
than 3 syllables) from the Gunning Fog Index, and percentage
of difficult words from the New Dale-Chall formula. Although
these formulas do not correlate well with human perceptions of
difficulty [24], these word length–based features are useful at
capturing some longer medical jargon (eg, Huntington disease).
There is also evidence that the perceived difficulty of a word is
correlated with its length [25]. We also included word frequency
obtained from the Wikipedia documents and EHR notes, since
common words have been found likely to be perceived as easier
to understand [25]. We grouped the frequencies into 10 bins
and used the percentage of words in each bin as features.
Additional features included document length measured in
words and sentences. Long documents require more cognitive
processing to comprehend, which might translate to higher
perceived difficulty. Lastly, we captured language patterns using
2 word embeddings learned separately from Wikipedia
documents and deidentified EHR notes. We used Word2vec
[26] to learn a 200-dimensional skip-gram embedding.

Results

System Performance
We split the annotated data three ways, into training (60%),
development (20%), and test (20%) sets. The 3 disease topics
were stratified in the split. Hyperparameters were optimized on
the development set. We obtained final test results from a model
trained using the optimized parameters.

We evaluated our system using the Kendall coefficient of
concordance (W) [27], a statistic that measures the agreement
between rankings from multiple raters. The coefficient
aggregates the ranks assigned to each item from all raters and
measures the variance. The variance is then normalized to be
between 0 and 1. Higher values represent a high level of

concordance. In our experiments, for each AMT user, we
ordered his or her documents by their assigned difficulty levels
and calculated W with the order generated from our system
prediction. We then averaged the W coefficients of all the users.

Table 2 shows our system’s performance, in the row “new
system.” The next rows show different experiment settings
discussed in the next two sections. As a baseline, we evaluated
the performance of the widely used FKGL readability formula.
The average agreement between this formula and the AMT
annotators was .531. Our system achieved an agreement of .734
with the AMT annotators, outperforming the FKGL baseline
by 38.3%. The increase is statistically significant as assessed
by a Wilcoxon signed rank test at the P=.05 level.

We also trained and tested separate models for each of the
disease topics following the same process. Our system showed
consistent improvement over the baseline across all disease
categories. Agreement in the diabetes and hypertension
categories increased significantly over the baseline FKGL
metric. The cancer category improved substantially, but not
significantly, over the baseline. These results suggested that our
method is robust across different topics.

User Behavior
A variety of factors may influence a reader’s reading
comprehension, which in turn determines his or her judgment
on a document’s difficulty. We examined the differences in the
AMT users’ difficulty ratings using the same Kendall W
coefficient. We calculated W for each pair of users’ ranked
documents. The average concordance between any 2 users was
.658. Figure 2 shows the distribution of concordance between
any 2 users in our dataset.

While there are pairs of users whose concordance was low, most
(851/1299, 65.51%) had a concordance greater than .6. When
examined on an individual level, the low concordance can often
be attributed to a few users who appeared to disagree with many
others. There were 9 users who had a less than .5 concordance
with more than 10 other users. Furthermore, 5 of these users’
mean concordance with other users was less than .5.

Table 2. System performance (Kendall W) compared with baseline for specific disease topics and with partial datasets. Numbers in parentheses are
percentage improvements over FKGL (Flesch-Kincaid Grade Level). P values are comparisons with FKGL using a Wilcoxon signed rank test.

AllHypertensionDiabetesCancerSystem

P valueKendall WP valueKendall WP valueKendall WP valueKendall WSystem

.531.561.490.541FKGL (baseline)

<.001.734 (+38.3).03.715 (+27.5).02.790 (+61.3).08.656 (+21.3)New system

New system with data subsets excluded

<.001.722 (+36.0).03.727 (+29.6).02.762 (+55.5).03.694 (+28.3)Excluding eccentric users

<.01.737 (+39.0).02.759 (+35.2).02.790 (+61.3).05.650 (+20.1)
Excluding controversial docu-
ments
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Figure 2. Histogram of Kendall W evaluating readability ratings between any 2 Amazon Mechanical Turk users.

To measure a user’s conformity in relation to others, we
calculated the mean Kendall W between individual users and
all of their peers. Figure 3 shows the distribution.

Approximately one-third of the users were highly conforming
(mean W≥.7) with others, whereas 7% (6/90) were eccentric
(mean W<.5). This result suggests that, despite individual
differences in their background knowledge about the subject
matter, AMT users still exhibited a consensus on a document’s
difficulty level. We also noted that our system was able to
predict readability orders similar to those of a “regular” user.
Our system’s mean W was highly correlated with a user’s
conformity (ρ=.85). In contrast, the FKGL formula’s predicted
grade levels did not show a strong correlation (ρ=–.13) with
conformity.

Table 2 (row “–eccentric users”) shows the performance of
models trained from data excluding eccentric users. All disease
topics performed significantly better with our system than with
FKGL. Our system’s performance on the combined disease
topics, also significantly higher than with FKGL, was slightly
lower than with the system using the full dataset. This could be
due to the large amount of samples removed from training even
when we excluded only a small number of users, because the
difference vectors were generated from all possible pairwise
comparisons. On the individual disease topic level, however,
the cancer and hypertension models outperformed our system
when trained on the full training data.

Controversial Documents
In addition to annotator differences, another factor that
contributes to inconsistent annotations is the nature of the
documents. We postulated that some documents may have been
challenging for the AMT users. For example, certain types of
domain-specific writing may appear easy to understand to some
but not all users, leading to inconsistent user ratings. These
“controversial” documents would also have confused our
system, which attempted to learn from the conflicting human

annotation. To highlight the range of AMT users’ perceptions
of difficulty, Figure 4 shows the maximum difference in ratings
assigned by AMT users to documents that were rated by at least
two users (n=597).

The mean difference was 3.8, suggesting that users’perceptions
of difficulty varied considerably. The 2 sources of documents
(Wikipedia and EHR notes) contained approximately the same
number of controversial documents (maximum difference >5),
and the cancer topic had more such documents than the other
2 topics. We further trained new models after removing
controversial documents from the dataset. Table 2 shows the
performances of these models in the last row (“Excluding
controversial documents”). Performance of 2 categories, cancer
and diabetes, remained similar to those of the models trained
from the full dataset. The hypertension set increased appreciably.

Feature Ablation
We compared the contribution of the different types of features
included in our system. We trained separate models without the
word frequency–based features, readability formula features,
word length–based features, and word embedding–based
features. Table 3 shows the performance of these models.

Excluding word embeddings resulted in the largest decrease in
performance. The word frequency–based features did not appear
to contribute much to the overall performance. Removing these
features resulted in only a 0.1% performance decrease. This
could be due to the nature of the word frequency corpus (a
general English corpus without any particular emphasis on any
domain) we used to calculate these features. The surface text
characteristics captured by the formulas showed a moderate
contribution, although they were not reliable stand-alone
indicators. With the exception of 1 case, the contributions of
the features were consistent across different disease
topics—word embedding and word length–based features being
the highest and word frequency the lowest.
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Figure 3. Histogram of individual Amazon Mechanical Turk users' conformity (measured by the mean of Kendall W against their peers).

Figure 4. Histogram of maximum differences in Amazon Mechanical Turk users' ratings of documents rated by at least two users.

Table 3. Model performance (Kendall W) with feature ablation.

AllHypertensionDiabetesCancerFeature set

.734.715.790.656Fulla

Excluded feature

.733.710.792.652Frequency

.728.709.789.648Formula

.716.702.785.636Length

.714.703.784.677Embedding

aThe system with all proposed features included (data from Table 2).

Discussion

Principal Findings
We explored methods to automatically assess the readability
levels of clinical narratives. Our ranking-based system using
simple textual features and easy-to-learn word embeddings
outperformed predictions from applying FKGL. In all of the
disease topics we assessed, our method achieved an over 20%

increase, with the majority of cases showing higher and
statistically significance increases.

Limitations
One limitation of our method is that it may be necessary to
prune inconsistent data before training a model. Some users’
perceptions of document readability may exhibit a different
pattern from others’. Including conflicting data points may result
in suboptimal models. A future study direction is to explore the
trade-off between expert and crowdsourced annotations.
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Another limitation is that we trained our model on AMT users’
perceived document difficulty, which can be different from a
linguistic perspective.

Comparison With Other Methods
We applied a learning-to-rank approach to readability
assessment, whereby we used comparisons of relative difficulty
to train a model and, similarly, to predict an order based on
document difficulty. Existing machine learning–based systems
are usually designed around classification. They are often limited
to a few predefined labels [15] or require corpora labeled at
distinct levels [14]. The advantage of our approach is that we
do not need expert annotation of grade levels on documents,
and annotation may be crowdsourced as in our experiments.
Acquiring more personalized training examples is also possible
without explicit curation, as user actions may be implicitly
mined to generate document difficulty comparisons, by using
information retrieval methods.

Furthermore, unlike many other machine learning–based
methods that require deep natural language processing, such as
parsing [28] and discourse analysis [29], our choice of feature
set is relatively simple. The surface features from readability
formulas and word frequencies were both easy to calculate.
Well-established tools also exist to generate word embeddings
from large corpora. Therefore, our system could be easily
deployed in an EHR system.

Lastly, although traditional readability formulas are very easy
to use by nontechnical users, as they do not require training a
machine learning model, they are inaccurate in determining the
difficulty of complex documents. With simple features and
widely available software packages, our proposed method is
straightforward to implement.

Conclusions
Patients’ access to their EHR notes has increased dramatically
according to US national statistics. However, actively engaging
patients in the management of their own health remains
challenging. Assessing the readability of EHR notes and
integrating educational assistance may make these notes more
accessible for a layperson without professional training in
medicine. To this end, we developed a new machine
learning–based method to assess EHR readability from relative
orders of text difficulty. We trained a learning-to-rank system
to predict relative difficulty levels of given documents, instead
of using the traditional classification approach, in which
documents are assigned levels from a limited predefined set of
values. Our experiments showed that this method significantly
outperformed the widely used FKGL formula, and the
improvement was consistent across different topics. Our
system’s average concordance with an individual human user’s
ratings was higher than the concordance between different
human annotators. This method can potentially be personalized
to individual users to better accommodate their background
knowledge.
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