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Abstract

Background: Characterizing patient complexity using granular electronic health record (EHR) data regularly available to health systems is necessary to optimize primary care processes at scale.

Objective: To characterize the utilization patterns of primary care patients and create weighted panel sizes for providers based on work required to care for patients with different patterns.

Methods: We used EHR data over a 2-year period from patients empaneled to primary care clinicians in a single academic health system, including their in-person encounter history and virtual encounters such as telephonic visits, electronic messaging, and care coordination with specialists. Using a combination of decision rules and k-means clustering, we identified clusters of patients with similar health care system activity. Phenotypes with basic demographic information were used to predict future health care utilization using log-linear models. Phenotypes were also used to calculate weighted panel sizes.

Results: We identified 7 primary care utilization phenotypes, which were characterized by various combinations of primary care and specialty usage and were deemed clinically distinct by primary care physicians. These phenotypes, combined with age-sex and primary payer variables, predicted future primary care utilization with $R^2$ of .394 and were used to create weighted panel sizes.

Conclusions: Individual patients' health care utilization may be useful for classifying patients by primary care work effort and for predicting future primary care usage.
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Introduction

In the face of increasing demand for primary care services [1] and concerns of a primary care physician (PCP) shortage [2], health systems need methods to effectively match primary care workload and capacity [3]. Empanelment, assigning each patient to a primary care physician (PCP) or team, is an essential building block for high-performing primary care [4,5].

Health systems moving toward empaneled models of care must account for the truism that no two patients are the same: different patients require substantially different amounts of primary care...
work effort to address their health care needs [3]. Methods are needed to acknowledge and predict how much primary care work effort a patient needs in order to adjust panel sizes to account for differences in patient mix across individual PCPs and practices to better match capacity with demand. The methods could also be used to adjust panel-based payment to pay a higher capitated rate for patients requiring more primary care work effort.

Traditional methods to adjust panel size using basic patient demographic data such as age and sex have limited predictive power [6]. These approaches have been augmented by other approaches that are limited by requiring multiple data sources (eg, pharmacy data and insurance claims), poor utility in predicting primary care work effort, their proprietary natures, and lack of validation in the literature [7-11].

The lack of a validated predictive model and the desire of our academic health system to use case-mix–adjusted primary care physician (PCP) panel sizes in our own operations motivated us to use machine learning methodologies on regularly collected electronic health record (EHR) data to create a novel method to adjust panel sizes. Given the variety of diagnoses possible in a population and the spectrum of care complexity for different patients with the same diagnoses, the phenotypes in our model are based on objectively measured interactions with the health system rather than on disease-based codes entered by clinicians in the EHR. In this paper, we describe our method of using patient utilization phenotypes to better characterize primary care work effort to develop a novel methodology for weighting primary care panel size.

### Methods

#### Overview of Study Design

Our overall study design consisted of 3 major steps.

**Define utilization phenotype clusters:** We used a training set sample of patients with year 1 EHR data on health system encounters to cluster patients into distinct utilization phenotypes, using k-means clustering methods.

**Validate utilization phenotype clusters:** We determined among patients in a separate test set if models using utilization phenotype clusters were better at predicting year 2 primary care visits than models using simpler, raw counts of year 1 encounters, using log-linear regression models.

**Determine weights for each phenotype cluster for computing weighted panel sizes:** We consolidated utilization phenotype clusters into a smaller number of final primary care work clusters, weighted each final cluster based on median number of concurrent year primary care visits among patients in each cluster, and applied these weights to the entire sample of empaneled patients.

#### Sample and Data Sources

We used the EHR system (Epic, Madison, WI, USA) to collect data on all patients older than 18 years empaneled as of January 31, 2015, to a primary care clinician in practices operated by the University of California, San Francisco health system (UCSF Health). Empanelment at UCSF Health is defined as having an identified UCSF Health primary care clinician listed in the EHR primary care provider field and at least 1 visit in the prior 3 years to any clinician at the primary care practice; 52,368 adult patients were empaneled at primary care practices in January 2015.

For model development, we included only the subset of 34,748 patients who had at least 1 encounter (including office visit, telephone, electronic messaging, or medication refill) occurring on or before February 1, 2013, to ensure that patients in the study would have at least 12 months of eligibility for data analysis for deriving the predictive model (February 1, 2013 to January 31, 2014) and then a subsequent 12 months of data for using the model to predict utilization (February 1, 2014 to January 31, 2015). The model was developed on a training set of a random sample of 70.00% (24,324/34,748) of these patients, and the remaining 30.00% (10,424/34,748) were left as a test set (Figures 1 and 2).

**Figure 1.** Flowchart of data from the electronic health record to the algorithm. PCWC: Primary care work cluster.
Variables Used

Variables Included in Weighting Algorithm

For each patient, we retrospectively collected the data for the following types of encounters at our health system between July 1, 2012 and January 31, 2015: primary care office visits billed for more than 5 minutes, missed appointments, emergency department visits, emergent hospitalizations, elective hospitalizations, infusion and transfusion center visits, medical and surgical subspecialty visits, diagnostic and interventional radiology visits, telephone encounters with any member of their assigned primary care team, urgent care visits, and electronic messages with their primary care team through the EHR secure messaging system. In addition, we collected demographic data including age, sex, race-ethnicity, primary payer, primary care clinic location, and primary care clinician. We also included every medication documented in the EHR medication list, including start and stop dates.

For each patient in the training set, we created a visit vector that represented the various encounters across the health system. Each component of the vector was created by summing the total number of visits within a respective encounter type that occurred from February 1, 2013 to January 31, 2014. The encounter types included “effective number” of primary care visits (an adjusted visit count incorporating medication counts, as defined below), telephone encounters with the primary care office, missed appointments to the primary care office, urgent care visits, emergency room visits, emergent hospitalizations, routine hospitalizations, medical and surgical specialty visits, infusion center visits, transfusion center visits, diagnostic and interventional radiology visits, and electronic messaging. Other than primary care and specialty visits, each encounter was an equal contributor to its respective category.

We created an effective number of primary care visits to account for additional time required for medication reconciliation and complexity of PCP visits for patients with multiple medications. For each visit, we calculated the number of active medications. If there were 5 or fewer active medications at that particular primary care visit, then that visit was assigned a weight of 1. If there were 6 to 10 medications, then the visit was assigned a weight of 1.5. If the medication count was greater than 10, then the visit was assigned a weight of 1.75. The “effective” primary care office visit count was the sum of these weighted visits.

Some specialists care for diseases that require frequent visits, such as weekly dermatologic treatments, and other specialists may often monitor diseases that require only yearly follow-ups. Because of the high standard deviation of visit counts per year for different specialties, we capped the total number of visits counted for each specialty. The cap was set for each specialty separately at 2 standard deviations above the mean number of visits per year among all patients seen by that specialty. For example, if a patient had 20 dermatology visits and 2 cardiology visits, the total number of specialty visits we counted was 17.8 because the cap for dermatology visits was 15.8 and for cardiology visits 6.7.

Additional Variables Included in Algorithm Validation

For validation of the algorithm, we also included age, sex, and primary payer. Patients were split by age and sex into 12 categories, using the age groups 18-34, 35-49, 50-64, 65-69, 70-84, and 85-115 years. The 3 patients with missing sex were categorized as female in order to keep the patients in the analytic
The primary payers were characterized as commercial, Medicare, Medicaid, or other.

**Primary Care Focus Group for Expert Consensus**

As we refined the algorithm, we asked a focus group of practicing PCPs to qualitatively evaluate whether the clusters our methodology identified aligned with their perception of the level of work needed for their patients. The group included 15 family physicians and general internists.

**Algorithm**

The algorithm was developed using only the patients in the training set. We used a decision rule for initial classification of patients (Figure 3). Patients with greater than 6 standard deviations above the mean number of annual primary care visits were classified as “high outliers.” Patients who met all the following criteria were classified as “minimally active”: ≤1 primary care visit per year, 0 emergency department visits, 0 hospitalizations, ≤4 specialty visits per year, ≤2 telephone encounters per year, and ≤6 electronic messages to the patient per year. However, if patients had zero visits across all these categories (excluding missed appointments), then they were classified as “inactive patients.” Only patients not meeting the criteria for “high outliers,” “minimally active,” and “inactive patients” entered the next stage of the algorithm. In the algorithm, these patients were divided into 4 groups by k-means clustering on the encounter vectors. At this point, all variables were of the same unit of analysis (eg, number of visits per year), which made the clusters easier to interpret. The selective truncation of some of the visit types as described in the Variables Included in Weighting Algorithms section was utilized in place of blindly normalizing by mean and standard deviation. All encounter categories except for electronic messaging were used in this step. The k-means clustering was performed using the Hartigan-Wong algorithm. We used 4 centers with 5 random initiations and up to a maximum of 10 iterations to find stable cluster definitions. We chose to use 4 clusters by examining the change in reduction of the within-group sum of squares (Multimedia Appendix 1) and by verifying with clinicians that their own patients assigned to the clusters were meaningfully distributed (see below).

The clusters were then ranked by the median annual number of raw PCP visits (ie, visit counts that were not weighted for number of medications). Our primary care physician (PCP) focus group decided that the cluster with the fewest visits contained 2 heterogeneous groups after examining the assignments of their own patients. Therefore, that cluster was further divided in 2 by k-means clustering, which aside from the number of clusters used the same algorithm and settings as the previous clustering (Figure 3).

Excluding the inactive patients, there were 7 resulting groups: 2 from the initial decision rules, 3 from the initial cluster assignment, and 2 from the second round. These 7 cluster groups represented different patterns of health care utilization across the health system—health care utilization phenotypes—which we labeled A through G (Figure 3).

The focus group of PCPs agreed that the groupings represented distinct primary care phenotypes but believed that some of the phenotypes required a similar amount of primary care work effort. Therefore, we collapsed the 7 phenotypes into 3 categories—intermediate groups X, Y, and Z (Figure 3), ranked by the median number of primary care visits per year among patients in the group.

A final decision rule was applied to account for patients’ use of secure electronic messaging with their providers. Patients who sent more than 1.5 standard deviations of electronic messages relative to the mean of all patients in the originally assigned category or who were sent more than 24 messages by their primary care clinician were moved to the next higher cluster. The final clusters were labeled high, medium, and low to represent the relative amount of primary work effort for patients in that cluster, with a fourth cluster being the inactive patients. Patients initially classified as “minimally active” were added to the “low” group. We refer to these as primary care work clusters.
Figure 3. The fractions of all patients assigned to the primary care work clusters in 4 selected clinics and their unweighted and weighted panel sizes. The distribution of patients across clusters was unique to each clinic, and because each cluster is weighted differently, the difference between weighted and unweighted panel sizes differed for each clinic as well. The geriatric clinic, which has 41% of its population assigned to the high work cluster, had a weighted panel size that was more than twice the unweighted size.

Validation
The utilization phenotypes were designed to cluster patients based on utilization patterns in a non-hypothesis-driven way. To demonstrate that the clusters had predictive power, we sought to validate them as part of a risk adjustment model predicting subsequent primary care service utilization. We created a series of generalized linear models to predict the total number of primary care encounters (PCP visits and telephone encounters) for each patient in the second year (February 1, 2014 to January 31, 2015). The models were developed using the same patients in the training set sample. As predictors, we used age-sex categories, payer type, and one of two variables measuring utilization patterns during the first year (February 1, 2013 to January 31, 2014): the 7 primary care utilization phenotypes (which we have described above) or a simpler measure of the raw counts of all types of encounters (which we refer to as the “naïve phenotype”). We used the 7 utilization phenotypes rather than the 3 work clusters, which are derived from the phenotypes, because the phenotypes were felt to encode meaningful clinical distinctions by the primary care focus group. The naïve phenotype was created by summing the total number of all in-person encounters (primary care visits, emergency department visits, hospitalizations, infusion and transfusion visits, urgent care visits, specialty visits, and outpatient procedures for cardiology, radiology, pulmonology, and neurology). These sums were rank ordered and divided into 7 percentiles so as to have the same number of categories as the primary care work clusters.
We then applied the coefficients derived from the training set to predict the log number of primary care visits in the second year for the test set of the sample, which was not used to generate the model. We report the adjusted R-squared and the Akaike information criterion (AIC). The AIC is a goodness-of-fit value that balances model bias versus variability, ranges from 0 to infinity, and penalizes models with more variables.

We repeated the analysis with the outcome of the number of primary care visits only (not including telephone encounters). We also repeated the analysis modeling the raw rather than log number of visits per year with a Poisson and zero-inflated Poisson distribution with a canonical log link.

**Weighted Panel Size**

The work clusters were used to calculate weighted panel sizes as of February 1, 2015, using all 52,368 adult patients empaneled in primary care. We assigned patients to 4 primary care work clusters using the algorithm defined by the training set, as described above, based on EHR data on activity at our health system between February 1, 2014 and January 31, 2015. For patients with less than 12 months of activity, we initially weighted the number of visits by the number of months the patient had an active status, but this gave patients with just a few visits with a short exposure time high counts in their visit vector (eg, 2 visits in 3 months would be calculated to an average of 8 visits per year). Instead, for those patients we assumed their visits were over 12 months.

Once patients were assigned to a primary care work cluster, we needed to assign weights to each of the 4 final clusters (high, medium, low, and inactive). In consultation with our focus group of clinicians, we decided to base the weights on the number of effective primary care visits among patients in each of the clusters between February 1, 2014 and January 31, 2015. The relative weights of the “medium” and “high” clusters were defined by dividing the median number of effective primary care visits among patients in each of these clusters by the median number of effective primary care visits in the “low” cluster. Because patients in the “inactive” cluster had no activity in the preceding 12 months but were still empaneled in primary care and might be expected to have some future activity, we assigned patients in the inactive cluster a weight of 0.05.

Finally, to make the total number of weighted patients equal the total number of raw, unweighted patients empaneled in primary care (ie, 52,368), we used an additional scaling factor, \( w \), to impose this restriction. (Figure 4)

The cluster weights for the low, medium, and high clusters were then defined to be \( w \) multiplied by the median number of PCP visits of the respective cluster divided by the median number of patients in the low cluster (Figure 4). To calculate an effective panel size for a clinic or primary care provider, each patient in the panel was classified to a primary care work cluster. The number of patients in each cluster was multiplied by the respective weight, and the sum over all clusters defined the weighted panel size.

To demonstrate how panel sizes for PCPs changed from the raw panel size to the weighted panel size, we calculated the average change in panel size. In this analysis, we only included PCPs who had an unweighted panel size of greater than 150 active patients.

All analyses were performed using R version 3.1.2 (R Foundation for Statistical Computing). The k-means algorithm was from the standard “stats” package (version 3.2.1). The research was approved by the Institutional Review Board at UCSF.

---

**Figure 4.** Equations that define how scaling factor \( w \) was defined. We constrain the total weighted population size (the right hand side) to be equal to the total unweighted population size in (a). We solve for \( w \) in (b) PCP: primary care physician.

\[
N_{\text{total population}} = \sum_{i \in \{l,m,h\}} (w \cdot X_i \cdot N_i) + 0.05 \cdot N_{\text{inactive}}
\]

\[
w = \frac{N_{\text{total population}} - 0.05 \cdot N_{\text{inactive}}}{\sum_{i \in \{l,m,h\}} X_i N_i}
\]

- \( N_i \) = number of patients in cluster \( i \)
- \( P_l = \) median number of PCP visits of cluster low
- \( X_l = 1 \)
- \( X_m = \frac{\text{median number of PCP visits of cluster medium}}{P_l} \)
- \( X_h = \frac{\text{median number of PCP visits of cluster high}}{P_l} \)
Results

Description of the Utilization Phenotypes and Primary Care Work Clusters

Of the 52,368 adult patients empaneled on January 31, 2015, a total of 34,748 were active for more than 2 years. Those were further subdivided into training and test sets of 24,324 and 10,424 patients (Figures 1 and 2). Characteristics of the patients in the training set and their utilization are presented in Tables 1 and 2.

Of the patients in the training set, 3986 were determined to be inactive, 5343 minimally active, and 40 high-outlier patients. The remaining 14,955 patients were k-means clustered based on the visit vector into 5 utilization phenotypes. These phenotypes were combined with minimally active and high-outlier patients into 7 phenotypes, which were further merged into 3 primary care work clusters (Figure 3).

The characteristics of patients in each utilization phenotype are presented in Tables 1 and 2 (Full table is in Multimedia Appendix 2). None of the demographic variables demonstrated a monotonic increase or decrease across the phenotypes, although phenotypes E-G tended to represent older, female, patients with government health plans.

Table 1. Patient characteristics of each utilization phenotypes (inactive through group D) in the training set (N=24,324).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Utilization phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inactive</td>
</tr>
<tr>
<td>Size of group (n)</td>
<td>3986</td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td>41.9 (17.3)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>1551 (38.9)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>1814 (45.5)</td>
</tr>
<tr>
<td>Asian, n (%)</td>
<td>694 (17.4)</td>
</tr>
<tr>
<td>Black, n (%)</td>
<td>379 (9.5)</td>
</tr>
<tr>
<td>Commercial, n (%)</td>
<td>2738 (68.7)</td>
</tr>
<tr>
<td>Medicare or Medicaid, n (%)</td>
<td>1068 (26.8)</td>
</tr>
<tr>
<td>Other payer, n (%)</td>
<td>180 (4.5)</td>
</tr>
<tr>
<td>Active medications at PCP&lt;sup&gt;a&lt;/sup&gt; visit, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Primary care visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Weighted primary care visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No-show visits, mean (SD)</td>
<td>0 (0.4)</td>
</tr>
<tr>
<td>Urgent care visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Telephone encounters, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Emergency department visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Emergent hospitalizations, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Elective hospitalizations, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Specialist visits (capped), mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Infusion visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transfusion visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Radiology or procedure visits, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secure electronic messages to patient, mean (SD)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secure electronic messages from patient, mean (SD)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCP: primary care physician.
Patients with utilization phenotype A saw their primary care physician (PCP) less than once a year and tended not to have much health care exposure across the health system. Patients with phenotypes B, C, and D had a mean of 2 or more visits a year with their PCPs, although those with C had more than 5 times the average number of specialty visits compared with those with B, and D had 14 times more. Phenotypes E and F saw their PCPs on average more than 7 times a year, with phenotype F also having more than double the number of specialty visits compared with E. Phenotype G was predefined as the “high-outlier” group and saw their primary care doctor on average more than 30 times a year.

The characteristics of patients in each of the final 4 primary care work clusters, which were created by combining utilization phenotypes, are provided in Multimedia Appendix 3. The medium and high clusters tended to be older and female and to have Medicare or Medicaid. There was a monotonic increase of nearly every component of the encounter vector except for specialist visits and infusion center visits.

Validation of the Prediction of Primary Care Office and Telephone Visits

The results of the linear models to predict log-transformed primary care office and telephone visits are presented in Table 3. A model with only age-sex and payer accounted for 20.9% of the variance of primary care office and telephone visits the next year. When we added the naïve phenotype, or groupings based on the raw number of total in-person health care encounters as described above, 34.4% of the variance was captured by the model. If the utilization phenotype was used instead of the naïve phenotype, 39.4% of the variance was modeled. This model had the lowest AIC, which indicates a better fit even accounting for additional variables in the model. The results were similar with generalized linear models of

Table 2. Patient characteristics of each utilization phenotype (group E to G) in the training set (N=24,324). The total column includes data from phenotypes in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Utilization phenotype</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>Total sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of group (n)</td>
<td></td>
<td>2082</td>
<td>430</td>
<td>40</td>
<td>24,324</td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td></td>
<td>65.1 (16.8)</td>
<td>67.4 (16.3)</td>
<td>60.5 (14.4)</td>
<td>52.7 (17.9)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td></td>
<td>716 (34.4)</td>
<td>158 (36.7)</td>
<td>8 (20)</td>
<td>9170 (37.7)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td></td>
<td>799 (38.4)</td>
<td>191 (44.4)</td>
<td>14 (35)</td>
<td>11,943 (49.1)</td>
</tr>
<tr>
<td>Asian, n (%)</td>
<td></td>
<td>525 (25.2)</td>
<td>76 (18)</td>
<td>4 (10)</td>
<td>5400 (22.2)</td>
</tr>
<tr>
<td>Black, n (%)</td>
<td></td>
<td>385 (18.5)</td>
<td>102 (23.7)</td>
<td>17 (43)</td>
<td>2165 (8.9)</td>
</tr>
<tr>
<td>Commercial, n (%)</td>
<td></td>
<td>431 (20.7)</td>
<td>26 (6)</td>
<td>3 (8)</td>
<td>14,665 (60.3)</td>
</tr>
<tr>
<td>Medicare or Medicaid, n (%)</td>
<td></td>
<td>1628 (78.2)</td>
<td>402 (93.5)</td>
<td>37 (93)</td>
<td>9219 (38.0)</td>
</tr>
<tr>
<td>Other payer, n (%)</td>
<td></td>
<td>23 (1)</td>
<td>2 (1)</td>
<td>N/A</td>
<td>440 (1.8)</td>
</tr>
<tr>
<td>Active medications at PCP(^b) visit, mean (SD)</td>
<td></td>
<td>11 (5)</td>
<td>15.7 (6.1)</td>
<td>16.2 (9.3)</td>
<td>4.7 (5.2)</td>
</tr>
<tr>
<td>Primary care visits, mean (SD)</td>
<td></td>
<td>7 (2.8)</td>
<td>11.5 (4.5)</td>
<td>33.2 (10)</td>
<td>2.3 (3)</td>
</tr>
<tr>
<td>Weighted primary care visits, mean (SD)</td>
<td></td>
<td>10.7 (4.4)</td>
<td>19.1 (7.8)</td>
<td>53.1 (15.6)</td>
<td>3.2 (4.7)</td>
</tr>
<tr>
<td>No-show visits, mean (SD)</td>
<td></td>
<td>1.8 (2.4)</td>
<td>4.3 (4.9)</td>
<td>6.2 (5.3)</td>
<td>0.7 (1.6)</td>
</tr>
<tr>
<td>Urgent care visits, mean (SD)</td>
<td></td>
<td>0.2 (0.7)</td>
<td>0.5 (1.2)</td>
<td>1.2 (2.4)</td>
<td>0.1 (0.5)</td>
</tr>
<tr>
<td>Telephone encounters, mean (SD)</td>
<td></td>
<td>5.9 (3.8)</td>
<td>19.4 (10.3)</td>
<td>18.5 (22.5)</td>
<td>1.9 (3.8)</td>
</tr>
<tr>
<td>Emergency department visits, mean (SD)</td>
<td></td>
<td>0.5 (1)</td>
<td>1.6 (2.9)</td>
<td>1.8 (2.1)</td>
<td>0.2 (0.7)</td>
</tr>
<tr>
<td>Emergent hospitalizations, mean (SD)</td>
<td></td>
<td>0.2 (0.5)</td>
<td>0.9 (1.7)</td>
<td>0.9 (1.5)</td>
<td>0.1 (0.4)</td>
</tr>
<tr>
<td>Elective hospitalizations, mean (SD)</td>
<td></td>
<td>0 (0.2)</td>
<td>0.1 (0.4)</td>
<td>0 (0.2)</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>Specialist visits (capped), mean (SD)</td>
<td></td>
<td>4.4 (3.3)</td>
<td>11.5 (8.2)</td>
<td>7.6 (9.2)</td>
<td>3.2 (4.9)</td>
</tr>
<tr>
<td>Infusion visits, mean (SD)</td>
<td></td>
<td>0.1 (2.2)</td>
<td>0.1 (1.1)</td>
<td>0 (0.2)</td>
<td>0.1 (1.5)</td>
</tr>
<tr>
<td>Transfusion visits, mean (SD)</td>
<td></td>
<td>0 (0.6)</td>
<td>0.5 (3.3)</td>
<td>0.2 (1.3)</td>
<td>0.1 (1.1)</td>
</tr>
<tr>
<td>Radiology or procedure visits, mean (SD)</td>
<td></td>
<td>1.5 (1.7)</td>
<td>2.7 (3)</td>
<td>2.5 (2.9)</td>
<td>0.8 (1.5)</td>
</tr>
<tr>
<td>Secure electronic messages to patient, mean (SD)</td>
<td></td>
<td>3.4 (7.8)</td>
<td>5.6 (14.6)</td>
<td>5 (14.5)</td>
<td>2.4 (6.1)</td>
</tr>
<tr>
<td>Secure electronic messages from patient, mean (SD)</td>
<td></td>
<td>4.4 (10.4)</td>
<td>8.1 (22.3)</td>
<td>8.6 (25.5)</td>
<td>3.1 (8.1)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)PCP: primary care physician.
zero-inflated Poisson regression predicting unlogged counts, which are not shown.

We also report the results of a similar model predicting just the office-based primary care visits (Multimedia Appendix 4) where the age-sex group, payer, and utilization phenotype demonstrated the best fit of the data with 34.4% of the variance of log of visit number captured.

**Weighted Panel Sizes**

Using the entire sample, we calculated the weights for the different primary care work clusters using concurrent year primary care visits to determine weights, as described above. The inactive, low, medium, and high clusters had weights of 0.050, 0.659, 1.319, and 4.396, respectively.

Whereas the unweighted sizes of the inactive and low clusters were 11,830 and 26,091, the weighted sizes of these populations decreased to 591 and 17,205, respectively. Conversely, the weighted sizes of the medium and high clusters increased from 9404 to 12,402 and from 5043 to 22,169, respectively (Multimedia Appendix 5). By definition, the total unweighted population size was equal to the weighted population size.

Different clinics and PCPs had different proportions of patients in high, medium, and low clusters. Illustrative results for 4 primary care clinics caring for adults are displayed in Figure 3. Patients in the high and medium clusters combined constituted slightly more than 20% of adult patients at the Women’s Health Primary Care and Family Medicine Clinics, compared with 34% of patients in the General Medicine Clinic and 59% of patients in the Geriatric Clinic. Correspondingly, weighted adult panel sizes were smaller than unweighted raw panel sizes in Women’s Health Primary Care and Family Medicine Clinics (decreasing in size from 8094 to 6273 and 8079 to 7472, respectively), whereas the weighted panel size was somewhat greater than unweighted at the General Medicine Clinic (9364 unweighted and 10927 weighted) and more than twice as large at the Geriatric Clinic (616 unweighted and 1409 weighted).

The relative change in panel size for each individual primary care physician (PCP) is displayed in Figure 5. The relative change in panel size between weighted and unweighted ranged from a relative decrease of 50% to a relative increase of 150%. Two physicians, who care for complex geriatric patients, had weighted panel sizes that were more than double their raw panel sizes. A total of 52% of physicians had a relative change in panel size of 20% or less. Using individual physicians as the unit of analysis, the mean weighted panel size of panel sizes greater than 150 was 12.8% greater than the mean unweighted panel size. The mean change including all panel sizes is 0. Panel sizes that were less than 150 were usually due to physicians working fewer sessions per week (and therefore caring for fewer patients).

<table>
<thead>
<tr>
<th>Model predictors</th>
<th>Adjusted $R^2$</th>
<th>AIC $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age-sex $^b$</td>
<td>.166</td>
<td>60,780</td>
</tr>
<tr>
<td>Payer $^c$</td>
<td>.128</td>
<td>61,495</td>
</tr>
<tr>
<td>Naive phenotypes (NP) $^d$</td>
<td>.259</td>
<td>57,724</td>
</tr>
<tr>
<td>Primary care cluster utilization phenotype (UP) $^e$</td>
<td>.330</td>
<td>55,088</td>
</tr>
<tr>
<td>Age-sex and payer</td>
<td>.209</td>
<td>59,450</td>
</tr>
<tr>
<td>Age-sex, payer, and NP</td>
<td>.343</td>
<td>54,813</td>
</tr>
<tr>
<td>Age-sex, payer, and UP</td>
<td>.394</td>
<td>52,769</td>
</tr>
</tbody>
</table>

$^a$AIC: Akaike information criterion.

$^b$Age-sex bins are categorical variables of the combination of male or female with the following age groups: 18-34, 35-49, 50-64, 65-69, 70-84, and 85-115 years.

$^c$Payers are defined as commercial, Medicare or Medicaid, or other.

$^d$The naive phenotype is a categorical variable that is obtained by summing the total number of health care encounters in the baseline year. These values were rank ordered and divided into 7 percentiles.

$^e$The utilization phenotype is a categorical variable encoding 1 of the 7 phenotype clusters created by our algorithm.
Figure 5. The change of weighted panel size for various primary care providers with more than 150 patients. The panel size increases on average by 12.8%. *These 2 primary care physician (PCPs), who are geriatricians, had a panel size increase of more than 100%.

Discussion

Principal Findings

We have described a novel method of using EHR data collected as part of routine care to cluster primary care patients into groups that reflect differences in the primary care work effort required to care for diverse patients. We have demonstrated how this utilization phenotype method can be used to compute weighted panel sizes at the clinic and individual primary care physician (PCP) levels and, by inference, the relative capacity of clinics and PCPs to care for a panel of patients. The utilization phenotype method performed better than other methods in predicting primary care visits in the subsequent year and resulted in weighted panel sizes that differed from unweighted panel sizes at the clinic and individual primary care physician (PCP) levels. The weighting method had face validity when vetted among primary care clinicians caring for patients in the study sample and when comparing results for family medicine, general internal medicine, and geriatrics primary care clinics.

What are the advantages, limitations, and utility of our weighting method? One major strength is that all the data for the algorithm are routinely collected in the EHR. The method takes advantage of the “big data” opportunity afforded by EHRs to use a much richer variety and amount of data to compute weights, compared with traditional methods that primarily rely on a few data elements such as patient demographics and diagnostic codes. All the calculations are transparent (eg, one can inspect the characteristics of patients in each phenotype) and can be rerun easily. The model allows flexibility in assignment of final weights; we assigned weights based on the median number of primary care office visits in a cluster, but the weights could also be determined by consensus or expert opinion or by measurement of median primary care visits for the same clusters in a different health system. Patients are profiled on a single standard, allowing panel sizes to be compared across physicians who care for different populations, such as a geriatrician or a family physician.

We believe that our utilization phenotype approach has conceptual advantages over weighting models that rely on diagnoses coded in EHRs or insurance claims. Our approach does not assume that all patients with a similar diagnosis profile will have similar demands on a health system; instead, a patient’s own activity generates a personalized profile. This allows patients with different disease states, such as interstitial lung disease, obscure gastrointestinal bleeds, or anxiety disorder, to be compared on a single, standardized scale. Reforms in diagnostic coding conventions such as the International Classification of Diseases, Tenth Revision, will continue to lack sufficient sensitivity in design and reliability in application to fully capture variation in disease states within diagnostic codes that are meaningful for panel weighting. Moreover, as disease becomes more active or quiescent, the dynamic changes can be reflected in the utilization phenotypes in near real-time. Patients who may have severe diseases but avoid care or use the services of other health care systems are reflected as inactive patients and not weighted highly. If they reengage in care, the new activity will then be reflected in a utilization phenotype. Patients with chronic pain and psychosocial comorbidities often require more frequent touches with the health system than their formal diagnoses would suggest. Rather than inferring primary care work demand from patients’ demographics and diagnoses, our method attempts to more directly estimate work effort. We also captured measures of patient activity that may not be billed, such as secure electronic messaging, medication reconciliation, and care coordination among multiple specialists.
Limitations

There are several limitations to our algorithm. Our method accepts that observed patterns of service activity reasonably approximate patient demand for primary care work effort. The measure does not distinguish between medically necessary and unnecessary visits, telephone calls, referrals, and other services. A physician who induces inappropriate demand for services would appear in our model to have more complex patients than would a physician who avoids unnecessary services in caring for the same group of patients. However, any system that attempts to measure patient complexity can be gamed, with upcoding diagnostic assessments being a well-known liability for diagnosis-based case mix adjustment methods [12]. To intentionally increase a patient’s complexity by our algorithm, a physician would have to spend more time in care activities, which carries a high opportunity cost. Health systems might consider complementing our panel weighting method with use of other methods to monitor physicians for patterns of wasteful care.

Another important limitation is that because the panel weighting is normalized within our system to make the total weighted patient count equal to the unweighted count, the method cannot be easily used to compare the relative primary care work demand of primary care patients in one system to that of patients in another system. If additional systems using the same EHR vendor begin to use this model and are willing to collaborate on the final weighting steps, cross-system comparisons may be possible. Our model also does not answer the question of what the “right” weighted panel size should be for a given health system. A final limitation is that our method does not as yet include children. We are developing a similar algorithm to apply to this population.

Conclusions

Our panel weighting model may be useful when implementing a variety of health system policies related to primary care empanelment. One fundamental element of empanelment is matching capacity with demand, which requires determining whether a primary care clinic or physician is “underempaneled” relative to a benchmark goal and therefore should accept new patients. It is difficult for an organization to achieve primary care physician (PCP) buy-in for regulation of panel size without a credible method of patient weighting to address physician concerns that raw counts do not accurately reflect panel variation. Weighted panel measurement may also assist health systems in prioritizing support staff to clinics and physicians with the highest work demand.

In summary, we have reported a novel clustering approach for primary care patients using routinely collected EHR data that can be used to create weighted panel sizes and dynamically load-balance PCPs and clinics. Our use of physician review of the clusters and predictive modeling suggests the algorithm identifies clinically meaningful phenotypes that are correlated with future primary care utilization. As health delivery and payment models shift to emphasize a population health orientation, weighting of primary care panels will assume greater importance for aligning primary care capacity and resources with variation in primary care work effort needed to care for different types of patients. Our weighting method attempts to capture this variation across patients in primary care work demand and may be implemented into population health analytic processes in a manner that allows near real-time calculation of weights in response to dynamic changes in patients’ clinical activity.
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Multimedia Appendix 1

The absolute and change of within-group sum of squares with each additional cluster. The change in within-group sum of squares starts to level off at 4 groups.
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Multimedia Appendix 2

Patient Characteristics of Each Utilization Phenotype in the Training Set (n=24,324).
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Multimedia Appendix 3

Patient Characteristics of each Primary Care Work Cluster in the Training Set (n=24,324).
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Multimedia Appendix 4

Log-Linear model of primary care office visits (without telephone visits) based on demographic variables and baseline utilization phenotype.
Multimedia Appendix 5
The unweighted and weighted patient counts across the primary care work clusters.
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Abstract

Background: Medical concepts are inherently ambiguous and error-prone due to human fallibility, which makes it hard for them to be fully used by classical machine learning methods (eg, for tasks like early stage disease prediction).

Objective: Our work was to create a new machine-friendly representation that resembles the semantics of medical concepts. We then developed a sequential predictive model for medical events based on this new representation.

Methods: We developed novel contextual embedding techniques to combine different medical events (eg, diagnoses, prescriptions, and labs tests). Each medical event is converted into a numerical vector that resembles its “semantics,” via which the similarity between medical events can be easily measured. We developed simple and effective predictive models based on these vectors to predict novel diagnoses.

Results: We evaluated our sequential prediction model (and standard learning methods) in estimating the risk of potential diseases based on our contextual embedding representation. Our model achieved an area under the receiver operating characteristic (ROC) curve (AUC) of 0.79 on chronic systolic heart failure and an average AUC of 0.67 (over the 80 most common diagnoses) using the Medical Information Mart for Intensive Care III (MIMIC-III) dataset.

Conclusions: We propose a general early prognosis predictor for 80 different diagnoses. Our method computes numeric representation for each medical event to uncover the potential meaning of those events. Our results demonstrate the efficiency of the proposed method, which will benefit patients and physicians by offering more accurate diagnosis.
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Introduction

Background

The large collection of healthcare data has brought tremendous opportunities and challenges to health care research [1]. The goal is to prevent and treat diseases by taking into account individual variabilities, which include genome, environment, and lifestyle [2]. There are many difficulties in making use of a large amount of health care data from heterogeneous sources with different characteristics (high dimensional, temporal, sparse, irregular, etc). The traditional data analysis methods (often developed for clean and well-structured data) do not fit these challenges well and may not be able to effectively explore
the rich information in the massive health care data. Most of the existing models treat different medical events as distinct symbols without considering their correlations, and therefore are limited in terms of representation power [3-7]. For example, it is hard for those methods to use the correlation among different types of events (eg, the similarity between a prescription and a diagnosis, or an abnormal lab and a diagnosis). Indeed, many models assume a vector-based representation for every patient, where each dimension corresponds to a specific medical event. Such representation loses the temporal context information for each medical event, which could be informative for impending disease conditions.

Diagnoses share common symptoms making them enigmatic and hard to differentiate. Physicians might have a hard time discovering potential risks. Recent studies show that most diagnostic errors have been associated with flaws in clinical reasoning and empirically prove the evidence between cognitive factors and diagnostic mistakes [8,9]. In 25% of the records of patients with a high-risk diagnosis, high-information clinical findings were present before the high-risk diagnosis was established [10]. Our predictive model aims to counterbalance cognitive biases by suggesting possible diagnoses based on the patient's medical history. We combine data from different sources in an innovative way, which synthesize information more comprehensively than existing models. Our model is more accurate than most predictive models in the literature and it is less computationally expensive.

With the above considerations, we introduced a new representation for electronic health records (EHR) that was context-aware and combines heterogeneous medical events in a uniform space. Here, the “context” was defined with respect to each medical event in the patient EHR. The context around an event $A$ is the order of medical events happening before and after $A$ within the patient EHR corpus. For each patient, through the concatenation of all medical events in his or her EHR according to their sequential timestamps (without considering the order of tied events), we obtained a “timeline” describing all historical conditions of the patient. While generating context, we lost the exact time at which each event occurred. Therefore, the context around a specific medical event in the timeline was similar to the context around a word in a narrative text.

How to derive effective word representations by incorporating contextual information is a fundamental problem in natural language processing and has been extensively studied [11-13]. One recent advance is the “Word2Vec” technique that trains a 2-layer neural network from a text corpus to map each word into a vector space encoding the word’s contextual correlations [14,15]. The similarities (usually computed by the cosine distance over the embedded vector space) reflect the contextual associations (eg, words $A$ and $B$ with high similarity suggest that they tend to appear in the same context). Word2Vec is able to extract event semantics despite the relatively small training corpus. We extended Word2Vec to support dynamic windows to handle the temporal nature of medical events.

Based on the contextual embedding representation, we developed 3 models to predict the 80 most common diagnoses based on Medical Information Mart for Intensive Care III (MIMIC-III) dataset. The goal of this study was to predict the onset risk of each diagnosis based on historical patient records. Our model achieves an area under the receiver operating curve (ROC) curve (AUC) higher than 0.65 for half of the 80 diagnoses. We further introduced time decay factors in the model to reflect the fact that more recent events have a bigger impact on the prediction. Our model was also able to learn bioequivalent drugs (and medical events) and build the semantic relationship, which cannot be fulfilled with most existing predictive models.

In this paper, we encountered a more challenging task than previous work mentioned in the next section. Here, we built a novel diagnosis predictor, which means our model was predicting diagnoses that do not occur in patient history. Most of chronic disease will eventually be listed on every admission for that patient, predicting the same diagnosis again will enhance the performance of our predictor but will not add anything new for the physician treating that patient. Nonetheless, we ran predictor against all diagnoses (ie, not restricted to novel ones) to be able to compare it with previous work. We achieved a mean AUC of 0.76 for 80 diagnoses.

**Previous Work**

A substantial amount of work has been conducted on systems to support clinical decisions using predictive models. For example, Gottlieb et al [3] proposed a method for inferring medical diagnoses from patient similarities using patient history, blood tests, electrocardiography, age, and gender information. However, their method can only predict discharge codes at international classification of diseases (ICD)-9 level 1, which are relatively generic and cannot differentiate among a wide range of diverse diagnoses. In risk prediction with EHR, Cheng et al [16] used convolutional neural network with a temporal fusion to predict congestive heart failure and chronic obstructive pulmonary disease within the next 180 days. Their approach can only handle 2 diagnoses and achieved an AUC of less than 0.77. Ghalwash et al [17] extracted multivariate interpretable patterns for early diagnosis. They constructed key shapelets (a time series subsequence) to represent each class of early classification using an optimization-based approach. This technique is computationally expensive and would not work efficiently with a large dataset, therefore, they only focused on a small number of diagnoses. By taking advantage of a different set of inputs, functional magnetic resonance imaging (fMRI) images, Wang et al proposed high-order sparse logistic regression and multilinear sparse logistic regression [18,19] for early detection of Alzheimer disease and congestive heart failure. Their results surpassed standard learning algorithms, such as nearest neighbor, support vector machines (SVM), logistic regression (LR), and sparse logistic regression. But not all patients have fMRI images within EHR, thus their models are only limited to a small subset of patients. Taslimatehrani et al [20] constructed a logistic regression model using CPXR(log) method (short for contrast pattern aided logistic regression) to predict mortality rate in heart failure patient. They consulted a cardiologist and a cardiovascular epidemiologist to identify patient cohort from EHR data collected from patients admitted to the Mayo Clinic between 1993 and 2013. Their model is specific and can only be extended to different diagnoses after
consulting specialists. Recently, Lipton et al [21] used long short-term memory (LSTM) recurrent neural network for a multilabel classification of diagnosis in the pediatric intensive care unit, which demonstrated improved performance over a set of standard learning methods. They trained LSTM neural network (ie, a special recurrent neural network, which has a forget gate to capture long-term dependency) on variable length inputs of large size. Nevertheless, their model is a black box, which cannot be interpreted by human experts.

There is also some related work on feature representation. Tran et al [22] presented a generative model based on nonnegative Restricted Boltzmann Machine to learn low-dimensional representations of the medical events from electronic medical records (EMRs). Their model assumes EMRs are aggregated into regular time intervals and captures the global temporal dependency structures of the events. Another work by Che et al [23] explored deep learning applications to the problem of discovery and detection of characteristic patterns of physiology in clinical time series. They applied deep feed-forward neural network with fully connected layers using graph Laplacian priors and developed an efficient incremental training procedure to detect physiological patterns of increasing length, which demonstrated good AUCs. Using a similar approach, Liu et al [24] extracted temporal phenotypes from longitudinal EHR using a graph-based framework. They represented each patient’s history using a temporal graph, where each node serves as a medical event and edges are constructed based on the temporal order of events. Using those temporal graphs, they identified the most significant and interpretable subgraph basis as phenotypes, which is used later as a feature set for their predictive model. But their method has only been applied to a small cohort associated with congestive heart failure.

The context-aware representation proposed in this paper provides a new way of combining data and building predictive models. We developed several methods on top of the novel representation and achieved a high AUC. As mentioned earlier, none of the previous work tackled the challenge of predicting a novel diagnosis. In this paper, we show that our model is able to predict a diagnosis that was not previously identified. Also, our model is highly generalizable, which can predict multiple diseases without having to tune parameters for each one of them.

**Methods**

**Temporal Sequence Construction**

In this section, we will present the proposed sequential prediction framework by starting with explanation about what the components of a sequence are and how the sequential prediction is formulated.

In our model, a sequence was defined as a combination of lab tests, prescriptions, and diagnoses that were performed, ordered, or assigned to a patient in multiple hospital admissions. Lab tests and prescriptions were represented by unique identifiers defined by the dataset. But because two tied events could have the same identifier we added ‘l’ at the beginning of lab tests key and ‘p’ for prescriptions. Diagnoses, on the other hand, were all represented with their ICD-9 code prefixed with ‘d’.

To conserve part of the temporal information, we sorted those events from oldest to latest. Hence, we lost the exact timestamp at which the event happened. A patient sequence contained data from multiple admissions that happened within a year apart from each other. We sliced the most recent admission out of the sequence and used its diagnoses as gold standard in the prediction phase, while preceding admission events are used as features. A graphical illustration of a sequence is depicted in Figure 1.

Unlike earlier work, in this paper we did not preprocess diagnosis ICD-9 level to generalize them at one level. Instead, we kept the ICD exactly as identified by the physician. For example, “pneumonia” (486) is a level 3 diagnosis and “anemia in chronic kidney disease” (285.21) is a level 5; all were kept as unique events in the same sequences. This way, our predictor will identify the diagnosis in the same specificity level as diagnosed by the physicians.

Also, due to the nature of medicine, some medical events are extremely rare in the population. Hence, it would be hard to extract common patterns from a very small sample. For our experiments, we excluded events that appear in less than 1% of the total number of sequences.

**Figure 1. Sequence construction.**

[Sequence construction diagram]

**Contextual Embedding**

Word2Vec [15], a tool created to learn word embeddings from a large corpus of text, has recently gained popularity. It has mainly been applied in natural language processing to generate continuous vector representation for each word. The distances between these words (in the vector space) describe the similarities of those words. A well-known example of the so-called “semantic relationship” presented in the original paper is that queen to king has almost same distance like woman to man [15]. Another popular semantic relationship learned using the same model is reported as “V[France] – V[Paris] ≈ V[Germany] – V[Berlin]” [8], where V is the vector representation of the word.

Word2Vec, in its core, depends on 2 parameters: size and window; size defines the dimensionality of the vector representation, while window is the maximum distance between a word and its predicate word in one sentence. Word2Vec supports 2 modes of operation [25]: (1) Continuous Bag of Words: the input to the model is a collection of words, and the model would predict the missing word, and therefore, it can predict a word given its context as illustrated in Figure 2a; and...
(2) Skip-Gram: the target word is now in the input to the model, and the context words are going to be predicted, as illustrated in Figure 2 b.

In the proposed model, we extend Word2Vec to support one extra mode as follows: Dynamic Window: a customized mode in our experiment defines different windows for words in the sequence as prefix (preceding words) and suffix (succeeding words) as illustrated in Figure 2 c.

In our paper, we used Word2Vec to generate vector representation for each medical event by feeding it with the medical event sequences discussed in the previous section. With Word2Vec technique, we can extract event semantics from a relatively small corpus.

Figure 2. Different Word2Vec modes. (a) and (b) are the Continuous Bag of Words (CBOW) and SkipGram modes, which have been widely used in neoulinguistic programing (NLP) problems; (c) a new and more flexible mode to support models using dynamic window.

Learning Methods

We present the proposed predictive methods in this section. For each method, we used the training set to learn binary classification models for diagnoses of interest. Those binary classification models calculate the probability of having a future diagnosis given test sequences. A test sequence will end up with multiple predictions, one for each diagnosis. Each diagnosis prediction is completely independent from other diagnoses, formulating our approach as multiclass classification problem.

All learning methods make use of the contextual representation generated by Word2Vec. We passed patient sequences from the training set into Word2Vec to learn a contextual vector representation for each medical event.

Collaborative Filtering

In this method, we leveraged a recommendation system [26] that calculates patient-patient projection similarity. Each patient record in a training set was projected into the vector space by summing up event vectors in its sequence multiplied by the temporal factor. Intuitively, patients with similar history projections are more likely to foretell the future more than others. This information was used in the decision of what diagnosis a patient might get.

For prediction, we projected the test patient sequence exactly like training records. Then, we found the patients with the most similar projections. We calculated the probability based on weighted voting, where the weight is the cosine similarity of the 2 patients (Figure 3).

Where $s$ is a patient sequence, $d$ is a diagnosis, $p_d$ corresponds to all patients in training set who end up with diagnosis $d$, and $p$ corresponds to all patients.

Figure 3. Collaborative filtering weighted voting.

$$\hat{y}(s,d) = \frac{\sum_{p_d} \max[0, \text{cosine}(s, p_d)]}{\sum_p \max[0, \text{cosine}(s, p)]},$$

Patient-Diagnosis Event Similarity

In the patient-diagnosis event similarity (PDES) prediction method, we used the generated vector representation to build $S$, a cosine similarity matrix. $S$ is a $(N\times D)$ matrix, where $N$ is the number of all medical events and $D$ is the number of diagnoses. For example, $S['d_428','l_50862']$ is the cosine similarity between heart failure and albumin blood test.

To predict the diagnosis given in a patient sequence, we first generated patient event vector of length N by simply summing one-hot representation (eg, mapping the medical events to vectors of length N, where the $n^{th}$ digit is an indicator of that medical event) of its events multiplied by temporal factor, to emphasize recent events. Then, we use this array to find the similarity of that patient with a particular diagnosis using the equation in Figure 4.

Where $s$ is a patient sequence, $d$ is a diagnosis, $\sigma$ is a normalization constant, $v_d$ is a column in the similarity matrix corresponding to the diagnosis $d$, $c$ is a medical event, $\lambda$ is the decay factor and $t_c$ is time passed from the latest event. is the one-hot vector representation of $c$. The term $e^{\lambda t_c}$ is used to...
account for the decay of impact of medical histories like in the previous example. Figure 5 depicts the prediction methodology of PDES.

The higher the similarity, the more likely a patient will get the diagnosis in the next visit. It is possible to get negative similarity values, but empirical evaluation showed that converting negative similarities to zero achieved better performance. There are very few hyperparameters that need tuning: Word2Vec size and window parameters, and $\lambda$, the decay factor.

One of the issues with this approach is that it does not take full advantage of the semantic similarity. Consider 2 similar prescriptions, the cosine similarity of them with respect to a particular diagnosis will be almost the same. If a patient happens to be treated with the first prescription and not the second, then, the patient representation will have a value of zero at the one-hot representation of the second prescription. Hence, the result of the dot product in Figure 6 will falsely diminish, reducing the probability of that diagnosis. We will overcome this problem in the next method.

**Patient-Diagnosis Projection Similarity**

Based on the vector representation, we also proposed another prediction method, patient-diagnosis projection similarity (PDPS), where we project patient sequence into the vector space, bearing in mind the temporal impact. Then, we computed the cosine similarity between the patient vector and the diagnosis vector. The equation in Figure 7 demonstrates the prediction method.

Where the $\mathbf{d}$ is the vector contextual representation of diagnosis $d$ in the vector space, and is the vector contextual representation of a medical event in patient sequence. Figure 6 illustrates the prediction methodology used in PDPS similarity method. PDPS can solve the problem of nonidentical similar events faced by PDES. Here, patient projection is unaffected by similar events; whether the patient got the first prescription or the second, PDPS would still add an equivalent vector into the patient projection.
Results

Data (Medical Information Mart for Intensive Care III)

In this section, we evaluate the proposed methods with a real-world dataset. We present the results of these experiments and discuss the choice of hyperparameters. We also compare the results of different models, diagnoses, and datasets. We compare our results with standard learning methods/algorithms that do not make use of the contextual representation. We will begin this section by introducing the dataset we used.

To test the proposed methods, we explored MIMIC-III database [27], which contains health-related data associated with 46,520 patients and 58,976 admissions to the intensive care unit of Beth Israel Deaconess Medical Center between 2001 and 2012. The database includes detailed information about patients, such as demographics, admissions, lab test results, prescription records, procedures, and discharge ICD-9 diagnoses.

Because we wanted to predict the next diagnosis, we excluded the patients who were only admitted once. We also eliminated rare lab tests and prescriptions that only happened in less than 50 admissions. In total, we select 204 most common lab events that flagged as abnormal, 1338 most common prescriptions, 826 most common diagnoses, 274 most common conditions, and 171 most common symptoms. After applying the method introduced in the Temporal Sequence Construction section, we constructed 5642 temporal sequences using medical records of 5195 patients. The total number of sequences was larger than the number of patients because we used a threshold of 1 year as the medical history cut-off. Hence, a patient could have multiple sequences if admissions happen more than 1 year apart.

Baselines

As a sanity check, we needed a proof to make sure that our models were more beneficial than common learning models. So we decided to compare our results with baseline models. First, we converted medical events into one-hot representation vectors. Then, we generated patient vectors by summing up the one-hot representation vectors of its events. These vectors served as input features, while the label was the binary value that indicated whether a diagnosis was found in the last admission.

We generated one label vector for each diagnosis and ran our learning algorithm once for each diagnosis.

We explored multiple baseline models by passing our features through SVM, LR, and decision trees learning models. We also applied decay factor just as described in PDES model. LR with decay was able to achieve the highest results. Hence, we decided to adopt it as our baseline.

Performance

We applied the 4 methods to the MIMIC dataset. We adopted AUC, accuracy, and $F$-score as measurements to compare different models. We used 10-fold cross-validation to evaluate each model.

Other than the baseline model LR, all models we proposed incorporated the vector representations of medical events from Word2Vec. For visualization purposes, we limited the dimensions of the hyperspace to 2 dimensions. Figure 8 illustrates the limited contextual representation color coded by event type. Vector representations constructed by Word2Vec were able to capture semantic meaning of medical events. Word2Vec clusters events based on their type as shown in the figure. In addition, it was able to capture closely similar events, for example, the cosine similarity of ‘p_WARF2’ (Warfarin 2-mg Tab) and ‘p_WARF1’ (Warfarin 1-mg tab) was 0.924. All prescriptions starting with ‘p_WARF’ were close to each other around the point (0.5, 0.2). This representation simplifies learning because it groups similar events by unified content.

Our experiments included predicting the 80 most common diagnoses for each patient. More formally, we constructed a multilabel classification problem where each patient sequence could be labeled with multiple diagnoses. A patient is labeled with a diagnosis if and only if that particular diagnosis happens in the final admission (ie, prediction window). We selected 4 diagnoses to discuss in the paper, which are displayed in Table 1 with AUC for each diagnosis in each model. From the table, it is noticed that PDPS achieves the highest performance in most cases. The full results can be found in Multimedia Appendix 1. Figure 9 contains 7 selected ROC curves collected from the entire 80 diagnoses. This figure shows how our learning method performs differently on various diagnoses.
Figure 8. Medical event contextual representation displayed in 2 dimensions for visualization purposes. These dimensions are arbitrary learned by Word2Vec.

Table 1. Sample results of MIMIC-III.

<table>
<thead>
<tr>
<th></th>
<th>Chronic systolic heart failure (485.22)</th>
<th>Acute posthemorrhagic anemia (285.1)</th>
<th>Hyperlipidemia not elsewhere classifiable/not otherwise specified (272.4)</th>
<th>Septicemia not otherwise specified (038.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUCa</td>
<td>ACCb</td>
<td>F-score</td>
<td>AUC</td>
</tr>
<tr>
<td>LRc</td>
<td>0.780</td>
<td>0.947</td>
<td>0.237d</td>
<td>0.550</td>
</tr>
<tr>
<td>CFd</td>
<td>0.784</td>
<td>0.849</td>
<td>0.145</td>
<td>0.581</td>
</tr>
<tr>
<td>PDESf</td>
<td>0.793</td>
<td>0.869</td>
<td>0.158</td>
<td>0.579</td>
</tr>
<tr>
<td>PDPSg</td>
<td>0.795d</td>
<td>0.953d</td>
<td>0.213</td>
<td>0.618d</td>
</tr>
</tbody>
</table>

aAUC: area under the receiver operating characteristic curve.
bACC: accuracy.
cLR: logistical regression.
dThe highest value between the four different methods.
eCF: collaborative filtering.
fPDES: patient-diagnosis event similarity.
gPDPS: patient-diagnosis projection similarity.
Figure 9. Patient–diagnosis projection similarity (PDPS) receiver operating characteristic (ROC) curves and their corresponding area under the receiver operating characteristic curve (AUCs) for each disease prediction.

The outcome of each binary diagnosis predictor was a probability between 0 and 1. We computed a distinct threshold for each diagnosis, above which a patient was labeled as positive. The threshold was calculated such that it optimizes the F1 score (ie, Youden index [28]). Finally, the accuracy gets computed after labeling test patients. Figure 10 displays AUC results of 30 different diagnoses using PDPS. As can be seen from the graph, our results are robust across diagnoses and models, and demonstrated clear performance advantage over other methods in comparison.

We investigated how our predictor works by analyzing the true positive sequences of patients to find a medical justification behind each diagnosis. For each diagnosis, we computed the top medical events that our predictor used as the leading cause. Most findings were precise and clinically insightful (thanks to our medical doctor collaborators for examination). We list a few examples here. Chronic kidney disease (CKD) is predicted after finding late manifestations of joint, soft tissue, and bone problems coexist (musculoskeletal). In addition, over the counter pain killers (nonsteroidal ant-inflammatory drugs), can cause CKD; however, this problem often goes unrecognized by health care providers, especially when they do not check kidney function. Another example is pneumonia, where our predictor associates glossitis, which can lead to problems in protecting patients’ airways, with pneumonia. Chest deformity can damage blood vessels (capillaries) in the lungs, allowing more fluid to pass into the lungs, making the patient more sensitive to bacteria, viruses, fungi, or parasites infections. Vocal cord diseases can also lead to pneumonia so as autosomal anomalies where abnormal chromosomes make patients at increased susceptibility to respiratory disease like pneumonia and other infectious disease. Another example, obstructive sleep apnea is predicted through structural and mechanical problems like acute tracheitis without mention of obstruction, scoliosis, and obesity, in addition to inflammation in the nasal membranes like allergic rhinitis and poisoning by opiates and related narcotics, which cause sleep disturbance and hypoventilation (decrease in respiratory rate).

Yet another example is that cirrhosis of the liver without ETOH linked with several hepatitis C disorders. Hepatitis C can be a precursor to nonalcoholic cirrhosis. Malignancy of the rectosigmoid junction would rarely cause cirrhosis, but can sometimes result in liver metastasis that can cause laboratory abnormalities similar to those found in cirrhosis—that is why our predictor slightly linked them together. Our predictor was able to learn patterns of these diagnoses without the supervision of a medical practitioner.

**Decay - Temporal Effect**

Figure 11 illustrates the effect of adding temporal factor to the PDPS prediction model. Adding temporal factor forced the model to focus more on the recent events and to leave older ones with less influence. The main observation here is that different diseases behave distinctly. Some diagnoses like “volume depletion disorder” and “anemia” decreased in AUC as we increased decay factor, which means that those diseases are predicted more accurately by looking at the entire patient history. Others like “end-stage renal disease” increased AUC when increasing the decay factor, which implies that the model had to focus on the last few events to be able to predict it. Most of the diagnoses like “aortic valve disorder” and “hyperlipidemia” had a bell shaped curve with different optimal decay value. This phenomenon applies to all methods including the baseline.
Figure 10. Patient-diagnosis projection similarity (PDPS) area under the receiver operating characteristic curve (AUC) of 30 diagnoses on the medical information mart for intensive care III (MIMIC III) dataset. (A) septicemia NOS, (B) hypothyroidism not otherwise specified (NOS), (C) protein-cal malnutr NOS, (D) pure hypercholesterolem, (E) hyperlipidemia not elsewhere classifiable (NEC/NOS), (F) hyposmolality, (G) acidosis, (H) Ac posthemorrhag anemia, (I) anemia-other chronic dis, (J) thrombocytopenia NOS, (K) depressive disorder NEC, (L) obstructive sleep apnea, (M) hypertension NOS, (N) Hy kid NOS w cr kid I-IV, (O) Hyp kid NOS w cr kid V, (P) old myocardial infarct, (Q) Crnry athrscl natve vssl, (R) atrial fibrillation, (S) congestive heart failure NOS, (T) pneumonia, organism NOS, (U) Chr airway obstruct NEC, (V) food/vomit pneumonitis, (W) pleural effusion NOS, (X) pulmonary collapse, (Y) cirrhosis of liver NOS, (Z) acute kidney failure NOS, (a) end-stage renal disease, (b) chronic kidney dis NOS, (c) osteoporosis NOS, and (d) Surg compl-heart.

Figure 11. Effect of decay on patient-diagnosis projection similarity (PDPS) similarity.

Data Balancing

Health data are often uneven where some diagnoses are more common than others. For example, in the MIMIC-III dataset, “gout” is less common than “congestive heart failure.” This can affect the downstream predictive models and we tried to mitigate it by balancing the dataset. However, balancing the dataset was not an easy task because admissions tended to be labeled with multiple diagnoses, for example, diabetes (ICD-9: 250.00) and congestive heart failure (ICD-9: 428.0). Therefore, when we try to balance an infrequent diagnosis, by duplicating some of its sequences randomly, we increase the rate of other diagnoses that happened with the infrequent one. We approximated the balance by making sure that each diagnosis appeared in at least 8% of the total sequences. This step was done by duplicating random samples that contained infrequent diagnoses until all diagnoses passed the 8% threshold.

As shown in Figure 12, balancing had small impact on the overall performance. Context representation did not change a lot from adding the same sequence again, and that explains why our model did not benefit from rectifying skewness.
**Dynamic Window**

Recall that dynamic window defines different window sizes for each word in the sequence. In PDPS, we defined the window to be 365 days, so any medical event that happened before that would be discarded, so that they have no influence on the contextual representation. As can be seen from Figure 12, there is a minor impact on overall performance because we believed that the dynamic window was being overshadowed by the temporal decay. In other words, the influence of old events was limited due to our adaptation of the temporal factor, eliminating it by dynamic window was not going to bring a significant change.

The results show that a predictive models using semantic extraction worked better than baseline learning methods. The PDPS method achieved the highest mean performance across 80 different diagnoses. Each diagnosis reached its highest AUC on a different decay constant lambda, this variation depended on the nature of the disease. We also exposed different variations that included dynamic window and balancing the dataset.

**Discussion**

**Limitations and Future Work**

The proposed studies have several limitations. When making predictions for our datasets, we neglected demographic information such as age, gender, and race. One way of incorporating this information is by injecting extra words in the sequences, for example, gender could be represented as ‘g_Male’ and ‘g_Female’. We believe that some demographic information is already embedded within the medical event vector representation, for example, normal delivery (with ICD-9 code: 650) would also imply that the patient is a female. Therefore, adding vocabulary to explicitly identify the demographics may not improve the model significantly. We will test this hypothesis in future work.

Most learning models deal with a group of hyperparameters like decay factor, window, size, and space dimension. Tuning those parameters consumes a considerable amount of time and effort, especially for collaborative filtering. PDES and PDPS are substantially faster so we are able to tune the parameters and reuse them for collaborative filtering method.

Medical error is one of the issues with which all early prognosis predictors have to deal [26]. Medical error might include misdiagnosis, delayed, inaccurate, or incomplete diagnosis. Diseases related to inflammation, autoimmune, or mild infection (with ICD-9 codes: 424, 507, 511, etc) has no specific symptoms; need extensive lab work; and could still be incorrectly analyzed. When training contextual representation, a sequence in the training set with misdiagnosis could slightly modify vector projection of medical events, which might be negligible. On the other hand, a misdiagnosed test sequence could alter the overall performance. There are some diseases, such as pneumonia (486) and septicemia (038), which develop quickly and do not have a history pattern. Thus PDPS does not do very well (AUC slightly over 0.60 for those difficult cases). We might need to develop new and customized models to predict these special cases.

Another limitation of our approach is that it assumes the sequence events are sampled at the same frequency (without considering the order of tied events), which means the temporal effect is not accurately represented. We can solve this problem by incorporating each event with timestamp in combination with dynamic window for the accurate representation.

**Conclusion**

We developed a sequential prediction model of clinical phenotypes based on contextual embeddings of medical events. Using the vector representation as features for our PDPS model, we were able to achieve a mean AUC of 0.67 and a median AUC of 0.65 (AUC ranging between 0.54 and 0.85) on 80 diagnoses from MIMIC dataset. The results demonstrated that learning EHR could benefit from abstracted contextual embeddings, which also preserved the semantics for human interpretation.

Our approach suggested a new way to learn EHR using contextual embedding methods, where we believe there is still much to discover. In this paper, we explored a set of prediction methods that exploit medical event embeddings. The experimental results showed that our best predictor is able to...
efficiently learn 14,080 medical cases with 10-fold cross validation under 15 minutes as well as achieved an AUC better than most state-of-the-art methods. We recognize that some diagnoses are still hard to predict either due to their medical complexity and wind up misdiagnosed or due to their sudden unexpected nature. In future work, we plan to focus on making temporal factors more accurate and fusing demographic information within patient medical event sequences.
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Abstract

Whether it is the result of a tragic news story, a thoughtful commentary, or a segment on the entertainment networks, patient privacy rights are never far from the top of our minds. The Privacy and Security Rules contained in the Health Insurance Portability and Accountability Act of 1996 (HIPAA) represent a concerted effort to protect the privacy and security of the volumes of patient data generated by the health care system. However, the last twenty years has seen innovations and advancements in health information technology that were unimaginable at that time. It is time for innovation to the Privacy and Security Rules. We offer a common and relatable scenario as proof that certain Privacy and Security Rules can tie the hands of educators and innovators and need to be transformed.
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Introduction

Recently we came across an art exhibit hosted by a prestigious American school in which a portable printer was set to download the messages sent through a hospital’s digital pager system. We understand the artist stumbled upon the messages innocently one day while scanning various radio frequencies. The realization that pager data was so easily accessible prompted the artist to create the unique installation. This bold and creative act calls our attention to the abundance of intricate technology in our health care system, the lack of intention to the unintended consequences of its use, and the need we have to deploy technology safely. In other words, there is an innovation gap in play.

Weiss and Legrand (2011) define the innovation gap as the difference between the stated importance of innovation and the actual results achieved in an organization [1]. In its day, the Health Insurance Portability and Accountability Act of 1996 (HIPAA) represented a significant advance: society’s commitment to the protection of patient data, defending their rights by keeping sensitive health care information private and secure. Over a decade later, the Health Information Technology for Economic and Clinical Health (HITECH) Act [2] included in the American Recovery and Reinvestment Act (ARRA) stimulus legislation (2009) acknowledged some of the technological enhancements associated with the science of health care delivery and increased the penalties associated with violating the Act in a collective effort to promote the proper guardianship of health care data (Department of Health and Human Services, DHHS) [3]. The Security Rule was created with unusual foresight as a set of flexible requirements that could change and adapt with innovation.

Yet every week, the headlines online and in the papers discuss significant HIPAA infractions. The US Office for Civil Rights maintains a website dedicated to the public reporting of breaches affecting 500 or more individuals [4]. Online bloggers have...
publicly questioned whether details leaked to the press about the circumstances surrounding the recent death of the artist Prince constituted a HIPAA violation [5], illustrating the heightened anxiety the general public feels about the ability of the health care profession to adequately protect the privacy and security of health care data. The scholarly literature continues to report that concerns about data breaches is a chief concern of patients, ultimately affecting the trust a patient places in a provider and in a health care facility [6]. We listen to stories from our friends and patients about the battles they have mounted to gain access to their own health care data.

We wrestle within our own organizations to make sense of HIPAA and to deploy its requirements responsibly while rolling out the next generation of health information technology (HIT), like real-time clinical dashboards and apps. Some have argued the iniquitousness of a rule that applies to health care apps but not consumer apps, even when they contain similar information [7-9]. We struggle to train a new generation of health care providers on electronic health record (EHR) systems and we refuse to share data with researchers out of fear of violating the rules. In short, it seems at times that our use of the Privacy and Security Rules has not adapted or supported the achievements and demands of health care.

We propose that health care leaders consider the significance of the innovation gap by deliberating a common scenario, one encountered by the authors on a regular basis: the EHR demonstration. Leaders in health care facilities who are justifiably proud of their EHR system are often approached by colleagues, educators, and vendor prospects to give demonstrations. Demonstrations are conducted for a variety of purposes: to show a colleague something that is especially fantastic or problematic with a particular system, to train health care providers, clinicians, or support staff, or to close a big sale. While the opportunity to showcase a beautiful system seems like a helpful thing to do – a professional courtesy of sorts – the facility ("covered entity") ought to carefully consider its responsibilities under the Act before agreeing to provide a demonstration.

Recently, one of the authors attended three different EHR demonstrations alongside a group of health care administration graduate students. Each of the demonstrations was given in a live production database and two out of the three used real patient encounters to demonstrate various scheduling, registration, billing, and clinical documentation scenarios. One student whose wife was a patient in one of the practices spent the entire session overwhelmed with anxiety that the next record revealed would be one with which he was intimately familiar. This viewpoint provides health care leaders with a short review of HIPAA essentials, offers a compelling scenario suggesting the need for innovation, and provides suggested approaches to protecting patient privacy, working within the current confines of the HIPAA Privacy and Security Rules.

### What is Protected Health Information?

Protected health information (PHI) includes all individually identifiable health information held or transmitted by a covered entity (or its business associates) in any form. Individually identifiable health information is that which is created or received by a health care provider, health plan, employer, or health care clearinghouse which (1) relates to the past, present, or future physical or mental health or condition of an individual, the provision of health care to an individual, or the past, present, or future payment for the provision of health care to an individual; and (2) either identifies the individual or can be used to identify the individual. Electronic protected health information (e-PHI) is PHI that is maintained or transmitted in an electronic media, such as an EHR or practice management system and is afforded the same protections.

### Why Do I Have to Protect It?

The Privacy Rule prohibits covered entities from using and disclosing PHI (including e-PHI), except as permitted or required by the Rule. The Security Rule requires covered entities to maintain reasonable and appropriate administrative, technical, and physical safeguards to protect e-PHI. For example, a covered entity must ensure the confidentiality of, anticipate threats to, and protect against impermissible uses and disclosures of e-PHI that resides in an EHR or practice management system by using safeguards such as complex and changing passwords, firewalls, and locking the server room. Failing to comply with the Privacy or Security Rule may result in civil monetary and criminal penalties. In addition, violations of the Privacy Rule may require written notifications of the impermissible use or disclosure to the affected individual(s), the Office for Civil Rights, and the media.

### When Can Protected Health Information Be Used or Disclosed?

Generally speaking, the Privacy Rule prohibits covered entities from using or disclosing an individual’s PHI without first obtaining the individual’s prior written authorization. However, there are a number of exceptions to this Rule (Textbox 1).

**Textbox 1. Exceptions to the Privacy Rule.**

1. Giving information to the individual.
2. For treatment, payment, and health care operations (see [10] for a quick definition of these terms).
3. To persons involved in the individual’s care after providing the individual with an opportunity to verbally agree or object, except in emergencies (eg, using the individual’s name in a facility directory, paying a spouse’s bill, and picking up a prescription for a family member).
4. Incidental disclosures of PHI resulting from a permitted use or disclosure (eg, a person glimpses another patient’s name on a sign-in sheet).
5. For certain public interest purposes, such as disclosures that are required by law (eg, communicable diseases or child abuse).

---
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What Can Be Disclosed?

At best, it is unclear whether a covered entity can disclose PHI during a demonstration. If a health care facility was under investigation for a violation, you might retrospectively argue that the Privacy Rule’s definition of “health care operations” includes “training programs in which students, trainees, or practitioners in areas of health care learn under supervision to practice or improve their skills as health care providers” and “training of non-health care professionals”. After all, a reasonable person may question how we plan to adequately train a new generation of programmers, information technology professionals, data scientists, business administration, and clinical students without acquainting them with one of health care’s most powerful tools. However, we would not prospectively advise a covered entity to disclose PHI during a demo based on this argument. Even if the disclosure is permitted, the covered entity must comply with the Privacy Rule’s minimum necessary and reasonable safeguard requirements, which means the covered entity must have reasonable safeguards in place to ensure it only discloses the minimum PHI necessary for the demo. This is easier said than done. For these reasons, practices are safer by not disclosing any PHI during a demo. In addition, since there is a risk of improper and incidental disclosures of PHI while the demo participants are in your office, you must ensure that safeguards are in place to minimize these risks.

What Should I Do?

Tips that can help you prepare for a satisfying EHR demonstration while fulfilling your obligations under the Privacy and Security Rules are shown in Textbox 2.

It is important to remember that innovation does not simply happen once. A learning organization will revisit their policies and procedures related to the protection of data at least annually, or when a change in infrastructure demands (another requirement of the Act). Furthermore, we ought to consider that an Act that was innovative in 1996 may no longer solve the problems it was created to address, partly because the nature of the problem has changed. Academia has a desperate need to train students on the optimal use of EHR and practice management systems, which are commonplace across the country and represent the new standard of care. Health care businesses have an urgent need to partner with professionals and scholars who can analyze and make sense of their own EHR data. Industry could innovate and invent solutions to pressing and costly problems with adequate access to information. However, health professions training, big data, pharmacogenetics, and the re-selling of health care datasets are issues scantily addressed by the Act. We are well served to remember that innovation is best thought of as a process, not an outcome, that occurs within social environments that are dynamic and constantly changing [11]. We posit that health care needs innovation in the Privacy and Security rules to address the complexity that is inherent within the system in which we work and seek care.

Textbox 2. Tips to help you prepare for a satisfying EHR demonstration.

- Develop a policy and procedure for your HIPAA Privacy and Security set to explain the rules governing demonstrations of your EHR or practice management systems.
- Educate staff on the Privacy and Security Rules and your privacy and security policies and procedures (eg, be clear about what constitutes PHI, such as names on schedules).
- Always demo out of a test, build, or train (non-production) database.
- Ensure that the demo database does not contain actual PHI (sometimes configuration databases are back-loaded with real patient data from the live system).
- If you do not have a unique demo database:
  - Make sure there is a unique demo user login to your production database that does not have access to live patient data (eg, tasks, documents, and labs to review) and instead, demo test patients (eg, Donald Duck, James Cerner, and Abbey Allscripts).
  - Consider preparing a demo using screen shots (PHI redacted) on PowerPoint slides instead of using your production EHR. This is especially effective with “live” technologies such as telemedicine systems or state-run drug database inquiries.
- If appropriate to your situation, ensure your guests have signed a business associate agreement.
- Keep a log of dates and times when demos were provided and the names of attendees.
- Ask attendees to put mobile phones and tablets (eg, devices with cameras) in a basket before the demo begins and give them back when the demo is complete.
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Abstract

Background: The process of documentation in electronic health records (EHRs) is known to be time consuming, inefficient, and cumbersome. The use of dictation coupled with manual transcription has become an increasingly common practice. In recent years, natural language processing (NLP)–enabled data capture has become a viable alternative for data entry. It enables the clinician to maintain control of the process and potentially reduce the documentation burden. The question remains how this NLP-enabled workflow will impact EHR usability and whether it can meet the structured data and other EHR requirements while enhancing the user’s experience.

Objective: The objective of this study is evaluate the comparative effectiveness of an NLP-enabled data capture method using dictation and data extraction from transcribed documents (NLP Entry) in terms of documentation time, documentation quality, and usability versus standard EHR keyboard-and-mouse data entry.

Methods: This formative study investigated the results of using 4 combinations of NLP Entry and Standard Entry methods (“protocols”) of EHR data capture. We compared a novel dictation-based protocol using MediSapien NLP (NLP-NLP) for structured data capture against a standard structured data capture protocol (Standard-Standard) as well as 2 novel hybrid protocols (NLP-Standard and Standard-NLP). The 31 participants included neurologists, cardiologists, and nephrologists. Participants generated 4 consultation or admission notes using 4 documentation protocols. We recorded the time on task, documentation quality (using the Physician Documentation Quality Instrument, PDQI-9), and usability of the documentation processes.

Results: A total of 118 notes were documented across the 3 subject areas. The NLP-NLP protocol required a median of 5.2 minutes per cardiology note, 7.3 minutes per nephrology note, and 8.5 minutes per neurology note compared with 16.9, 20.7, and 21.2 minutes, respectively, using the Standard-Standard protocol and 13.8, 21.3, and 18.7 minutes using the Standard-NLP protocol (1 of 2 hybrid methods). Using 8 out of 9 characteristics measured by the PDQI-9 instrument, the NLP-NLP protocol received a median quality score sum of 24.5; the Standard-Standard protocol received a median sum of 29; and the Standard-NLP protocol received a median sum of 29.5. The mean total score of the usability measure was 36.7 when the participants used the NLP-NLP protocol compared with 30.3 when they used the Standard-Standard protocol.

Conclusions: In this study, the feasibility of an approach to EHR data capture involving the application of NLP to transcribed dictation was demonstrated. This novel dictation-based approach has the potential to reduce the time required for documentation
and improve usability while maintaining documentation quality. Future research will evaluate the NLP-based EHR data capture approach in a clinical setting. It is reasonable to assert that EHRs will increasingly use NLP-enabled data entry tools such as MediSapien NLP because they hold promise for enhancing the documentation process and end-user experience.

\textit{(JMIR Med Inform 2016;4(4):e35) doi:10.2196/medinform.5544}
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**Introduction**

**Electronic Health Records and Data Entry**

Electronic health records (EHRs) permeate most medical practices in the United States [1]. A promising feature of EHRs is that they provide machine-readable structured data that can be stored electronically, so that patient-centered information can be reviewed, retrieved, reported, and shared in real time to facilitate patient care. Although narrative data entry supports a measure of flexibility, structured data entry confers a number of advantages such as ready access to clinical decision support and interoperability between EHRs and health information exchanges. To achieve the full complement of these benefits, health care providers must generate clinical notes and reports in both human-readable and machine-readable formats. This adds effort to the documentation workflow [2,3] and requires new computer skills of physicians. The additional work required has led to a growing number of data entry alternatives [4], which is the subject of this paper.

Since their inception, EHRs “have been proposed as a means for improving availability, legibility, and completeness of patient information” [5]. The potential benefits of EHRs as instruments of patient care are widely recognized. Spurred by the 2009 US Health Information Technology for Economic and Clinical Health (HITECH) Act and accompanying incentives for providers to use EHRs, advancements in EHR technologies and implementation in the United States have grown rapidly. Approximately 78% of office-based physicians reported using some form of EHR in 2013 [6]. The role of EHRs is now considered integral to achieving federal health care goals, as expressed in the Meaningful Use mandate, for example. This has compelled physicians to adapt to new methods of documentation with concomitant changes to clinical workflow. This has resulted in great uncertainty about the impact of these requirements on the effective application of EHR systems [7].

As EHR implementations continue, physicians frequently express dissatisfaction with EHR documentation methods and usability [8]. Problems associated with usability impact not only the quality of patient records but can even contribute to compromised patient safety [9,10]. EHR documentation places ever-increasing demands on clinicians’ time, which contributes further to diminished quality of documents (eg, replete with irrelevant, redundant, and erroneous information) and physician dissatisfaction. EHR usability is a complex problem involving a multitude of factors [11-13], many of which are beyond the scope of this study. The focus in this paper is on the usability of data capture methods designed to enhance and potentially alleviate some of the burden resulting from manual input methods.

**Natural Language Processing–Based Solutions**

Natural language processing (NLP) has emerged as a viable solution for clinical data capture. Many challenges remain for keyboard-and-mouse entry, namely, having to type text and negotiate the often unwieldy EHR interface to record information in structured fields. This is exacerbated by the fact that much of the EHR content continues to be unstructured [3,14]. A 2015 American Medical Informatics Association report identified time-consuming data entry as a problem with EHRs and recommended improving the EHR interface by allowing “multiple modes of data entry to accommodate provider preferences, including voice, typing, clicking, and handwriting recognition” [15].

Although most clinical information in EHRs is stored as unstructured data, such as clinical narrative, its electronic capture or retrieval has been challenging [16]. NLP has the potential to enable the clinician to reduce the documentation burden with the advantages of dictation—efficiency, usability, and quality—and also satisfy the needs for both machine-readable structured data and human-usable rich text in the EHR.

Problems associated with the time required for documentation and usability are well established. However, there is also evidence to suggest that quality of EHR documents (eg, progress reports) is problematic [17,18]. Physician documents often contain redundant, extraneous information or missing and inaccurate patient data [17]. EHR notes are not optimally used to either facilitate clinical communication or enhance patient care [8]. The measure of the quality and completeness of data in the EHR represents a challenging issue [19,20]. Stetson and colleagues [21] developed a tool for quantifying documentation quality, the Physician Documentation Quality Instrument (PDQI), and demonstrated its construct validity and internal consistency reliability. The initial tool consisted of 22 items and was subsequently reduced to a 9-item tool in order to facilitate its real-world application. The instrument can be used to assess the output quality of EHR note modules, as well as explain the components of document areas in need of improvement. Stetson and colleagues [21] assessed the interrater reliability using the intraclass correlation for consistency of average measures on the PDQI-9 total scores and found it to be 0.83 (CI 0.72-0.91). The tool can reliably be used to compare documentation methods and changes in quality resulting from a change in such methods.

In this study, we were focally concerned with testing NLP-enabled dictation-based data capture as a potential solution for relieving the increased burden of documentation. The benchmarks of performance include measures of time, data
quality, and usability. According to Cimino [5], “Improvements in the documentation process hold promise for more than simply reduced data entry effort and more readable notes. If impressions and plans can be captured as explicit data elements, using standard terminology, rather than being buried in the narrative text of a note, EHRs could use this information to better support clinical work flow.” As a result of physicians capturing explicit data elements, their clinical reasoning can be made more transparent and more easily available to colleagues caring for the same patient via electronic access to their EHR or data exchange.

### Data Capture Methods

A variety of modalities have been used for creating clinical documentation for EHR data capture or extraction to generate structured, actionable data (ie, data that are consumable, usable, reusable by a computer, and exchangeable with other computer systems in an efficient manner). These modalities include paper-based records transfer; verbal communication; direct entry or direct entry with macros; electronic templates; “Smart Forms”; dictation using speech recognition, sometimes known as voice recognition or continuous speech recognition; transcription or transcription with manual error correction; patient-recorded data (various methods); and hybrids, with or without NLP data capture, also termed “text processing” [22]. Rosenbloom et al observe that in spite of a “profusion of computer-based documentation (CBD) systems that promote real-time structured documentation,” it is a challenge “integrating clinical documentation into workflows that contain EHR systems.” They further note that health care providers prefer the ability to achieve a certain balance by both using a standardized note structure and having the flexibility to use expressive narrative text, facilitated by speech recognition. NLP systems afford that expressivity in developing a patient narrative as well as offering the capability to encode structured notes in a range of clinical document types and forms [22,23].

Figure 1 illustrates 5 alternative dictation-based EHR data capture methods. The NLP Entry method used in the study is shown in the center of the figure (labeled as 3), with bold arrows and boxes. Methods 1 and 4 show speech recognition and transcription, respectively, converting dictation to text that is inserted into the EHR. Methods 2 and 3 show NLP being applied to the speech-recognized and transcribed text, respectively, to generate structured data that are inserted into the EHR alongside the text. Method 5 shows a human scribe manually entering text and structured data into the EHR immediately in live time as the physician dictates or at a later time from recorded dictation.

NLP encompasses a family of methods for processing text. These methods have been used for a range of EHR applications [24] including information extraction [25], information retrieval [26], question answering, and text summarization [27]. NLP has also been used for the automatic encoding of narrative text into EHRs [4,28]. NLP and associated technologies used in conjunction with dictation for capturing and structuring medical data have advanced considerably in recent years [4,29].

Whereas relatively few NLP systems for structured clinical data capture are implemented outside academic medical centers [22], NLP is gaining more traction as a viable commercial technology for populating EHRs. In addition to the MediSapien NLP (ZyDoc Medical Transcription LLC) application used in this study (the user interface for which is shown in Figure 2), there are a limited number of other NLP products being marketed or developed for use with EHR systems to enable NLP Entry (ie, free-text data capture, structuring, and EHR population). For example, both M*Modal [30] and Nuance [31] offer dictation products with voice recognition that structure some data for EHRs. Certain EHR vendors, such as Allscripts, Greenway, and Cerner among others, have integrated the M*Modal or Nuance technologies into their EHRs [32]. Other NLP-based research studies (including one on the interpretation of free-text Papanicolaou test reports for clinical decision support [33] and another on the use of “cognitive analytic tools to gain insight from all types of healthcare information,” including “knowledge-driven decision support” and “data-driven decision support” [34]) demonstrate the increasing importance of NLP in generating and analyzing structured health data.

The NLP engine used by the MediSapien NLP data capture application is the Medical Language Extraction and Encoding System (MedLEE), which was developed at Columbia University in the Department of Biomedical Informatics. MedLEE accepts unstructured clinical text inputs and outputs structured clinical information in a variety of formats [35]. Utilizing clinical lexicons, it is able to normalize clinical concepts in the text to conform to various standard terminologies. It is also able to identify, among other attributes, negation, degrees of certainty, temporal data, and results associated with the identified clinical concepts. MediLee has been used for a number of data extraction purposes but was not specifically optimized for generating clinical documentation [36]. A commercially available version of MedLEE is now licensed and maintained by Health Fidelity under the product name REVEAL.

Developed by ZyDoc Medical Transcription, the MediSapien NLP data capture application allows doctors to use unstructured dictation to capture structured data in the EHR. MediSapien NLP preprocesses documents, leverages the MedLEE NLP engine, and postprocesses the NLP output using patent-pending processes that augment the NLP engine’s output. It also enables a workflow by which (1) the physician dictates, (2) the dictation is transcribed or subjected to speech recognition, (3) MediSapien NLP generates structured data from the transcription, and (4) the structured data and text are inserted into the EHR, although we simulated the EHR interface in the study.

Figure 2 shows part of a screen from the MediSapien NLP application in which source text is displayed on the left, with medical concepts highlighted, and structured data generated from the source text are displayed on the right. The document included in Figure 2 was selected to illustrate the volume of structured data generated by the MediSapien NLP application; the text was not produced as part of the study presented in this paper. As an indication of the volume of data generated by MediSapien NLP, the average number of clinical concepts and corresponding modifiers identified in a sample of notes from the study using the NLP-NLP protocol was 392. These concepts are coded in various standard terminologies—including ICD-10-CM (International Classification of Diseases, Tenth Edition).
Revision, Clinical Modification); ICD-9-CM (International Classification of Diseases, Ninth Revision, Clinical Modification); SNOMED-CT (Systematized Nomenclature of Medicine, Clinical Terms); RxNorm; LOINC (Logical Observation Identifiers Names and Codes); and CPT (Current Procedural Terminology)—depending on the type of concept identified. Modifiers are structured data elements that provide additional properties related to a clinical concept. Examples of modifiers include body location, status, and dose (as shown on the right side of Figure 2).

It should be noted that this was a formative study designed to investigate the comparative effects of data capture methods enabled by the NLP system. The focus of the analysis was on characterizing interactive behavior and system usability rather than the NLP method. Future studies will investigate the efficacy of the NLP processes used by the system.

The objectives of this study were to (1) measure the effects, relative to using Standard Entry only, of using 3 NLP-based documentation protocols on EHR documentation time and quality and (2) measure the effects of an NLP Entry–based protocol and a Standard Entry–based protocol on the usability of the documentation process.
Figure 1. Five dictation-based electronic health record (EHR) data capture methods.
Figure 2. MediSapien NLP application user interface, illustrating the volume of structured data generated by MediSapien NLP. NLP: natural language processing.

Methods

Study Overview

The study evaluated an NLP-enabled solution for documentation. Specifically, we focused on three problem areas related to EHR data capture: (1) efficiency, including time required for data capture; (2) effectiveness, encompassing documentation quality; and (3) physician satisfaction, based on usability. We compared a novel dictation-based protocol using MediSapien NLP for structured data capture (“NLP-NLP”) against a standard, keyboard-and-mouse structured data capture protocol where the study participant was instructed to generate EHR documentation as in normal clinical practice (“Standard-Standard”) as well as 2 novel hybrid protocols (“NLP-Standard” and “Standard-NLP”) to determine which protocols provided better results in terms of data capture time, documentation quality, and physician satisfaction. The hybrid protocols were included because we anticipated that mixed forms and modalities of interaction may serve as realistic alternatives to a one-dimensional NLP approach or standard data entry. For example, certain parts of clinical notes may be better served by one modality of entry or the other; a note’s assessment and plan sections are often more given to free text and may therefore be suited to a dictation-based modality, whereas a note’s history and physical examination sections are less so and therefore may be better suited to a different modality. A hybrid approach may offer greater flexibility and can be adapted to the preferences of individual users. The study presented here is formative work that focused more directly on the nature of user interaction and the user experience rather than the efficacy or precision of the NLP system or the system for insertion of data in the EHR. These will be addressed in the next phase of research.

Study Design

This study contrasted 4 conditions involving combinations of NLP Entry and Standard Entry (referred to in this paper as documentation protocols) on the following measures: documentation time, documentation quality, and usability of the documentation process.

The Standard Entry method (ie, how physicians typically use an EHR to document) entailed using a keyboard and mouse for typing text and negotiating the graphical user interface (eg, drop-down menus, check-boxes) to record information in structured fields. In the NLP Entry method, the participants dictated the content of the documents. They did not enter any documentation using the keyboard or mouse. Their dictation was transcribed, and the transcription was inputted into the MediSapien NLP application. That application outputted a document containing structured data (an example of which is shown in Figure 2) generated from the transcription. Following precise instructions, study assistants entered the transcribed text and part of the generated structured data into a Microsoft Word document to produce a final note.
In the study, each physician was asked to document 4 notes using 4 methods including 1 control method (Standard-Standard protocol) and 3 experimental protocols consisting of combinations of NLP Entry and Standard Entry for documenting different parts of the note, as presented in Table 1. The Standard-NLP protocol involved using Standard Entry to generate the history and physical examination sections and NLP Entry to generate the assessment and plan sections. The NLP-Standard protocol involved using NLP Entry for the history and physical examination sections and Standard Entry for the assessment and plan sections. The NLP-NLP protocol involved using NLP Entry for the entire note. The order in which the protocols were used was randomized for each participant.

### Participants

Physician participants were recruited through referrals. Two of the coauthors (BS and PS) referred us to several physicians who in turn made additional referrals. The inclusion criteria for the participants were as follows: (1) must be a neurologist, cardiologist, or nephrologist, the 3 specialties included in the study; (2) must be a senior resident, fellow, or attending; and (3) must be a current user of the Columbia University Medical Center’s (CUMC) Crown Allscripts EHR (Chicago, IL). The participants were each compensated US $500 for their efforts.

### Setting

This study was conducted at CUMC. The test protocol was administered with physician participants at their offices. Fictitious patients were created for the study, and the participants documented their cases in a test environment of the Crown Allscripts EHR, which was the same EHR in which the participants documented during normal clinical practice. Participants were all experienced users of the system. The Crown Allscripts EHR had been in use in excess of 5 years at CUMC as of the time of the study. This test environment contained the same custom templates that participants used during normal clinical practice. As a result, the Standard Entry method simulated documentation during normal clinical practice as closely as reasonably possible.

### Test Scripts

The test scripts were based on anonymized transcription documents that were modified by 4 expert clinicians (2 fellows and 2 attending physicians). These clinicians were not participants in the study. The test scripts consisted of history and physical examination sections but excluded assessment and plan sections. After reviewing test scripts that described cases of the fictitious patients, the participants generated 4 multisectional consultation or admission notes using 4 documentation protocols (Table 1).

### Procedure

First, each participant read the instructions for generating consultation or admission notes based on the 4 provided test scripts, an example of which is shown in Figure 3. The instructions indicated that the participant must generate documentation without copying verbatim any part of the test script and that the assessment and plan sections of these notes would be generated based on the participant’s medical judgment.

Second, the participant was asked to review the test scripts and to generate 4 notes from 4 test scripts, 4 examples of which are shown in Figures 4-7.

Third, for documentation in which NLP Entry was used, the participant’s dictation was transcribed; the transcription was processed by MediSapien NLP; and the transcription, structured data generated, and any documentation generated for the note by Standard Entry (if applicable) were combined to create the final note. A simulated interface and simulated note were used for NLP Entry: following a protocol, study assistants copied the generated unstructured and structured data into a Microsoft Word document to generate the final note. For Standard Entry, an actual EHR interface was used.

Finally, after reviewing their final notes, the participants completed 2 System Usability Scale (SUS) surveys [37] to evaluate the usability of the NLP-NLP protocol and the Standard-Standard protocol. Given the limited availability of clinicians’ time, we determined this would be the most important contrast to include in the study. The SUS is a widely used and reliable tool. It consists of 10 Likert items measured on a 5-point scale (ranging from “completely agree” to “completely disagree”) [38]. Half of the items are framed as positive questions (eg, “easy to use”) and half are negative (eg, “unnecessarily complex”). The scores were tabulated accordingly. The surveys were made available in SurveyMonkey, a Web-based survey application. The SUS was slightly modified for language and context. The questions with tabulated responses are presented in Table 2.

### Table 1. Documentation methods used for each documentation protocol.

<table>
<thead>
<tr>
<th>Documentation protocols</th>
<th>Documentation method for history and physical examination</th>
<th>Documentation method for assessment and plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLP-NLP</td>
<td>NLP Entry</td>
<td>NLP Entry</td>
</tr>
<tr>
<td>NLP-Standard</td>
<td>NLP Entry</td>
<td>Standard Entry</td>
</tr>
<tr>
<td>Standard-NLP</td>
<td>Standard Entry</td>
<td>NLP Entry</td>
</tr>
<tr>
<td>Standard-Standard (control)</td>
<td>Standard Entry</td>
<td>Standard Entry</td>
</tr>
</tbody>
</table>

aNLP: natural language processing.
Table 2. Summary of usability scores (mean, SD) and paired t test comparisons between use of the Standard-Standard and the NLP-NLP protocols (n=23 cases); scores have been normalized such that higher scores indicate greater usability.

<table>
<thead>
<tr>
<th>Usability question</th>
<th>Standard-Standard, mean (SD)</th>
<th>NLP(^a)-NLP, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this method frequently for admitting notes.</td>
<td>2.9 (0.9)</td>
<td>3.3 (0.8)</td>
<td>.21</td>
</tr>
<tr>
<td>I found this method unnecessarily complex.</td>
<td>2.5 (1.4)</td>
<td>3.8 (0.8)</td>
<td>.003</td>
</tr>
<tr>
<td>I thought this method was easy to use.</td>
<td>2.8 (1)</td>
<td>4.2 (0.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I think that I would need assistance to be able to use this method.</td>
<td>3.3 (1.1)</td>
<td>3.6 (0.9)</td>
<td>.24</td>
</tr>
<tr>
<td>I found the various functions in the processes of the method were well integrated.</td>
<td>2.6 (0.9)</td>
<td>3.2 (1)</td>
<td>.05</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this method very quickly.</td>
<td>3.0 (0.9)</td>
<td>3.8 (0.7)</td>
<td>.01</td>
</tr>
<tr>
<td>I found this method very cumbersome/awkward to use.</td>
<td>2.6 (1.1)</td>
<td>3.7 (0.9)</td>
<td>.004</td>
</tr>
<tr>
<td>I felt very confident using this method.</td>
<td>3.6 (0.8)</td>
<td>3.4 (0.8)</td>
<td>.43</td>
</tr>
<tr>
<td>I would learn to use a lot of things before I could get going with this method.</td>
<td>3.6 (1)</td>
<td>3.8 (0.8)</td>
<td>.40</td>
</tr>
<tr>
<td>I feel the method would fit well in my existing workflow.</td>
<td>2.8 (0.9)</td>
<td>3.4 (0.9)</td>
<td>.08</td>
</tr>
</tbody>
</table>

\(^a\)NLP: natural language processing.

Figure 3. Example of a neurology test script.

**DOCUMENTATION METHOD:**
**Test Subject ID:**
**Patient ID:**
**MRN:**
**Diagnosis:**
**DoS:**
**Job Type:**
**Admission Note**

**BACKGROUND INFORMATION:**
You were contacted by the neuroradiologist for the patient who sent the patient for an elective admission with possible adult hydrocephalus. You are asked to write a admitting note.

**CHIEF COMPLAINT:**

**HISTORY OF PRESENT ILLNESS:**
This is a 54 year old right handed woman who was generally well until about 6 months ago. At that time, her husband noticed she had some difficulty with her balance. She saw her internist, Dr. Smith, who followed her and observed on serial visits that the balance was deteriorating slowly. Accordingly, Dr. Smith obtained a non-contrast CT scan of the head that was suggestive of ventriculomegaly. She was then seen in consultation in the office of a neurologist, Dr. Jones, at the request of Dr. Smith. Dr. Jones office notes are available separately. However, she continued to worsen such that she now has difficulties with activities of daily living. With respect to her walking and balance, she states “I think I walk funny.” Her husband noticed over the last six months or so that she has broadened her base and become more slowed in her posture. Her balance has also gradually declined such that she frequently touches walls and furniture to stabilize herself. She has difficulty stepping up on to things like a table because of this imbalance. She does not faint. Her husband has noticed some slowing of her gait. She does not use to use an assistive device. She has occasional difficulty getting in and out of a car. Recently she has had more frequent falls. In March of 2007, she fell when she was walking to the bedroom and broke her wrist. Since that time, she has not had any emergency room trips, but she has had other falls. She has been told by several her husband has a history of balance problems.

**FAMILY HISTORY:**
Her father died with heart disease in his 60s and her mother died of colon cancer. She has a sister who she believes is probably healthy. She has had two sons one who died of a blood clot after having been a heavy smoker and another who is healthy.

**SOCIAL HISTORY:**
She lives with her husband. She is a non-smoker and she uses no drug or alcohol abuse. She does drink tea to these drinks daily. She completed 12th grade. Church is her native language, but she has been in the United States for many, many years and speaks fluent English, as do her husband. She has a Living Will and is unable to make decisions for herself, she would want her husband, Villamore to make decisions for her.

**ALLERGIES:**
Codeine and codeine medications.

**CURRENT MEDS:**
1. Lomoxic f 625 mg p.o. q.d.
2. Aliplex 20 mg p.o. q.d.
3. Metaprin d 50 mg p.o. q.d.
4. Norvasc 5 mg p.o. q.d.
5. Metroprolol 50 mg p.o. q.d.

**PHYSICAL EXAM:**
On examination today, this is a pleasant and healthy appearing woman. Blood pressure 154/92, heart rate 71, and weight 173 pounds. Data is 0/10. Head is normocephalic and symmetrical. Head circumference is 24 cm, which is in the 24-26th percentile for a woman who is 5 feet and 6 inches tall. Space is straight and symmetrical. Spinal processes are easily palpable. She has very mild kyphosis, but no scoliosis. There are no neurocutaneous stigmata. Regular rate and rhythm. No murmur. No edema. No pericardial friction rub. No evidence of renal, hepatic, or cardiac disease. No neurologic signs. No psychomotor retardation. No neck stiffness. No photophobia. No papilledema. No headache. No conjunctivitis. No meningitis. No photophobia. No increased IOP.

**DIAGNOSTIC RESULTS:**
MRI was reviewed from June 26, 2008. It shows mild ventriculomegaly with a trace expansion into the temporal horns. The frontal horns span at the level of the genu of the anterior horn in 1.8 cm with a left lateral ventricular size of 1.1 cm. The sylvian aqueduct is patent. There is no posterior cingulate or subependymal gliosis. No evidence of previous right anterior choroidal infarction. There is no evidence of intracranial hypertension. There is no evidence of hydrocephalus.

**DIAGNOSIS:**
1. Significant for hypertension diagnosed in 2000, reflux in 2000, axuoma, but no meningitis or apnea. She has been on Ambien, which is no longer been helpful.
Figure 4. Example of part of the history and physical examination section of a neurology consultation note generated using the Standard-NLP protocol, illustrating the part of the note that was generated by Standard Entry. NLP: natural language processing.

Patient: AMIE2 TEST  MRN:  DOB: 
Date of Service: 05/24/2013

Test Subject ID:  
Patient ID:  
MRN:  
DOB:  

Neuro

History of Present Illness

Patient presented in late June 2006 with sudden onset of blurred vision, diplopia, weakness (L arm > R), and L eye ptosis after a C. jejuni GI infection. She was admitted to the hospital and lumbar puncture showed increased protein, an EMG/NCS showed early signs of AIDP. She was treated with IVlg and had some improvement of her symptoms. Her vital capacities were normal during the hospitalization. She was then transferred to rehab and was discharged on July 20, 2006. Her walking is better but she still has some weakness, blurry vision due abnormal eye movement and some tightness and pain in her mid-back.

Social History
Never A Smoker  
Never Drank Alcohol  
Occupation: Retired

Current Meds
Fluticasone Propionate 50 MCG/ACT Nasal Suspension; Therapy: (Recorded:24May2013) to  
Gabapentin 100 MG Oral Capsule; Therapy: (Recorded:24May2013) to  
Glipizide 10 MG Oral Tablet; Therapy: (Recorded:24May2013) to  
Insulin Purified NPH (Pork) SUSP; Therapy: (Recorded:24May2013) to  
Lasix 20 MG Oral Tablet; TAKE 1 TABLET TWICE DAILY; Therapy: (Recorded:24May2013) to  
Norvasc 10 MG Oral Tablet; Therapy: (Recorded:24May2013) to  
Percocet 5-325 MG Oral Tablet; Therapy: (Recorded:24May2013) to  
Protonix 40 MG Oral Tablet Delayed Release; Therapy: (Recorded:24May2013) to  
Toprol XL 50 MG Oral Tablet Extended Release 24 Hour; Therapy: (Recorded:24May2013) to  
Zocor 10 MG Oral Tablet; Therapy: (Recorded:24May2013) to

Allergies
Acrosex LOTN  
Bactrim DS TABS
Figure 5. Example of part of the history and physical examination section of a neurology consultation note generated using the NLP-Standard protocol, illustrating the part of the note that was generated by NLP Entry. NLP: natural language processing.

Test Subject ID:
- Patient ID:
- MRN:
- DOS:

Neuro

Chief Complaint
Follow-up hospital discharge for Guillain-Barre syndrome.

History of Present Illness
This is an 82 year old right-handed woman with history of hypertension, diabetes, and history of stroke, right basal ganglia stroke in June 2006 with residual weakness. In late June 2006, she developed acute onset of blurry vision, diplopia, and weakness of the arms, right arm greater than left arm and left-sided ptosis, following diarrhea which she was diagnosed with Campylobacter jejuni. During the hospital admission, she was worked up with MRI, which showed old right basal ganglia infarct. She also had lumbar punctures done, which showed elevated protein. EMG and nerve conduction study was done, confirmed diagnosis of AIDP. She was treated with IVIG and subsequently showed mild improvement in her symptoms. She was discharged to rehab on 07/12/06. Since rehab discharge, she has made some progress in which she felt her walking has improved; however, she has not noticed improvement of her eye movement or blurry vision, and she also has occasional tightness and pain in her back.

- Hypertension: History
- Diabetes: History
- Stroke: History, basal ganglia, Right, 2006, in
- Blurred vision: Acute, new
- Diplopia
- Weak: Arm
- Ptosis: Arm, left
- Diarrhea

Past Medical History
- Hypertension
- Diabetes: Type 2
- Stroke: Basal ganglia, right
- Guillain Barre syndrome: 2006, in

Hypertension.
Diabetes type 2.
Right basal ganglia stroke.

Figure 6. Example of part of the assessment and plan section of a neurology consultation note generated using the Standard-NLP protocol, illustrating the part of the note that was generated by NLP Entry. NLP: natural language processing.

Assessment
This patient had acute inflammatory demyelinating polyneuropathy after C. jejuni diarrheal infection. She is now recovering and just was discharged from rehab. She continues to have persistent bilateral ophthalmoplegesis, which seems to be her main problem at this time.

- Polyneuropathy: Demyelination, inflammation, acute
- Infection: Diarrhea, recover
- Ophthalmoplegesis: Bilateral, continue, persistent

Plan
- Physical therapy: Outpatient, continuous, future

We will refer her for continuous outpatient physical therapy. We will see her back in a month.

Figure 7. Example of part of the assessment and plan section of a neurology consultation note generated using the NLP-Standard protocol, illustrating the part of the note that was generated by Standard Entry. NLP: natural language processing.

Assessment
62 year-old right-handed woman with h/o R basal ganglia stroke and GBS.
1. GBS

Discussion
Much improved since last hospitalization, still has some residual weakness from stroke, and left CN3 palsy-questionable from DM

Plan
- Will refer pt to see ophthalmologist for full evaluation and treatment
- PT/OT for weakness and gait problem
- RTC in 6 months
Measures of Analysis

Time, Documentation Quality, and Usability

The time required for documentation was measured using a stopwatch.

The 4 expert clinicians (2 fellows and 2 attending physicians) were not participants and were blind to the protocols used to generate the documentation they evaluated. They were provided with gold standard versions of the test documentation they were asked to evaluate and told that the gold standard versions represented “high quality notes.” They were then instructed to measure documentation quality by comparing participants’ final test documentation against the gold standard versions of that documentation using the PDQI-9 tool [21], shown in Figure 8.

The expert clinicians were given minimal background on the purpose for the study. They were independent and highly trained in their specialties (and they only graded documents within their own domains). In addition, they were provided with clear instructions and had a sound understanding of the PDQI-9 tool, which is known to be a reliable instrument [21]. Unfortunately, it was not practical to test interrater reliability. We used only 8 of the 9 PDQI-9 prompts (items) because one of the prompts required a judgment of whether the documentation was up-to-date and this was not meaningful in this particular context. The gold standard versions of the documentation were generated by the expert clinicians in Microsoft Word. They produced these documents from clinical notes and modified them so that they were consistent with the clinical profile of the patient (ie, the patient’s assessment and treatment were consistent and derivable from history and physical examination findings). The expert clinicians were instructed to ensure that all elements of the documents were internally consistent and that they truly reflected a gold standard. The expert clinicians were compensated at a rate of US $125 per hour for their efforts. We did not have access to the interim work product of the expert clinicians. We were only provided with the expert clinicians’ grades.

The usability of the documentation processes was assessed using a modified version of the SUS [38]. Each participant completed 1 SUS questionnaire for each of the NLP-NLP and Standard-Standard protocols.

Figure 8. Physician Documentation Quality Instrument (PDQI-9) tool.
Statistical Analysis

Data were analyzed using Intercooled Stata version 9.2 (StataCorp LP). Demographics were tabulated in regard to participants’ years of EHR experience, years of experience with dictation, the number of cases per subject area, the frequency of use of each of the 4 protocols, dictation time, usability scores, and quality scores. The Shapiro-Wilk W test was used to determine whether continuous variables were normally distributed. Results are presented as mean (SD) or analysis of variance (ANOVA) results, median (interquartile range), or percentage; respectively, comparisons were made using t test, Wilcoxon rank sum analysis, or chi-square analysis.

Pearson correlation was performed on continuous variables. The association of years of EHR experience, years of experience with dictation, the 4 protocols (Standard-Standard, Standard-NLP, NLP-Standard, and NLP-NLP), and the 3 subject areas (cardiology, nephrology, and neurology) with the note dictation time was assessed using ANOVA.

Statistical significance was defined as alpha=.05 and Bonferroni correction was used where applicable for multiple comparisons.

Human Subjects Protection

The study was approved by the Institutional Review Board at Columbia University (#AAAK2458). All participants gave consent before their participation and were fully briefed on the true objectives of the study. The study protocol adhered to strict standards of confidentiality and privacy.

Results

A total of 31 unique individuals documented 3.8 (SD 0.7) notes on average. Of these, 28 participants completed all 4 protocols, 2 participants completed 2 protocols, and 1 participant completed 1 protocol. The participants who did not complete all 4 protocols were called away from the study and therefore could not finish the task. These individuals had an average EHR experience of 6.6 (SD 3.4) years (data were available for 30 individuals) and an average dictation experience of 2.8 (SD 5.6) years (data were available for 29 individuals). There was a significant association between years of EHR experience and years of dictation experience (r=.47, P=.01).

A total of 118 notes were documented across the 3 subject areas of cardiology (22/118, 18.6%), nephrology (21/118, 17.8%), and neurology (75/118, 63.6%). The Standard-Standard, Standard-NLP, NLP-Standard, and NLP-NLP protocols were used in 28/118 (23.7%), 28/118 (23.7%), 30/118 (25.4%), and 32/118 (27.1%) documented notes, respectively. The frequency of use of the 4 protocols was balanced across the 3 subject areas (see Table 3).

Table 3. Frequency of use of the 4 protocols by subject area for each documented note.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Documented cardiology notes, n (%)</th>
<th>Documented nephrology notes, n (%)</th>
<th>Documented neurology notes, n (%)</th>
<th>Total number of documented notes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-Standard</td>
<td>5 (23)</td>
<td>5 (24)</td>
<td>18 (24)</td>
<td>28 (23.7)</td>
</tr>
<tr>
<td>Standard-NLP</td>
<td>5 (23)</td>
<td>4 (19)</td>
<td>19 (25)</td>
<td>28 (23.7)</td>
</tr>
<tr>
<td>NLP-Standard</td>
<td>6 (27)</td>
<td>5 (24)</td>
<td>19 (25)</td>
<td>30 (25.4)</td>
</tr>
<tr>
<td>NLP-NLP</td>
<td>6 (27)</td>
<td>7 (33)</td>
<td>19 (25)</td>
<td>32 (27.1)</td>
</tr>
<tr>
<td>Total</td>
<td>22</td>
<td>21</td>
<td>75</td>
<td>118</td>
</tr>
</tbody>
</table>

aNLP: natural language processing.

Table 4. Median documentation time in minutes, with interquartile ranges, by protocol and subject area.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Median (IQRa) time to document cardiology note (minutes)</th>
<th>Median (IQRa) time to document nephrology note (minutes)</th>
<th>Median (IQRa) time to document neurology note (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-Standard</td>
<td>16.9 (16.5-19.7)</td>
<td>20.7 (18.6-23.2)</td>
<td>21.2 (17.6-29.9)</td>
</tr>
<tr>
<td>Standard-NLP</td>
<td>13.8 (13.0-17.2)</td>
<td>21.3 (14.5-29.8)</td>
<td>18.7 (16.0-22.9)</td>
</tr>
<tr>
<td>NLP-Standard</td>
<td>7.5 (7.1-9.1)</td>
<td>12.1 (10.7-12.2)</td>
<td>11.0 (8.5-14.6)</td>
</tr>
<tr>
<td>NLP-NLP</td>
<td>5.2 (4.7-8.0)</td>
<td>7.3 (6.6-9.1)</td>
<td>8.5 (6.4-11.4)</td>
</tr>
</tbody>
</table>

aN: IQR: interquartile range.

aNLP: natural language processing.
Table 5. Interprotocol comparisons (Wilcoxon rank sum analysis).

<table>
<thead>
<tr>
<th>Interprotocol comparisons</th>
<th>Cardiology notes</th>
<th>Nephrology notes</th>
<th>Neurology notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-Standard vs Standard-NLP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.60</td>
<td>.81</td>
<td>.20</td>
</tr>
<tr>
<td>Standard-Standard vs NLP-Standard</td>
<td>.01</td>
<td>.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Standard-Standard vs NLP-NLP</td>
<td>.006</td>
<td>.005</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Standard-NLP vs NLP-Standard</td>
<td>.006</td>
<td>.05</td>
<td>.001</td>
</tr>
<tr>
<td>Standard-NLP vs NLP-NLP</td>
<td>.006</td>
<td>.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NLP-Standard vs NLP-NLP</td>
<td>.11</td>
<td>.02</td>
<td>.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistical significance level: alpha=.0083 after Bonferroni correction.
<sup>b</sup>NLP: natural language processing.

Table 6. Document quality for each protocol (median values are presented).

<table>
<thead>
<tr>
<th>Protocols and statistical comparisons</th>
<th>Protocols and statistical comparisons</th>
<th>Document quality metrics&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol, median score</td>
<td>Protocol, median score</td>
<td>A T U O C S Sy I Sum</td>
</tr>
<tr>
<td>Standard-Standard (n=24)</td>
<td>Standard-Standard (n=24)</td>
<td>3.5 3 4 4 4 4 4 4 29</td>
</tr>
<tr>
<td>Standard-NLP&lt;sup&gt;b&lt;/sup&gt; (n=24)</td>
<td>Standard-NLP&lt;sup&gt;b&lt;/sup&gt; (n=24)</td>
<td>4 4 4 3.5 4 2.5 4 4 29.5</td>
</tr>
<tr>
<td>NLP-Standard (n=27)</td>
<td>NLP-Standard (n=27)</td>
<td>4 3 3 3 3 3 4 4 26</td>
</tr>
<tr>
<td>NLP-NLP (n=30)</td>
<td>NLP-NLP (n=30)</td>
<td>4 4 3 3 3 2 3 4 24.5</td>
</tr>
</tbody>
</table>

**P value**

<table>
<thead>
<tr>
<th>Interprotocol comparisons,</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard-Standard vs Standard-NLP</td>
<td>.04 .03 &lt;.001</td>
</tr>
<tr>
<td>Standard-Standard vs NLP-NLP</td>
<td>.002 .02 &lt;.001 .03</td>
</tr>
<tr>
<td>Standard-NLP vs NLP-NLP</td>
<td>.005</td>
</tr>
<tr>
<td>NLP-Standard vs NLP-NLP</td>
<td>.03 .001</td>
</tr>
</tbody>
</table>

<sup>a</sup>The 8 document quality metrics are as follows: Accurate, Thorough, Useful, Organized, Comprehensible, Succinct, Synthesized, and Internally Consistent.
<sup>b</sup>NLP: natural language processing.
<sup>c</sup>Statistical significance level: alpha=.0083 after Bonferroni correction.

The documentation times were not normally distributed (z=4.6); thus, comparison of documentation times was performed using Wilcoxon rank sum analysis of medians. Table 4 summarizes the median time and interquartile range for the documentation of each note by protocol and subject area. Table 5 presents statistical analysis of interprotocol times. In each subject area, the NLP-NLP protocol required significantly less documentation time compared with either the Standard-Standard or Standard-NLP protocol. Compared with the Standard-Standard protocol, the NLP-Standard protocol required significantly less documentation time for the neurology subject area. Compared with the Standard-NLP protocol, the NLP-Standard protocol required significantly less documentation time for the cardiology and neurology subject areas.

On the basis of the ANOVA of documentation time, the model was statistically significant (adjusted $R^2=.54$, $P<.001$). This indicates that, taken together, the input variables used in the ANOVA model (EHR experience; years of experience with dictation; the 4 protocols, Standard-Standard, Standard-NLP, NLP-Standard, and NLP-NLP; and the 3 subject areas, cardiology, nephrology, and neurology) accounted for 54% of the variance in documentation time, the outcome variable. The factors significantly associated with documentation time included the protocol method ($P<.001$), subject area ($P=.009$), and the number of years of EHR experience ($P=.047$) but not the number of years of dictation experience ($P=.77$).

Document quality was assessed using 8 observed PDQI-9 metrics (Figure 8). Median values of the document quality metrics are presented for each protocol, in Table 6. Statistical
comparisons across the protocols are also presented in Table 6. The significant differences among the protocols occurred within the “Organized” metric (Standard-Standard vs NLP-NLP, 4 vs 3, \( P = .002 \)) and the “Succinct” metric (Standard-Standard vs Standard-NLP, 4 vs 2.5, \( P < .001 \); Standard-Standard vs NLP-Standard, 4 vs 3, \( P = .006 \); Standard-Standard vs NLP-NLP, 4 vs 2, \( P < .001 \); Standard-NLP vs NLP-Standard, 2.5 vs 3, \( P = .005 \); and NLP-Standard vs NLP-NLP, 3 vs 2, \( P = .001 \)).

The usability data were analyzed using a paired t test in a subset of 23 cases (n=5 cardiology, n=5 nephrology, and n=13 neurology) in which the same participant documented a case with both Standard-Standard and NLP-NLP protocols. The average duration of EHR experience for these 23 individuals was 6.3 (SD 2.8) years. The total score of the 10-component SUS measure was significantly higher when the participants used the NLP-NLP protocol compared with when they used the Standard-Standard protocol (mean 36.7, SD 5.4, compared with mean 30.3, SD 7.7; \( P = .007 \)). Table 2 summarizes the usability scores and paired comparisons between the 2 protocols. Responses to 4 of the 10 usability questions (complexity, ease of use, learning the method very quickly, and cumbersomeness or awkwardness of use) significantly favored the NLP-NLP protocol over the Standard-Standard protocol.

**Discussion**

**Findings**

This formative study sought to assess the feasibility of using an EHR documentation method based on dictation and NLP by evaluating the effect of the method on documentation time, documentation quality, and usability. We found that a pure protocol of NLP Entry as well as hybrid protocols (involving both NLP Entry and Standard Entry) showed promise for EHR documentation, relative to Standard Entry alone (Standard-Standard Entry). It is our opinion that different parts of the note should be documented differently, but reaching a conclusion on the optimal method of documentation for each part of the note will require further study.

The finding that NLP-NLP Entry and NLP-Standard Entry required significantly less time than Standard-Standard Entry can be explained by the faster speed of dictation relative to that of entering data using the keyboard and mouse, rather than by the involvement of NLP.

No statistically significant difference was found between the overall documentation quality (measured using the PDQI-9 tool) of Standard-Standard Entry and that of any of the other 3 documentation protocols. The succinctness of Standard-Standard Entry documentation was found to be significantly greater than that of the other 3 protocols. This suggests that the note was judged to be more to the point and with less redundancy. In addition, documentation from Standard-Standard Entry was found to be more organized than that from NLP-NLP Entry, indicating that it was structured in a way that the reader could better understand the patient’s clinical course. When the participant used the Standard-Standard protocol, they used Standard Entry for history and physical examination sections as well as assessment and plan sections. When they used the Standard-NLP protocol, they used Standard Entry for history and physical examination sections and NLP Entry for assessment and plan sections. In the former (Standard-Standard), the participants tended to type shorter paragraphs for the assessment and plan sections. In the latter (Standard-NLP), they dictated the assessment and plan resulting in a larger volume of text. This difference warrants future scrutiny. On the basis of the results of the modified SUS, the participants’ usability ratings for NLP-NLP Entry were significantly higher than for Standard-Standard Entry. These findings suggest that, pending further study, EHR documentation methods using a combination of dictation and NLP show potential for reducing documentation time and increasing usability while maintaining documentation quality, relative to EHR documentation via standard keyboard-and-mouse entry.

Documentation methods using dictation and NLP have the potential to reduce some of the most egregious “pain points” for EHR data entry. These methods can facilitate capture and insertion of both structured data and transcribed text into the appropriate EHR sections, affording the user of the note the option of using one or both types of information. The structured data are ideal for interoperability and coding and may prove to be useful for analytics.

Opinion is divided regarding the relative advantages of narrative fields and structured fields in clinical documentation and in which contexts each excels or is preferable [39,40]. The flexibility to allow providers to enter text in narrative fields clashes with the desire to produce structured data to facilitate reuse of this information in EHRs [22]. It is this quest for achieving a balance of expressivity, richness, and completeness of detail in the patient health story, with reusable, and thus actionable, structured data in the patient EHR that motivates this field of inquiry. Improving the quality of structured notes generated within an EHR from the structured output of NLP Entry and transcribed text is an area requiring further study and development work.

**Future Research**

In future research, for the purpose of achieving documentation quality using dictation and NLP that, in all respects, is comparable to or better than documentation quality resulting from Standard Entry, certain changes to the NLP Entry process will be evaluated. We will assess the effects of requiring participants to use dictation under the constraints of a structured template on improving the organization, comprehensibility, succinctness, and synthesis of notes produced from NLP Entry. The templates would reflect the structure of the participant’s EHR. In addition, we will aim to improve the procedures by which NLP output data are translated into and transferred to the clinical note. We also plan to more systematically scrutinize data capture differences pertaining to documenting in different sections of the EHR note. This will enable us to fine-tune hybrid methods of data entry.

In a subsequent study, we will measure the time required for, and documentation quality and usability of, NLP Entry in live clinical use. This will require developing automated interfaces for sending the participants’ dictation to MediSapien NLP and for sending structured data and free text from MediSapien NLP.
into the EHR, during which process the participant will be able to modify the documentation. This process will be facilitated by the emergence and widespread adoption of interoperability standards and messages that can carry rich structured data.

Limitations
This study has several limitations. One limitation is that the simulated interface used in this controlled experiment is somewhat lacking in ecological validity. In a real-world live setting, the structured data and the transcribed text data would both be inserted into the EHR via an automated interface. In addition, the physician would be able to review or modify the documentation before it was finalized. For the purposes of this formative study, this process was simplified. Therefore, an interface to automatically insert the structured data and text into the EHR or allow the physician to review the documentation before finalization was not used for this study. Instead, the insertion process was simulated by manually generating a note in Microsoft Word resembling one that might have been generated by the automated insertion process. Time required for generating the note was not included in the study’s time measurements. To ensure that the manually generated note could have been produced by an automated process, it was produced following strict predetermined rules and without any reliance on human discretion.

Second, physicians generated documentation for the study based on test scripts about fictitious patient encounters. Test scripts included history and physical examination sections and were formatted as transcription notes. The assessment and treatment plan sections were excluded from the test scripts. Participants were instructed not to dictate or type verbatim what was written in the test scripts, but to understand what was written and document it in their own way. In addition to being instructed to generate history and physical examination sections, they were instructed to generate their own assessment and treatment plan sections, because those sections were excluded from the test script.

The sample size for cardiology and nephrology was rather small owing to recruiting challenges. This affected the power for determining differences for related contrasts. Clearly, a larger sample size would have enabled us to detect more subtle group differences.

A limitation of this method of generating test documentation was that because it presented medical information in a free-text format, it may have favored documentation methods requiring the physician to generate free text. NLP Entry requires documentation via dictation exclusively, and Standard Entry entails only some documentation via typing, with the rest entered by pointing and clicking using a mouse. Consequently, the results for time required to complete documentation may be biased toward free text and therefore toward NLP Entry. Nevertheless, we perceive a value in measuring the temporal differences and think that such differences may be consequential in real-world use of this system.

Conclusions
Current standard methods of EHR documentation have been shown to be extremely time consuming and are judged to have suboptimal usability. In this formative study, the feasibility of an approach to EHR data capture involving applying NLP to transcribed dictation was demonstrated. This approach was shown to have the potential to reduce the time required for documentation and improve usability while maintaining documentation quality in several respects. Future research will evaluate the NLP-based EHR data capture approach in a live clinical setting where generated structured data and transcribed text for real patients are inserted into the EHR via an automated interface.

The past decade has witnessed a dramatic increase in the adoption of EHRs as central instruments in medical practice. However, these systems have not yet proven to be reliable tools for facilitating clinical workflow or enhancing patient care. Recent advances in usability have led to the development of frameworks, new methods, and robust assessment tools that can be used to more precisely delineate the source of the problems associated with an interface [41,42]. In addition, novel approaches to design have provided new EHR approaches that better support flexibility and expressivity [43]. We anticipate that NLP-enabled data entry tools will form an important part of the solution space and will serve to enhance the user’s experience.

There is ample evidence that clinicians spend many hours documenting patient records and sometimes at the expense of time that could be devoted to patient care. Dictation is a familiar method of data entry to most clinicians. The proposed solution leverages that familiarity and has the potential to produce a quality document or patient note in less time along with highly structured machine-readable codes.
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Abstract

Background: Many health organizations allow patients to access their own electronic health record (EHR) notes through online patient portals as a way to enhance patient-centered care. However, EHR notes are typically long and contain abundant medical jargon that can be difficult for patients to understand. In addition, many medical terms in patients’ notes are not directly related to their health care needs. One way to help patients better comprehend their own notes is to reduce information overload and help them focus on medical terms that matter most to them. Interventions can then be developed by giving them targeted education to improve their EHR comprehension and the quality of care.

Objective: We aimed to develop a supervised natural language processing (NLP) system called Finding impOrtant medical Concepts most Useful to patientS (FOCUS) that automatically identifies and ranks medical terms in EHR notes based on their importance to the patients.

Methods: First, we built an expert-annotated corpus. For each EHR note, 2 physicians independently identified medical terms important to the patient. Using the physicians’ agreement as the gold standard, we developed and evaluated FOCUS. FOCUS first identifies candidate terms from each EHR note using MetaMap and then ranks the terms using a support vector machine-based learn-to-rank algorithm. We explored rich learning features, including distributed word representation, Unified Medical Language System semantic type, topic features, and features derived from consumer health vocabulary. We compared FOCUS with 2 strong baseline NLP systems.

Results: Physicians annotated 90 EHR notes and identified a mean of 9 (SD 5) important terms per note. The Cohen’s kappa annotation agreement was .51. The 10-fold cross-validation results show that FOCUS achieved an area under the receiver operating characteristic curve (AUC-ROC) of 0.940 for ranking candidate terms from EHR notes to identify important terms. When including term identification, the performance of FOCUS for identifying important terms from EHR notes was 0.866 AUC-ROC. Both performance scores significantly exceeded the corresponding baseline system scores (P<.001). Rich learning features contributed to FOCUS’s performance substantially.

Conclusions: FOCUS can automatically rank terms from EHR notes based on their importance to patients. It may help develop future interventions that improve quality of care.

(JMIR Med Inform 2016;4(4):e40) doi:10.2196/medinform.6373
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Introduction

Background and Significance

Greater patient involvement is indispensable in delivering high-quality patient-centered care. In one effort to achieve this goal, spurred by the Health Information Technology for Economic and Clinical Health Act [1,2] and the Centers for Medicare and Medicaid Services Medicare Electronic Health Record (EHR) incentive program [3], online patient portals have been widely adopted by health systems in the United States [3,4]. In addition to giving patients structured information from EHRs (eg, laboratory test results and medication lists), the OpenNotes initiative [5] and the Blue Button movement [6] allow patients to access their full EHR notes through patient portals. Early evidence shows improved medical comprehension, health care management, and outcomes from the OpenNotes initiative [7-9].

However, the benefits from accessing their full EHR notes would be compromised if patients cannot comprehend their notes. EHRs were created for physician-physician communication, and thus are frequently long and contain abundant medical jargon. Patients who usually do not have the same medical training as physicians are likely overwhelmed by the medical jargon, and therefore face an enormous challenge in comprehending their notes. For example, EHRs were written at an 8th-12th-grade reading level [10-13], which is above the average adult patient’s reading level of 7th-8th grade in the United States [14-19]. In addition, 36% of adult Americans have limited health literacy [19] and have shown difficulty in comprehending medical jargon [20-25]. In fact, limited health literacy has been identified as one of the major barriers to patient online portal use, which includes the interpretation of information from EHRs [26-28]. Therefore, information technologies that support EHR comprehension are much needed to supplement the widespread use of patient portals and EHRs among patients.

To support patient EHR comprehension, this work focuses on identifying medical terms that matter most to individual patients in their EHR notes—we used the 2 phrases “medical terms” and “medical jargon” interchangeably in this paper. Our work was motivated by 2 reasons. First, medical terms, which are fundamental to discourse-level EHR comprehension, have been shown to be obstacles for patients [20-25]. Second, EHR notes incorporate a comprehensive description of patients’ medical courses yet patients may care about their immediate concerns. For example, a radiology report may describe technical details of tumor images; however, the patient may want to know only the tumor size, the diagnosis, and the prognosis. When helping patients comprehend their own EHR notes, the approach of explaining all the jargon in their notes may likely overwhelm them and may be unnecessary in the first place.

Therefore, in this study we identify medical jargon most important to individual patients. Personalized interventions can then be developed by giving targeted educational materials to each individual patient.

In order to find out whether medical terms can be prioritized, we asked physicians to identify terms important to patients in EHRs. Textbox 1 shows an excerpt from a typical EHR note from our corpus. Although there are many medical terms in this piece of text—here we only highlighted a subset of terms identified by MetaMap [29] for illustration purposes—physicians identified only 5 terms most important for patients to know: *thrombocytosis*, *Crohn disease*, *budesonide*, *diabetes mellitus*, and *metformin*. Note that physicians do not mark many unfamiliar medical terms (eg, *complete blood count (CBC)*, *hematemesis*, and *epistaxis*), suggesting that they do not rank terms based on their difficulty levels.

Textbox 1. A sample electronic health record text where physicians identified important medical terms (bracketed with angle brackets). Other medical terms are italicized.

| xxx is a 62-year-old man referred for evaluation of <thrombocytosis>. Prior CBCs from xxx through xxx revealed platelet counts ranging from 400,000 to 500,000, but no more recent studies are available. He has long-standing <Crohn disease> and although he says he has not had *gastrointestinal bleeding* in the past, he has been given iron, which he is taking twice daily. He has black stool, but notes no blood and he has not had *hematemesis*. He notes no blood in his urine or sputum and he has no *epistaxis*. He discontinued the use of iron yesterday because he thought that might alleviate his gastrointestinal complaints, but he does not feel different today. He is cared for by Dr. xxx at xxx Hospital Medical Center in xxx. He has no history of prior cancers, *tuberculosis* or other infectious diseases. He has been taking <budesonide> for his <Crohn disease>. He has no unexplained fevers, although he states he often feels hot. He has no soaking sweats and has not had unexplained weight loss. He believes he was referred to an oncolgist many years ago at xxx, but he cannot recall the reason for that referral, who the doctor was, or what the findings were. He often feels queasy and nauseated, but has no vomiting. He has loose stools up to 4 days per week, but has had a stable pattern of <Crohn disease>. Also notable for <diabetes mellitus> for which he takes <metformin> and has required no <insulin> and has had no complications of *retinopathy* or renal dysfunction. <Crohn disease> as described above and an enlarged prostate. |

Our aim was to develop a supervised natural language processing (NLP) system called Finding impOrtant medical Concepts most UsefUl to patientS (FOCUS) to automatically rank those EHR (patient)-specific important terms as high. This task was challenging, as the problem could not be solved by using only simple strategies such as term unfamiliarity, term frequency, and handcrafted rules (details in the Discussion section). We therefore built FOCUS with supervised learning and rich features.

To the best of our knowledge, our work is the first to successfully rank medical terms in EHR notes by focusing on patients’ needs. This is an important step toward information reduction and personalized interventions to improve patient EHR comprehension. Our contributions are multifold. First, we defined a new NLP task of prioritizing or ranking medical terms that are important for patients. Second, we developed a state-of-the-art learning-based NLP system to automate the task. Third, we explored novel semantically motivated learning features.
By using a robust learning framework, FOCUS can be readily adapted to other NLP tasks including summarization and question answering.

**Related Works**

*Natural Language Processing Systems Facilitating Concept-Level Electronic Health Record Comprehension*

There has been active research on linking medical terms to lay terms [11,30,31], consumer-oriented definitions [12] and educational materials [32], and showing improved comprehension with such interventions [11,12].

On the issue of determining which medical terms to simplify, there is previous work that used frequency-based and/or context-based approaches to check if a term is unfamiliar to the average patient or if it has simpler synonyms [11,30,31]. Such work focuses on identifying difficult medical terms and treats these terms as equally important.

Our approach is different in 2 aspects: (1) we focus on finding important medical terms, which are not equivalent to difficult medical terms, as discussed in the Background and Significance subsection; and (2) our approach is patient centered and prioritizes important terms for each EHR note of individual patients. We developed several learning features, including term frequency, term position, term frequency-inverse document frequency (TF-IDF), and topic feature, to serve this purpose.

It is worth noting that our approach is complementary to previous work. For example, in a real-world application, we can display the lay definitions for all the difficult medical terms in a patient’s EHR note, and then highlight those terms that FOCUS predicts to be most important to this patient.

**Single-Document Keyphrase Extraction**

Our work is inspired by, but different from, single-document keyphrase extraction (KE), which identifies terms or phrases representing important concepts and topics in a document. KE targets topics that the writers wanted to convey when writing the documents. Unlike KE, our work does not focus on topics important to physicians (ie, the writers and the target readers when writing the EHR notes), but rather focuses on patients, the new readers of the notes.

Both supervised and unsupervised methods have been developed for KE [33]. We use supervised methods, which in general perform better than unsupervised ones when training data is available.

Most supervised methods formulate KE as a binary classification problem. The confidence scores output by the classification algorithms are used to rank candidate phrases. Various algorithms have been explored, such as naïve Bayes, decision tree, bagging, support vector machine (SVM), multilayer perceptron, and random forest (RF) [34-43]. In our study, we implemented RF [43] as a strong baseline system.

KE in the biomedical domain mainly focused on literature articles and domain-specific methods and features [44-47]. For example, Li et al [44] developed a software tool called keyphrase identification program (KIP) to extract keyphrases from medical articles. KIP used Medical Subject Headings (MeSH) as the knowledge base to compute a score to reflect a phrase’s domain specificity. It assigned each candidate phrase a rank score by multiplying its within-document term frequency and domain-specificity score.

Different from the aforementioned approaches, we treat KE as a ranking problem and use the ranking SVM (rankSVM) approach [48] as it has been shown to be effective in KE in scientific literature, news, and weblogs [42].

Common learning features used by previous work include frequency-based features (eg, TF-IDF), term-related features (eg, the term itself, its position in a document, and its length), document structure-based features (eg, whether a term occurs in the title or abstract of a scientific paper), and syntactic features (eg, the part-of-speech [POS] tags). Features derived from external resources, such as Wikipedia and query logs, have also been used to represent term importance [39,40]. Unlike previous work, we explored rich semantic features specifically available to the medical domain.

Medelyan and Witten [45] developed a system that extends the widely used keyphrase extraction algorithm KEA [34] by using semantic information from domain-specific thesauri, which they called KEA++. KEA++ has been applied to the medical domain, where it used MeSH vocabulary to extract candidate phrases from medical articles and used MeSH concept relations to compute its domain-specific feature. In this study, we adapted KEA++ to the EHR data and used the adapted KEA++ as a strong baseline system.

**Methods**

*A FOCUS Corpus of Electronic Health Records With Expert-Annotated Important Concepts*

We created a FOCUS corpus, which is a collection of 90 representative EHR discharge summaries and progress notes from the University of Massachusetts Memorial Hospital outpatient clinics. To maximize the representativeness, we selected notes from patients with 6 different but common primary clinical diagnoses: cancer, chronic obstructive pulmonary disease, diabetes, heart failure, hypertension, and liver failure. We deidentified the notes and then asked physicians to identify, for each note, terms important to patients.

We adopted the expert annotation approach for this study for the following reasons. First, annotating important medical terms requires full comprehension of an EHR note. Such level of comprehension may be beyond the capacity of average patients [11-13,30]. Previous work shows that even lay people with higher education (ie, college or graduate degrees) have difficulty with comprehending EHR notes [11,30]. Second, physicians have specific medical training for communicating with patients and understanding their needs. Physicians’ expertise would guide patients in understanding the most important aspects that are medically relevant to their health and well-being.

We developed an annotation guideline (see Multimedia Appendix 1) to instruct physicians to identify at least 5 of the most important medical terms per EHR note, which the patients need to know in order to comprehend the note for the most
important aspects medically relevant to their health and treatment course. For each note, we obtained annotations from 2 physicians and used the agreement from both physicians as the gold standard for our experiments. Three physicians did the annotation and annotated 48, 68, and 64 notes, respectively.

**FOCUS**

**Overview**

Figure 1 shows the overview of FOCUS and its corpus and evaluation. In Step 2 of the approach, FOCUS first extracts candidate terms (Step 2.1) and then ranks them (Step 2.2). Since we focused on ranking in this study, we used MetaMap [29], a widely used medical concept detection tool, to automatically identify candidate terms from each EHR note. We then applied rankSVM to rank the terms.

**Figure 1.** Overview of our approach: building the FOCUS corpus (Step 1), developing FOCUS (Step 2), and evaluation (Step 3). FOCUS: Finding impOrtant medical Concepts most Useful to patientS; EHR: electronic health record; rankSVM: ranking support vector machine.

**Ranking Support Vector Machine**

RankSVM [48] is a pairwise ranking method, which can learn to rank important terms in each EHR note as higher than nonimportant ones.

Our training data for rankSVM contain the following: (1) a set $E$ of EHR notes; (2) a list of candidate terms $T_e$ associated with each EHR note $e$; and (3) for a term $t$ $T_e$, a $d$-dimension feature vector $x_t \in \mathbb{R}^d$ and a binary target value (ie, label) $y_t$ which denotes whether $t$ is an important medical term in $e$. In our case, $y_t$ is 1 if $t$ is important in $e$ and 0 if not. In the general framework of ranking, $y_t$ corresponds to the ranking order of $t$, and the more important $t$ is, the higher order and the larger value of $y_t$ it has.

Let $P$ be the set of term pairs $(i, j)$, where term $i$ and term $j$ occur in the same EHR note and term $i$ is important ($y_i=1$) and term $j$ is not important ($y_j=0$) (ie, $P=\{(i, j) \mid y_i > y_j\}$). The rankSVM model is built by minimizing the objective function [48], as defined by equation 1 in Figure 2, where $w$ is the feature weight vector; $\varepsilon_{i,j}$ is the slack variable that measures the model’s soft-margin error for term pair $(i, j)$; $C$ is a tuning parameter; and $m$ is the total number of term pairs in $P$. The formulation in equation 1 in Figure 2 finds a large-margin linear function that minimizes the number of pairs of training examples swapped with respect to their desired ranking order.

We chose SVMrank [49], which implements rankSVM in an efficient way by using a cutting-plane algorithm and learns from large sparse data in linear time.

**Baseline Features for Ranking**

We implemented 9 features commonly used for KE [34,35,37,50,51].

**Frequency-Based Features**

The frequency-based features include term frequency, inverse document frequency, and TF-IDF. Term frequency is the number of occurrences of a candidate term in each individual EHR note. Inverse document frequency and TF-IDF are calculated in the
standard way (see Multimedia Appendix 2). We used 6,237 clinical notes, which were selected by using the same 6 diagnoses used to select the 90 notes for the FOCUS corpus, to compute inverse document frequency.

**Term Structure-Based Features**

The term structure-based features include term length (TL) (ie, the total number of words contained in a term), the length of the longest word (by character) in a candidate term, and a combined feature of TL and maxWL [51], as defined in equation 2 in Figure 3.

Since longer terms and words are less likely to be familiar to patients, these features may help distinguish between unfamiliar and common or familiar terms. Thus, these features may help rank as low EHR terms that are too common to be important (eg, blood and pain).

**Figure 3.** Equation for defining a combined feature of TL and maxWL. TL: term length (ie, length of a candidate term by word); maxWL: length of the longest word (by character) in a candidate term.

\[
TL \times \max WL(t) = \sqrt{\log(1 + TL(t)) \times \log(1 + \max WL(t))}
\]

**Position Feature**

The position feature is the number of words preceding the first occurrence of a candidate term, normalized by the total number of words in the document. We used this feature because we found that the medical terms most specific to a patient often occur early in his/her EHR notes.

**Lexical Feature**

The lexical feature was found to be useful in domain-specific KE [35]. In our experiments, we used Porter’s stemmer to normalize terms. Since EHR data is noisy, we empirically include a stemmed term only if it occurs at least 3 times in the training data to eliminate misspelled words.

**Part-of-Speech Feature**

We used the POS tag of the head word of each candidate term, as generated by the clinical Text Analysis and Knowledge Extraction System (cTAKES) [52].

**Additional Features for Ranking**

**Distributed Word Representation (Word Embedding)**

Word embeddings are distributed vector representations of words learned from large unlabeled data. Words sharing similar semantics and context are expected to be close in their word vector space [53].

We include this feature because word embedding has emerged as a powerful technique for word representation. It has shown to improve several biomedical and clinical NLP tasks, such as biomedical named entity recognition [54,55], protein-protein interaction detection [56], biomedical event extraction [37,58], adverse drug event detection [59,60], ranking biomedical synonyms [61], and disambiguating clinical abbreviations [62,63].

We trained a neural language model to learn word embeddings. Specifically, we used Word2Vec software to create the skip-gram word embeddings [53,64]. We trained Word2Vec using a combined text corpus (over 3G words) of English Wikipedia, articles from PubMed Open Access, and 99,735 EHR notes from the Pittsburg corpus (Chapman W, University of Pittsburgh NLP Repository; using this data requires a license). We set the training parameters based on the study of Pyysalo et al [65]. We represented multi-word terms with the mean of individual word vectors. In this work, we used 200-dimension word vectors, with each dimension normalized to (0,1).

**Unified Medical Language System Semantic Type**

We mapped the candidate terms to Unified Medical Language System (UMLS) semantic types by using MetaMap, and included these semantic types as learning features.

**Consumer Health Vocabulary Features**

We derived 7 binary features from the consumer health vocabulary (CHV) [66]. The CHV is a collaborative resource and incorporates terms extracted from various consumer health sites, such as queries submitted to MedLinePlus and postings in health-focused online discussion forums [67-73]. The CHV contained 152,338 terms, most of which are consumer health terms [71-73]. Zeng et al [72] mapped these consumer health terms to the UMLS concepts by a semiautomatic approach. As a result of this work, the CHV encompasses lay terms as well as corresponding medical jargon.

In the FOCUS corpus, 89% of important terms are in the CHV, while a smaller percentage of nonimportant terms (76%) are in the CHV. This suggests that the presence of an EHR term in the CHV is indicative of the term’s importance from the perspective of patients (ie, health consumers). We therefore include a binary feature to denote whether a candidate term is in the CHV.

In addition, we derived 6 binary features from CHV familiarity scores. For extended usability, the CHV assigns familiarity scores to 57.89% (88,189/152,338) of its terms. CHV familiarity scores estimate the likelihood that a medical term can be understood by an average reader [74] and have values between 0 and 1, with 1 being most familiar and 0 being least familiar. CHV provides different types of familiarity scores [30]. Following Zeng-Treitler et al [30], we used the combined score and converted the continuous value into categorical features. Specifically, we divided the feature value range [0,1] into 5 equal-range bins, resulting in 5 binary features. The intuition behind these features is that medical terms with different levels of familiarity may be different in their importance to patients. For example, common terms (ie, terms that fall into the highest bin) such as disease and physicians are too general to be important. In addition, we included the sixth binary feature to indicate whether a candidate term has a CHV familiarity score.
Topic Features

Topic features are real-valued features in \((0,1)\) to indicate the topic coherence between a candidate term and the EHR note containing this term. We compute topic features \(P(t | e)\) by equations 3 and 4 in Figure 4, where \(P(t | e)\) is the probability of a candidate term \(t\) conditioned on an EHR note \(e\); \(P(w | e)\) is the probability of a word \(w\) conditioned on \(e\); \(P(t | topic_i \mid e)\) and \(P(topic_i \mid e)\) are word-topic and topic-EHR note distributions estimated by the topic model; and \(K\) is the number of topics used in topic modeling.

We trained 3 latent Dirichlet allocation topic models with \(K\) set to 50, 100, and 200, respectively, after testing different \(Ks\) on 6,237 clinical notes, which are the same as the notes used to compute IDF, using the MAchine Learning for Language Toolkit (MALLET) [75] with default parameters to obtain 3 topic features.

Figure 4. Equations for defining topic feature.

\[
P(w \mid e) = \sum_{i=1}^{K} P(w \mid topic_i)P(topic_i \mid e) \tag{3}
\]

\[
P(t \mid e) = \sum_{w \in t} P(w \mid e) \tag{4}
\]

Training and Evaluation Settings

We created the training data from the FOCUS corpus as follows. We first applied MetaMap to the 90 notes in the FOCUS corpus. For each note, we took as positive examples those terms that were both identified by MetaMap and judged by physicians to be important to patients. We expanded the set of positive terms by using relaxed string match (details in the Evaluation Metrics subsection). The remaining terms identified by MetaMap were used as negative examples. This process resulted in a total of 690 positive and 21,809 negative terms from 90 notes.

Note that our 690 positive terms are less than the 793 terms annotated by physicians. This is because MetaMap missed some terms, many of which are multi-words with embedded UMLS concepts (eg, autologous stem cell transplant and insulin-dependent diabetic). Although we did not use these terms for training and for 10-fold cross-validation, we included them as positive terms for our final evaluation (as described in the Evaluation Metrics subsection).

We used the aforementioned training set for all the systems except 1 baseline system, adapted KEA++ (details in the Baseline Systems subsection), as it had its own procedure for extracting candidate terms and generating training data.

Previous work has shown that approximately 50-100 documents are sufficient to train supervised KE systems in the biomedical domain [45], suggesting that our 90 EHR notes, although a small size, may be sufficient. Our results empirically validated this hypothesis.

Baseline Systems

Adapted KEA++

The keyphrase extraction algorithm KEA [34] has been frequently used as a strong baseline in previous work [42,43,47]. KEA++ [45] is an extension of KEA with the added capacity for domain adaptation.

KEA++ is based on naïve Bayes and uses the following 4 features: TF-IDF, term position, term length in words, and a knowledge-based feature node degree. The last feature computes the number of semantic links in a knowledge base that connect a candidate phrase to other phrases in the document. In addition, it supports preselection and filtering of candidate terms by using controlled vocabularies, which we adapted to the clinical vocabularies.

Specifically, we included all the UMLS terms identified by MetaMap from the 90 FOCUS notes. We also included the complete list of medical terms from 3 comprehensive clinical vocabularies: MeSH, Systematized Nomenclature of Medicine (SNOMED), and the ninth revision of the International Classification of Diseases (ICD-9). To compute the node degree feature, we mapped terms in this controlled vocabulary to the UMLS concepts and incorporated concept relations (eg, Is-a and Part-of) from MeSH, SNOMED, and ICD-9.

Random Forest

RF [76] is an ensemble learning method that combines multiple decision trees for classification or regression. RF extends the idea of bagging [77] with a random selection of features [78-80] to improve robustness and generalizability. The RF classification method achieved the state-of-the-art performance—outperforming KEA and kernel SVMs—in extracting keyphrases from scientific literature [43].

We used the RF classification algorithm for our study. Assuming \(t\) is a candidate term from an EHR note \(e\), the prediction of RF on \((t, e)\), \(f(t,e)\), is calculated by equation 5 in Figure 5, where \(f_k(t,e)\) is the prediction on \((t, e)\) (ie, the predicted possibility of \(t\) being an important medical term in \(e\)) by the \(k\)th decision tree among \(B\) decision trees built for RF (see more details below). According to equation 5 in Figure 5, \(f(t,e)\) represents the averaged predicted possibility of \(t\) being an important medical term in \(e\) and, therefore, can be used to rank candidate terms in \(e\).

Each individual decision tree \(f_k\) is built as follows: assuming the training set contains \(N\) labeled examples (ie, \(N\) pairs of \(t\) and \(e\), labeled as 1 if \(t\) is important in \(e\) and 0 if not) represented by \(d\) features, a single tree is built on \(N\) examples randomly sampled with replacement from this training set. When growing the tree, at each node the algorithm searches a randomly selected subset
of the $d$ features and selects 1 feature to create an if-then-else decision rule to branch the tree (ie, splitting the training examples at this node based on their feature values for the selected feature). Common criteria for selecting the feature that best splits a node include Gini impurity and information gain. When a node contains examples from the same class or its impurity is below a threshold, splitting stops and the node becomes a leaf node.

For a new example $(t, e)$, RF assigns $(t, e)$ to a leaf node of each individual decision tree by applying the decision rules learned from the training phase. The term $f_k(t, e)$ in equation 5 in Figure 5 is calculated as the fraction of positive training examples in the leaf node of the $k$th decision tree where $(t, e)$ is assigned.

Figure 5. Prediction function of random forest.

\[ f(t, e) = \frac{1}{B} \sum_{k=1}^{B} f_k(t, e) \] (5)

Evaluation Metrics

**Precision, Recall, and F-score at Rank $n$**

We report the averaged precision, recall, and $F$-score at ranks 5 and 10, abbreviated as P5, R5, and F5; and P10, R10, and F10, respectively. These metrics measure system performance for top ranks and are widely used to evaluate KE systems. We computed these metrics for the final evaluation (Step 3 in Figure 1) where we used all the gold-standard important terms as positive examples, including those that would never be included in the stage of candidate term extraction.

**Area Under the Receiver Operating Characteristic Curve**

Area under the receiver operating characteristic curve (AUC-ROC) is a metric widely used for evaluating ranking outputs. It computes the area under a receiver operating curve, which plots the true positive rate (y-coordinate) against the false positive rate (x-coordinate) at various threshold settings. To evaluate a system, we compute its AUC-ROC for each EHR note in the FOCUS corpus and report the averaged value. AUC-ROC measures the performance of the global ranking. Because both candidate term extraction and ranking affect the quality of global ranking, we report 2 AUC-ROC metrics: AUC-ROC$_{\text{ranking}}$ and AUC-ROC$_{\text{KE}}$. AUC-ROC$_{\text{ranking}}$ is computed on the candidate terms extracted by a system. Thereby, if a gold-standard important term is missed in candidate term extraction, it will not affect the system’s AUC-ROC$_{\text{ranking}}$. Since this metric is informative about the ranking performance of a system, we used it to evaluate the cross-validation results on ranking candidate terms (Step 2.2 in Figure 1). AUC-ROC$_{\text{KE}}$ is computed by using all the gold-standard important terms as positive examples and measures the combined performance of candidate term extraction and ranking (Step 3 in Figure 1).

In the evaluation step, we use relaxed string match to determine true positives, as exact match is known to underestimate performance as perceived by human judges [50,82]. Specifically, we treat a term from the system output as a true positive if it either exactly matches or subsumes a gold-standard important term (eg, *non-Hodgkin lymphoma* subsumes *lymphoma*). We allow subsume but not part-of match in relaxed string match, as previous work found that the former aligned well with human judges but the latter did not [82]. For example, a part of an important term may be too general to be important (eg, *disease* in *Crohn’s disease* and *iron* in *iron deficiency*).

Statistical Analysis

The paired samples $t$ test was used for significance testing for the performance difference of 2 systems.

Results

**Statistics of FOCUS Corpus**

For each note, we treat the terms agreed by 2 physicians as the gold-standard important terms. In total, the physicians have identified 793 important medical terms from the 90 FOCUS notes (mean 9 [SD 5] terms per note). The Cohen’s kappa coefficient for annotation agreement (microaverage) is .51. Table 1 summarizes the statistics of the FOCUS corpus.

The important terms identified by the physicians cover a wide range of topics, as represented by the UMLS semantic types. Table 2 shows term frequency and example terms for the 8 major topics.
Table 1. Statistics of the FOCUS\textsuperscript{a} corpus.

<table>
<thead>
<tr>
<th>Characteristics of the FOCUS corpus</th>
<th>(N) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of notes, (N)</td>
<td>90</td>
</tr>
<tr>
<td>Number of words per EHR\textsuperscript{b} note, mean (SD)</td>
<td>816 (133)</td>
</tr>
<tr>
<td>Number of candidate terms identified by MetaMap per EHR note, mean (SD)</td>
<td>250 (42)</td>
</tr>
<tr>
<td>Number of important medical terms identified by physicians per EHR note, mean (SD)</td>
<td>9 (5)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}FOCUS: Finding impOrtant medical Concepts most Useful to patientS.

\textsuperscript{b}EHR: electronic health record.

Table 2. The 8 major topics in the FOCUS\textsuperscript{a} corpus.

<table>
<thead>
<tr>
<th>UMLS\textsuperscript{b} semantic type</th>
<th>Number of important terms, (n)</th>
<th>Example terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease or syndrome</td>
<td>295</td>
<td>autoimmune hemolytic anemia, gastroesophageal reflux, pancytopenia, Sjogren's syndrome, osteoporosis</td>
</tr>
<tr>
<td>Organic chemical</td>
<td>88</td>
<td>atenolol, vincristine, warfarin, Wellbutrin, Zocor</td>
</tr>
<tr>
<td>Finding</td>
<td>59</td>
<td>alopecia, hematuria, hypertension, NSTEMI (non-ST-elevation myocardial infarction), retinopathy</td>
</tr>
<tr>
<td>Neoplastic process</td>
<td>35</td>
<td>dermoid, large B cell lymphoma, pancreatic neoplasm, thyroid nodule</td>
</tr>
<tr>
<td>Therapeutic or preventive procedure</td>
<td>34</td>
<td>chemotherapy, dialysis, immunosuppression, kidney transplantation, pancreatectomy</td>
</tr>
<tr>
<td>Amino acid, peptide, or protein\textsuperscript{c}</td>
<td>30</td>
<td>basal insulin, Rituxan, Neupogen, Synthroid, hemoglobin A1C, HPL (human placental lactogen)</td>
</tr>
<tr>
<td>Pathologic function</td>
<td>25</td>
<td>atrial fibrillation, autonomic dysfunction, BPH (benign prostatic hyperplasia), microscopic hematuria, systolic dysfunction</td>
</tr>
<tr>
<td>Diagnostic procedure</td>
<td>17</td>
<td>thyroid ultrasound, echocardiogram, endoscopy, biopsy, cardiac catheterization</td>
</tr>
</tbody>
</table>

\textsuperscript{a}FOCUS: Finding impOrtant medical Concepts most Useful to patientS.

\textsuperscript{b}UMLS: Unified Medical Language System.

\textsuperscript{c}Electronic health record terms in this topic were split into 2 subtopics: medicine (denoted by their ingredients) and laboratory measure.

Most of the important terms annotated by physicians are specific to individual patients or notes. We used 2 criteria to select terms that may in general be important to patients: (1) the term occurs in more than 10\% (9/90) of notes in the FOCUS corpus; and (2) the term was annotated as an important term for over 50\% of the notes containing it. Only 4 terms were qualified and selected (the 2 bracketed numbers following the terms are the number of notes containing the term and the number of notes for which the term was annotated as important): \textit{coronary artery disease} (20/14), \textit{osteoarthritis} (19/10), \textit{anemia} (13/7), and \textit{prednisone} (10/6).

In addition, we made several observations from the FOCUS corpus. First, physicians typically excluded highly domain-specific terms that are very difficult for patients to understand. For example, the terms describing surgical procedures in detail or the anatomical parts of organs were excluded. Second, physicians often selected diseases and other information that are of immediate concern to patients, thus excluding other comorbidity diseases, for example.

**Candidate Term Extraction**

On average, adapted KEA++ extracts 342 candidate terms per note from the FOCUS corpus, which match 86\% of the gold-standard physician annotated terms; FOCUS (the same for RF) extracts 250 candidates per note, which match 89\% of the gold-standard terms.

**Evaluation on FOCUS Corpus**

Table 3 shows the evaluation results on the FOCUS corpus, where FOCUS achieves the best results and RF is the second best.

The performance difference between FOCUS and adapted KEA++ is statistically significant for all the metrics (\(P<.001\)). The difference between FOCUS and RF is also statistically significant for all the metrics (see \(P\) values in Table 3).
Table 3. Performance of different natural language processing systems.

<table>
<thead>
<tr>
<th>System</th>
<th>P5</th>
<th>R5</th>
<th>F5</th>
<th>P10</th>
<th>R10</th>
<th>F10</th>
<th>AUC-ROC ranking</th>
<th>AUC-ROC KE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adapted KEA++</td>
<td>0.333</td>
<td>0.211</td>
<td>0.239</td>
<td>0.281</td>
<td>0.362</td>
<td>0.292</td>
<td>0.890</td>
<td>0.780</td>
</tr>
<tr>
<td>RF</td>
<td>0.409</td>
<td>0.267</td>
<td>0.299</td>
<td>0.339</td>
<td>0.416</td>
<td>0.346</td>
<td>0.891</td>
<td>0.821</td>
</tr>
<tr>
<td>FOCUS</td>
<td>0.462</td>
<td>0.305</td>
<td>0.341</td>
<td>0.369</td>
<td>0.464</td>
<td>0.381</td>
<td>0.940</td>
<td>0.866</td>
</tr>
<tr>
<td>P (FOCUS vs RF)</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.045</td>
<td>.03</td>
<td>.02</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aP5: precision at rank 5.
bR5: recall at rank 5.
cF5: F-score at rank 5.
dP10: precision at rank 10.
eR10: recall at rank 10.
fF10: F-score at rank 10.

AUC-ROC ranking: area under the receiver operating characteristic curve computed on the candidate terms extracted by a system.

AUC-ROC KE: area under the receiver operating characteristic curve (KE: keyphrase extraction) computed by using all the gold-standard important terms as positive examples.

KEA++: extension of the keyphrase extraction algorithm KEA.

RF: random forest.

FOCUS: Finding impOrtant medical Concepts most Useful to patients.

Textbox 2. Top-10 terms identified by different natural language processing systems for the full note containing the electronic health record excerpt in Textbox 1 (where true positives are italicized).

Adapted KEA++: Crohn disease, cirrhosis, metformin, recent, iron deficiency, thrombocytosis, Crohn, diabetes mellitus, anemia, omeprazole

RF (random forest): cirrhosis, iron deficiency anemia, iron deficiency, thrombocytosis, fenofibrate, alcohol, cheilosis, Crohn disease, myeloproliferative neoplasms, metformin

FOCUS (Finding impOrtant medical Concepts most Useful to patients): thrombocytosis, diabetes mellitus, cirrhosis, diabetes, metformin, omeprazole, iron deficiency anemia, fenofibrate, Crohn disease, budesonide

Textbox 2 shows the top-10 terms identified by each of the 3 systems for the full note containing the EHR excerpt in Textbox 1 (where true positives are italicized). The AUC-ROC KE scores achieved by the 3 systems on the full note are 0.868 (FOCUS), 0.809 (adapted KEA++), and 0.857 (RF).

Effects of Additional Features

We further tested the effect of each additional feature by adding it on FOCUS-base. The results (see Table A3-1 in Multimedia Appendix 3) show that each additional feature improves the baseline features to a certain degree.

We then tested FOCUS’s performance by using only additional features. The results (see Table A3-2 in Multimedia Appendix 3) show that word embedding is the best single feature, but still performs significantly worse than using all additional features for all the metrics (see row 5 in Table A3-2 in Multimedia Appendix 3 for P values). In addition, using only additional features performs significantly worse than using all features for all the metrics (P<.001).
Table 4. Performance of natural language processing systems with and without the additional features.

<table>
<thead>
<tr>
<th>System</th>
<th>P5^a</th>
<th>R5^b</th>
<th>F5^c</th>
<th>P10^d</th>
<th>R10^e</th>
<th>F10^f</th>
<th>AUC-ROC\textsubscript{\text{ranking}}^g</th>
<th>AUC-ROC\textsubscript{\text{KE}}^h</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOCUS-base\textsuperscript{i}</td>
<td>0.413</td>
<td>0.256</td>
<td>0.295</td>
<td>0.331</td>
<td>0.401</td>
<td>0.337</td>
<td>0.911</td>
<td>0.840</td>
</tr>
<tr>
<td>FOCUS\textsuperscript{j}</td>
<td>0.462</td>
<td>0.305</td>
<td>0.341</td>
<td>0.369</td>
<td>0.464</td>
<td>0.381</td>
<td>0.940</td>
<td>0.866</td>
</tr>
<tr>
<td>P (FOCUS vs FOCUS-base)</td>
<td>.03</td>
<td>.02</td>
<td>.02</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RF-base\textsuperscript{k}</td>
<td>0.349</td>
<td>0.219</td>
<td>0.251</td>
<td>0.303</td>
<td>0.381</td>
<td>0.315</td>
<td>0.848</td>
<td>0.781</td>
</tr>
<tr>
<td>RF\textsuperscript{l}</td>
<td>0.409</td>
<td>0.267</td>
<td>0.299</td>
<td>0.339</td>
<td>0.416</td>
<td>0.346</td>
<td>0.891</td>
<td>0.821</td>
</tr>
<tr>
<td>P (RF vs RF-base)</td>
<td>.003</td>
<td>.01</td>
<td>.01</td>
<td>.1</td>
<td>.046</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)P5: precision at rank 5.
\(^b\)R5: recall at rank 5.
\(^c\)F5: \(F\)-score at rank 5.
\(^d\)P10: precision at rank 10.
\(^e\)R10: recall at rank 10.
\(^f\)F10: \(F\)-score at rank 10.
\(^g\)AUC-ROC\textsubscript{\text{ranking}}: area under the receiver operating characteristic curve computed on the candidate terms extracted by a system.
\(^h\)AUC-ROC\textsubscript{\text{KE}}: area under the receiver operating characteristic curve (KE: keyphrase extraction) computed by using all the gold-standard important terms as positive examples.

\textsuperscript{i}FOCUS-base: Finding impOrtant medical Concepts most Useful to patientS; uses only the baseline features.

\textsuperscript{j}FOCUS: Finding impOrtant medical Concepts most Useful to patientS; uses the baseline features plus the additional features.

\textsuperscript{k}RF-base: random forest; uses only the baseline features.

\textsuperscript{l}RF: random forest; uses the baseline features plus the additional features.

Discussion

Principal Findings

We have shown that physicians were able to identify important terms from EHR notes with moderate agreement (Cohen’s kappa .51). This level of annotation agreement is acceptable for keyphrase annotation tasks [40,42,83]. We used the physicians’ agreement to obtain high-quality data to develop and evaluate systems that automated this task.

Automated identification of EHR terms important to patients is challenging for several reasons. First, although frequency-based statistics such as term frequency and TF-IDF are widely used to estimate the importance of a term for a document, they are less effective for EHRs. For example, in our data, 56% of important medical terms occur only once in any individual EHR note. Second, we cannot infer the importance of a medical term solely based on its unfamiliarity level, as introduced in the Background and Significance subsection. Third, physicians’ annotations cannot be represented by simple patterns. One reason is that most patients in our data have comorbidity and the important terms identified by physicians are usually related to only some of their diseases. In addition, the important terms are spread over a wide range of topics—details in the Statistics of FOCUS Corpus subsection—and thus cannot be inferred by manual categorical rules. Fourth, EHR notes contain abundant medical terms, among which only a small portion (4% in our case) were annotated as positive or important. Such imbalanced data pose extra challenges for supervised learning.

Despite the above challenges, our FOCUS system achieves a decent 0.866 AUC-ROC, suggesting that the learning-to-rank model with rich features is effective.

FOCUS Versus Adapted KEA++ and Random Forest

Our experiments show that FOCUS outperformed both adapted KEA++ and RF.

Using a more sophisticated MetaMap system, FOCUS is more effective than adapted KEA++ in candidate term extraction, as reported in the Candidate Term Extraction subsection. MetaMap is a state-of-the-art lexical tool that is well-configured—using morphological analysis and nonexact string match—to detect medical concepts and their corresponding medical terms from text, while adapted KEA++ uses a simpler approach (ie, dictionary look-up of stemmed \(n\)-grams from text).

We further compared FOCUS and adapted KEA++ on 28 FOCUS notes for which the 2 systems have the same recall on candidate extraction. FOCUS outperforms adapted KEA++ on this subset in all the evaluation measures, in particular, with significant improvements on AUC-ROC\textsubscript{\text{ranking}} (0.936 vs 0.903, \(P=.03\)) and AUC-ROC\textsubscript{\text{KE}} (0.875 vs 0.844, \(P=.03\)). This indicates that the rich features and the rankSVM algorithm contribute to FOCUS’s performance gains.

Despite using the same MetaMap extractor and features, FOCUS still shows an advantage, outperforming RF in all the evaluation measures. The performance difference demonstrated that the ranking-based approach outperformed the state-of-the-art classification-based approach (RF) for this task. We attribute FOCUS’s advantage over RF to the rankSVM algorithm used by FOCUS. Specifically, rankSVM sets its parameters by...
minimizing the number of swapped pairs during its model training, which is equivalent to maximizing the rank quality as measured by Kendall’s tau coefficient. In contrast, the RF algorithm is based on decision trees. The rules guiding the construction of decision trees (eg, information gain) are not directly optimizing rank quality.

We further analyzed the top-10 terms identified by the 3 systems. FOCUS, RF, and adapted KEA++ respectively ranked 433, 417, and 379 unique terms in their top-10 lists—since we have 90 notes, the maximum number of unique terms is 900. This result indicates that all 3 systems output diversified top-ranked terms, which are not constrained by a small set of terms, with FOCUS’s output being the most diversified. We then identified terms frequently ranked as high (in the top 10) by each system using 2 criteria: (1) the term was identified as a candidate term for more than 10% (9/90) of the notes; and (2) the term was ranked in the top 10 over 60% of the time. The analysis results (see Table A4-1 in Multimedia Appendix 4) show that FOCUS and RF, RF and adapted KEA++, and FOCUS and adapted KEA++ share 6, 4, and 3 terms in their frequently ranked-as-high terms, respectively. Only 2 terms—hypothyroidism and chemotherapy —are frequently ranked as high by all 3 systems.

**Effects of Additional Features**

Our additional features, when applied jointly, improved both FOCUS and RF (see Table 4). As FOCUS and RF adopt different learning schemes—ranking versus classification—these results suggest that the beneficial effect of our additional features is generalizable to different learning methods.

Among the additional features, word embedding improves the AUC-ROC scores most—these scores measure the quality of the global ranking (see row 2 in Table A3-1 in Multimedia Appendix 3). This feature has been successfully applied to other biomedical and clinical NLP tasks. To the best of our knowledge, our work is the first to apply word embedding to ranking important terms in EHRs and show its usefulness.

The UMLS semantic type is the best in boosting performance at top ranks (rank=5 and rank=10, row 3 in Table A3-1 in Multimedia Appendix 3), suggesting its importance. One reason why it is useful is that medical terms with certain semantic types such as medical device and anatomical structure were almost never annotated by physicians as being important to patients. This feature, therefore, can help rank those terms lower to improve quality of top ranks.

Although the 3 topic features only improve the baseline features slightly, further analysis shows that they, when combined with other features, improve the performance. In particular, the FOCUS system using complete features significantly outperformed the one not using the topic features on AUC-ROC (P=0.03 for both AUC-ROC_{\text{ranking}} and AUC-ROC_{\text{KE}}).

The FOCUS systems that respectively use only all additional features and only word embedding achieved adequate results, especially on AUC-ROC scores (see Table A3-2 in Multimedia Appendix 3). However, they still performed worse than the system using all features, especially at top ranks.

**Error Analysis and Future Work**

We manually examined 17 notes, for which FOCUS has either zero recall at rank 5 or low AUC-ROC_{\text{KE}}(<0.800). We identified 3 error patterns.

First, we used relaxed string match for evaluation but did not allow part-of-match, for the reason discussed in the Evaluation Metrics subsection. However, in some cases, this approach underestimates the performance. For example, FOCUS counted it as a mistake if MetaMap recognized stem cell transplant but not autologous stem cell transplant, the gold-standard term.

Second, FOCUS depends on MetaMap, which makes mistakes. It failed to identify certain abbreviations as medical terms (eg, A1c [a lab test for blood glucose], BMD [a lab test for bone mineral density], CPPD [calcium pyrophosphate deposition disease], and TSH [a lab test for thyroid stimulating hormone]). In future work, we may collect a list of common clinical abbreviations by mining a large EHR corpus and use this list to enhance medical term identification.

Third, the error is due to data sparsity. Although word embedding helps overcome data sparsity, FOCUS failed to rank as high some infrequent medical terms, such as femoral popliteal bypass and pseudogout. In future work, we will explore advanced approaches to deal with out-of-vocabulary words.

**Limitations**

Due to the common bottleneck of creating an expert-annotated resource, we only annotated 90 EHR notes for the reference standard and training data. Although this is not a large dataset, our system FOCUS shows an impressive performance of 0.940 AUC-ROC for 10-fold cross-validation on this data, suggesting that the data size may be sufficient.

**Conclusions**

We have presented a new clinical NLP task—identifying medical terms important to patients from EHRs. We developed FOCUS, a learning-based NLP system that is based on SVM learning-to-rank algorithm and rich learning features. The evaluation done on 90 physician-annotated EHR notes showed that FOCUS significantly outperformed other state-of-the-art NLP systems and that the additional features we developed were beneficial in boosting its performance.
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Abstract

Background: Diabetes case finding based on structured medical records does not fully identify diabetic patients whose medical histories related to diabetes are available in the form of free text. Manual chart reviews have been used but involve high labor costs and long latency.

Objective: This study developed and tested a Web-based diabetes case finding algorithm using both structured and unstructured electronic medical records (EMRs).

Methods: This study was based on the health information exchange (HIE) EMR database that covers almost all health facilities in the state of Maine, United States. Using narrative clinical notes, a Web-based natural language processing (NLP) case finding algorithm was retrospectively (July 1, 2012, to June 30, 2013) developed with a random subset of HIE-associated facilities, which was then blind tested with the remaining facilities. The NLP-based algorithm was subsequently integrated into the HIE database and validated prospectively (July 1, 2013, to June 30, 2014).

Results: Of the 935,891 patients in the prospective cohort, 64,168 diabetes cases were identified using diagnosis codes alone. Our NLP-based case finding algorithm prospectively found an additional 5756 uncodified cases (5756/64,168, 8.97% increase) with a positive predictive value of .90. Of the 21,720 diabetic patients identified by both methods, 6616 patients (6616/21,720, 30.46%) were identified by the NLP-based algorithm before a diabetes diagnosis was noted in the structured EMR (mean time difference = 48 days).

Conclusions: The online NLP algorithm was effective in identifying uncodified diabetes cases in real time, leading to a significant improvement in diabetes case finding. The successful integration of the NLP-based case finding algorithm into the Maine HIE
database indicates a strong potential for application of this novel method to achieve a more complete ascertainment of diagnoses of diabetes mellitus.

(JMIR Med Inform 2016;4(4):e37) doi:10.2196/medinform.6328
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Introduction

Diabetes mellitus (DM) is a leading cause of mortality and morbidity and accounts for significant burden of disease worldwide [1,2]. In the United States, 9.3% of the population or 29.1 million people were reported to have diabetes in 2013, plus an estimate of 8.1 million people with undiagnosed diabetes [3,4]. Diabetes is a metabolic disorder caused by a high concentration of glucose in the blood stream. If untreated, diabetic patients will eventually develop a range of complications. Diabetes complications can be prevented through timely application of several measures such as lifestyle modification and control of blood glucose and blood pressure for diabetic patients [3,5-8].

The identification of persons with diagnosed DM in electronic medical records (EMRs) is essential to quality improvement initiatives, clinical decision support systems, and regional disease prevalence estimates used by public health departments. Although DM diagnoses have typically been captured by International Classification of Diseases (ICD) codes and stored in EMRs, previous studies found that diagnostic codes alone do not adequately represent DM diagnoses across a population, resulting in underestimates of disease prevalence and challenging the development of electronic approaches to clinical management [9,10]. The prevalence of DM in 2014 in Maine was 7.8%, whereas the codified prevalence is 6.8% in our database. It indicates a gap caused by uncoded diagnoses across a population, resulting in underestimates of disease prevalence and challenging the development of electronic approaches to clinical management [9,10]. The prevalence of DM in 2014 in Maine was 7.8%, whereas the codified prevalence is 6.8% in our database. It indicates a gap caused by uncoded diagnoses across a population, resulting in underestimates of disease prevalence and challenging the development of electronic approaches to clinical management [9,10].

One possible solution to the problem and a fully automated alternative and acceptable means of delivering cost-effective case finding is the use of natural language processing (NLP), a Web-based technique. NLP has increasingly been used to enhance case finding for some high-impact chronic diseases such as heart failure and cancer through analyzing narrative text in EMRs [14-16]. The advantage of the automated NLP-based case finding algorithm is that it allows for the rapid real-time identification of uncoded diagnoses from large datasets. It also allows for the rapid preprocessing of unstructured clinical notes for different diseases and clinical conditions before a diagnosis is selected [14,16]. However, the existing NLP applications are mainly based on a small sample of patients with a limited number of clinical notes. Currently, the application of NLP in public health and medicine faces the following challenges [17-21]: (1) a lack of a comprehensive knowledge base to generate the accumulated domain knowledge from the targeted patient population; (2) a lack of a comprehensive data model to encapsulate the unstructured clinical notes of various formats across different health care facilities; (3) and a lack of a robust and scalable analytics pipeline to process a large number of EMR notes across statewide health care facilities.

The aim of this study was therefore to develop and integrate an online real-time NLP-based DM case finding algorithm into the health information exchange (HIE) care flow in the state of Maine, United States (Figure 1). We hypothesized that the algorithm we developed could find additional patients with DM who were not identified by codified diagnoses in structured EMRs. This algorithm was built on a knowledge base that incorporates taxonomies and controlled vocabularies encoding domain knowledge, as well as the task-oriented characteristics of clinical notes. It also used both structured and unstructured information and data available in EMRs, which were treated as variables for statistical learning in identification of uncoded DM diagnoses.

http://medinform.jmir.org/2016/4/e37/
Methods

Ethics Statements

Protected personal health information was removed for the purpose of this research. Because this study analyzed deidentified data, it was exempted from ethics review by the Stanford University Institutional Review Board (October 16, 2014).

Data Sources

Data for this study were extracted from the HIE dataset administered by HealthInfoNet—an independent nonprofit organization. The dataset contains records of nearly 95% of the population in the state of Maine. There are 35 HIE-associated hospitals, 34 federally qualified health centers, and more than 400 ambulatory practices [22,23]. To identify the DM cohort, clinical notes of all categories in the Maine HIE EMR database were analyzed. Clinical notes are also known as progress notes, which are the part of a medical record where health care professionals document the details of a patient’s clinical status or achievements during the course of inpatient care or outpatient care. Clinical notes in our study are encounter based. These notes were divided into 2 subcohorts. The retrospective cohort contained 1,385,280 notes representing 1,129,952 patients covering the period from July 1, 2012, to June 30, 2013, and the prospective cohort comprised 982,211 clinical notes representing 935,891 patients recorded from July 1, 2013, to June 30, 2014 (Figure 2). Clinical notes were derived from more than 100 different types of clinical reports, including history or physical reports, discharge summaries, and emergency reports.
Algorithm Overview

The patients with DM were defined as those who had DM noted as either primary or secondary diagnosis (International Classification of Diseases, Ninth Revision, Clinical Modification, ICD-9-CM, codes: 249, 249.x, 249.xx, 250, 250.x, and 250.xx) in their medical records [24]. The case finding algorithm consisted of 3 sequential steps based on both structured and unstructured EMR information (Figure 1). The first step involved a preprocessing of unstructured clinical notes to remove information indicating the patient did not have DM, such as family history of DM and negation (ie, the patient denied DM). This step removed the misleading information to avoid false-positive errors, thus improving the performance of subsequent steps. The second step entailed a feature extraction that mapped DM risk factors recognized in previous studies [25-29], medications extracted from Unified Medical Language System, and NLP terms into the structured metadata. In the third step, a decision tree–based model based on the retrospective cohort was developed to determine whether a patient had DM. The development procedures are detailed in later sections. To support the whole algorithm pipeline, the NLP engine was created, including knowledge base, statistical models, and gold standard datasets as functional modules. Their construction and utilization are described below.

Knowledge Base

The knowledge base consisted of 3 cores: (1) DM-related clinical terms as the controlled vocabularies; (2) antidiabetic medications; and (3) extracted rules in the clinical notes. Clinical terms in our NLP knowledge base were derived from the following sources: (1) the description and synonyms of ICD-9-CM codes under 249, 249.x, 249.xx, 250, 250.x, and 250.xx; (2) the comprehensive clinical terminologies within SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms) [30]; (3) a mapping of ICD-9-CM with SNOMED CT proposed by the US National Library of Medicine (NLM) [31], based on the concepts and synonyms mapped to ICD codes 249, 249.x, 249.xx, 250, 250.x, and 250.xx; (4) the headings returned by the query of “diabetes” using NLM for article indexing [32] in a controlled vocabulary thesaurus, namely, Medical Subject Headings (MeSH). These clinical terms in the knowledge base were further tokenized, combined, and filtered to derive our controlled vocabulary of single and dual tokens. If those controlled vocabularies contained stop words, for example, “the,” “a,” “of,” provided by the text mining (tm) package (R Development Core Team) [33], they were removed. In total, 742 final NLP terms were identified (Multimedia Appendix 1); of these, 72 were found to be significantly associated with DM diagnosis (Mann-Whitney test P value <.05) in the retrospective cohort. Here, the patients who were assigned any of the ICD-9-CM codes 249, 249.x, 249.xx, 250, 250.x, 250.xx during the encounter were defined as having a diagnosis of DM.

Antidiabetic medications were identified from the Unified Medical Language System database. Out of 36 medications analyzed, 22 were found to be significantly associated with DM diagnosis (Mann-Whitney test P value <.05) in the retrospective cohort.

Because information on DM risk factors (eg, body mass index or BMI, high blood pressure, obesity, smoking history, and alcohol use disorders) might be presented in multiple unstructured formats in EMRs, we developed a series of regular expressions and rules to unify unstructured information and subsequently standardize feature categories. For example, BMI could be available from clinical notes, but in many instances only height and weight were provided. The BMI was then divided into 4 categories: underweight, normal, overweight, and obesity, according to the World Health Organization classification [34]. Additionally, to make the knowledge base more compatible with the expression of clinical notes, it was updated iteratively along with development of the retrospective model.
Preprocessing and Feature Extraction

Intuitively, DM-related words in the notes can be used to classify a DM case. However, this simpleminded note-processing method ignores negative expressions, for example, “The patient denied DM” in the note. Obviously, such negation will mislead the algorithm to wrongly classify the patient as a DM case. To avoid this kind of error, negation should be handled first before being fed into the pipeline. Preprocessing to remove family DM history is done because of similar considerations: the note with sentence “his mother had diabetes mellitus” does not classify the corresponding patient, “he,” as a diabetic patient. To ensure NLP specificity, segments associated with negation and family history of DM as described above were removed during preprocessing according to the entries in the knowledge base. The vocabulary of negation was populated using the lexicon proposed by NegEX [35]. The family-related words [36] were used to initiate the vocabulary of family history.

To break narrative text in clinical notes into smaller pieces, we applied the text semantics. A note was collapsed into paragraphs, sentences, and lines as basic units with nonoverlapping contents. Criteria to define a basic unit were developed on statistics of the text lengths and newline characters. If a paragraph (or a sentence, a line) satisfied criteria of a basic unit, it was regarded as one segment without further decomposition. The parts of speech were annotated and referred for sentence boundary detection against the confusion between periods and decimal points using openNLP (R Development Core Team) [33]. When a segment contained a word or a phrase in the vocabularies associated with negation and family history, this segment was removed from the note.

To map the unstructured text into structured metadata, the knowledge base was applied to the standardized clinical notes after preprocessing. When matching the text with the NLP terms and medications in the knowledge base was successful, the structured data of the notes were coded as “1,” otherwise as “0.” Then DM risk factors were extracted to further enrich the clinical notes metadata using the rules and regular expressions stored in the knowledge base.

Workflow of Gold Standard Dataset

Gold standard datasets were created for model development and validation purposes (Figure 2). The datasets contained a subset of patients with or without DM. The patient DM status was determined by manual chart reviews of clinical notes conducted by 2 physician-curators. If a patient had any notes showing DM diagnosis, he or she was coded as having DM. The 2 physicians reviewed each note individually and assessed whether the note showed the presence of DM. After individual review, the 2 assessments for each note were compared. Any disagreement was discussed by the 2 physicians and an agreement was reached [37]. When there was a disagreement on diagnosis that could not be resolved by discussion between the 2 curators, the patient was excluded. The datasets created through this process were used as the gold standard to define the cutoff point, run the blind testing, or to validate our NLP-based case finding algorithm. The cohort construction of the gold standard datasets is shown in Figure 2.

Model Development

A model was developed on the retrospective cohort (Figure 2). The clinic’s facilities where clinical notes were derived were randomly allocated to 1 of the 2 subsets: one for training and finding the cutoff point (n=17 facilities) and the other for blind testing (n=18 facilities). Within the subsets for training and finding the cutoff point, all available notes (n=44,368) with codified DM diagnoses, and an equal number of uncodified notes (n=44,368), were selected to construct a training subcohort for model development. In the remaining uncodified subset, a gold standard dataset was constructed by randomly selecting 100 positive (DM) patients and 500 negative (non-DM) patients as the subcohort for finding the cutoff point. A further random sample of 100 positive and 500 negative patients identified from uncodified notes in the blind testing subset were selected to construct the blind testing subcohort.

By feeding the training subcohort to the preprocessing and feature extraction, each note had a feature vector denoted as f. The identification of DM was stated as maximum a posteriori probability (MAP) estimation in Figure 3 (a), where DM was a binary random variable indicating whether the sample had a DM diagnosis (DM=1). To take diagnosis codes into consideration, a binary variable ICD was introduced to indicate whether a note was codified (ICD=1). By inserting ICD into the posterior and then applying the Bayesian rule, we had the decomposition in Figure 3 (b).

Because the assignment of diagnosis code was independent of the extracted feature, the model was simplified to the equation in Figure 3 (c).

The first term on the right side determined the probability of DM for a codified note, while the second term on the right side for an uncodified note. As coding information was known, we had 2 branches to obtain the posterior a shown in Figure 3 (d).

The great majority of uncodified notes did not include a DM diagnosis, while most DM codified notes were ICD-9-CM DM diagnoses. This led us to develop the following class labeling method:

1. If a note is codified, this note should have a diagnosis of DM (Figure 3 (e));
2. If a note is not codified, a model should be built to estimate the probability (Figure 3 (f)).

As a result, the inference of DM diagnosis for a codified note was only dependent on the ICD code noted in the structured data, whereas for uncodified notes we trained a random forest model [33,38] to obtain T(f) (Figure 3 (g)), where $t_{np}$ was the n th decision tree in the random forest.

At the perspective of hierarchical tree, the model could be considered as a combination of a predetermined tree-based model and a random forest-based model. The predetermined tree was developed based on the ICD-9-CM diagnosis codes associated with DM, which represented human prior knowledge. The random forest-based model was developed by extracting information from clinical notes, which represented machine learning knowledge.
The model was first trained with codified notes, the DM-positive sample, and uncoded notes, the DM-negative sample. The false positives in the training sample were uncoded notes either with or without a DM diagnosis. The former was regarded as the positive sample in the next round of training. By applying the 2 steps iteratively, the model as well as the knowledge base associated with the expression of family history and negation was fine-tuned. All false-positive cases were reviewed manually to understand how these occurred.

This codified-note–driven iterative training scheme was based on the hypothesis that the notes’ features should be similar between codified notes and uncoded notes where a DM diagnosis was found. To test this hypothesis and validate the method, multidimensional scaling (MDS) plots were constructed with 1000 samples randomly selected from the training subcohort to illustrate the distribution of notes.

Patient Classification Cutoff Point Determination
As the algorithm was developed to find out uncoded DM cases, the proportion of true positives among the identified samples, positive predictive value (PPV), was the most important indicator of performance. With a PPV of ≥90%, the proportion of false-positive cases is less than 10%. On the other hand, given that the method was to identify uncoded cases in addition to the codified cases, maintaining a high level of PPV at the expense of sensitivity is acceptable. The way we located the optimal cutoff by considering the trade-off between PPV and sensitivity was also presented in a previous NLP study [39].

Given that our algorithm assigned a classification probability to each subject, we aimed to find an optimal cutoff point to achieve the maximum classification sensitivity with a predefined PPV of 90%. To achieve a 90% PPV, the classification specificity can be calculated through a linear formula, thus forming a straight line overlaid on the receiver operating characteristic (ROC) curve. The combination of sensitivity and specificity in the region above the line allowed for a performance with >90% PPV. Thus, the cutoff point was set at the first intersection between the line and the ROC curve.

At the final stage of the retrospective model development, the case finding algorithm was blind tested on patients from health care facilities that were not included in the training subset.

Prospective Case Finding and Validation
Our NLP-based DM case finding algorithm was then deployed online through integration into the HIE real-time population exploration dashboard system. The clinical notes (N=982,211) covering the period from July 1, 2013, to June 30, 2014, were aggregated for prospective validation of the algorithm. An independent gold standard dataset was constructed based on chart reviews of clinical notes of 200 patients with DM and 1000 patients without DM randomly selected from the prospective cohort (Figure 2). The prospective classification performance on the gold standard dataset was evaluated using the following parameters: PPV, sensitivity, specificity, negative predictive value (NPV), and the area under the ROC curve. A total of 200 samples were further randomly selected from the uncoded DM cases identified by the algorithm to evaluate the case finding accuracy on the entire prospective cohort. On the basis of the longitudinal records of both clinical notes and diagnosis codes for each patient in the HIE EMR database, a temporal comparison of the 2 sources was analyzed.

Results

Case Finding Algorithm Performance
An MDS plot was constructed to visualize the classification performance. As shown in Figure 4, out of 500 uncoded notes, 2 were classified as DM diagnosis. A closer examination revealed that these “false-positive” cases had notes with genuine diagnosis of DM. This MDS plot indicated that (1) our model effectively differentiated the notes from those patients with DM diagnosis and those without DM diagnosis and (2) our NLP-based analysis of clinical notes can identify uncoded notes with diagnosis of DM.

Figure 4 shows that more than 99% of the uncoded notes were linked to patients without DM diagnosis and more than 99% of the codified notes were linked to patients with DM diagnosis. There were only 1% mislabeled samples in the training dataset, which did not alter the model performance [40].
Figure 4. The multidimensional scaling (MDS) plots of the training result. This analysis was aimed at detecting meaningful underlying dimensions, for example, 1 and 2, which allow the explanation of the observed similarities (distances) between the investigated subjects. The axes of the MDS plots represent no real sizes and thus were marked as dimension 1 and dimension 2 without units. The red dots and blue triangles, indicating the positive and negative samples, were clearly separated. The “false positives” are circled in the plot. Chart reviews showed that these were notes with a genuine diagnosis of diabetes mellitus.

Diabetes Mellitus Discriminant Variables
A total of 100 DM discriminant features were retained in the final model, including demographics (n=2), risk factors (n=5), clinical history (n=1), medications (n=20), and NLP-extracted clinical terms (n=72; Multimedia Appendix 1). Figure 5 shows the top 30 features ranked by their importance in the model. The importance of each feature was rated according to the mean decrease in algorithm accuracy scaled by standard deviation after randomly permuting the variable values. A higher mean decrease in accuracy (node impurities from splitting on the variables; specifically, the node impurity is measured by the Gini index) corresponds to greater importance of the feature [40]. Among the top 30 features, “diabetes” and “type 2,” which directly indicate DM, were the top 2 features, followed by age, an important predictor of DM [41,42], and then “metformin,” a first-line antidiabetic drug. The remaining important discriminant features were high blood pressure, cigarette smoking, history of alcohol use, BMI, and “obesity.”

Figure 5. List of the top 30 clinical variables included in the diabetes mellitus natural language processing (NLP)–based model. BMI: body mass index.
Patient Classification Cutoff Point Determination

The decision tree–based classification scores were evaluated to determine a cutoff point that allows maximal sensitivity with a ≥90% PPV (Multimedia Appendix 2). With this cutoff value (set as .618), the continuous classification scoring outputs were converted to reach a binary decision to identify genuine DM cases.

Retrospective Blind Testing

As shown in Figure 6, in the retrospective blind testing, our NLP-based analysis achieved a 95.4% (62/65) PPV, 62.0% (62/100) sensitivity, 99.4% (497/500) specificity, and 92.9% NPV (497/535). The blind testing results indicate that the knowledge acquired from some hospital facilities could be leveraged to allow prediction in others (eg, learning transfer) [43].

Figure 6. Performance evaluation of the proposed case finding algorithm. Top: the contingency tables on blind test and prospective gold standard datasets. Middle: the positive predictive value (PPV), negative predictive value (NPV), sensitivity, and specificity of the validation based on the retrospective blind testing subcohort and prospective cohort. Bottom: the prospective case finding results in the total population. DM: diabetes mellitus; GS: gold standard; ICD-9-CM: International Classification of Diseases, Ninth Revision, Clinical Modification; NLP: natural language processing.

Prospective Validation

The prospective performance of the algorithm was explored by chart review over a gold standard dataset consisting of randomly selected 200 patients with DM and 1000 patients without DM in the uncodified subcohort (Figure 2). The PPV was 90.1% (136/151), which was within the 95% CI of the retrospective blind testing PPV (87.3%–98.4%). The sensitivity was 68.0% (985/1409), and .929, respectively (Figure 6).

The algorithm was deployed to allow real-time DM case finding on the entire prospective cohort. A total of 64,168 patients with DM were identified from codified DM diagnosis, while our NLP-based algorithm identified an additional 5756 patients, resulting in an 8.97% (5756/64,168) increase in the total patients with DM during the study period. To further explore the case finding accuracy, we randomly selected 200 samples from the 5756 samples. Manual review showed that of the 200 samples there were 183 DM cases and 17 normal patients, resulting in an accuracy of 91.5% (183/200). Such accuracy was above the predetermined PPV (90%) in the calibration phase and was within the 95% CI of the retrospective blind testing PPV (87.3%–98.4%). The consistency of performance shows that it is reasonable to use the results obtained on smaller samples to reflect the performance of the algorithm on a large population.

Temporal Comparison

The time point when a patient’s first DM diagnosis was identified by ICD codes was evaluated and compared with the time point when the DM was identified by NLP case finding algorithm. Out of 21,720 patients with DM identified by both methods, 6616 patients (6616/21,720, 30.46%) were identified by the NLP-based algorithm before a DM ICD code was noted in the medical record (mean time difference = 48 days). In particular, 19.86% (1314/6616) of patients were identified by NLP case finding 3 months or more before they were identified by a DM ICD code (Multimedia Appendix 3).

Discussion

Principal Findings

To the best of our knowledge, this is the first online deployment of a real-time NLP-based case finding method for DM, using both patients’ structured (eg, codified diagnosis) and unstructured (free text) clinical histories from a statewide EMR database. Consistent with our hypothesis, during a 1-year period (from July 1, 2013, to June 30, 2014), our algorithm identified
5756 additional patients with DM (an 8.97% increase in the total patients with DM) who were otherwise left undiagnosed when only code-based case finding was applied. Our finding indicates that the proportion of false negatives decreased using the NLP-based approach compared with the existing ICD-based approach ($P<0.01$). Many patients with DM who were misclassified as patients without DM by the code-based case finding were correctly identified by our NLP text searching algorithm, resulting in a more complete ascertainment of DM diagnoses.

There exist several reasons why patients with diagnosed DM may have not been associated with a DM diagnosis code. Among the uncoded DM patients we identified, 30% had DM noted as secondary, discharged, or other types of diagnosis and 63% had a history of diabetes in clinical records. A possible reason for missing diagnostic codes in those cases might be that if a patient was admitted to the hospital owing to more acute or life-threatening clinical conditions, information related to DM was overlooked when ICD coding was conducted. Therefore, there is a strong need for enhancing the current ICD coding practice in hospitals and other health care facilities in the state of Maine to ensure that all DM diagnoses noted in the patients’ medical records are coded.

**Strengths and Limitations**

Although several standardized coding systems (eg, ICD, Logical Observation Identifiers Names and Codes) have been used to record diagnoses, procedures, laboratory tests, and medications associated with each patient encounter, a large amount of information related to patients’ clinical histories were also available in the form of unstructured free text in EMRs. In addition to the terms directly describing DM (eg, “diabetic,” “type 1,” “diabetes mellitus”), our NLP algorithm was able to obtain more complete medical histories based on information about risk factors and medications available from clinical notes. A range of conventional DM risk markers (eg, age, smoking, BMI, and blood pressure) [42,44–46], emerging risk markers (eg, overweight) [47], and antidiabetic drugs (eg, metformin) were identified and used to enhance DM case detection. In particular, metformin, the first-line medication for type 2 diabetes, appeared to be the most important drug in our feature selection process. These findings indicate that our algorithm effectively incorporated a variety of clinically relevant features, leading to a significant improvement in DM case finding in the population of the state of Maine.

Another strength of our NLP case finding algorithm is the ability to find uncodified DM cases before the assignment of ICD-9-CM codes. The proposed DM case finding methodology used NLP algorithm in parallel with ICD-9-CM codes. In the prospective study, 69,924 patients with DM were identified. Among those 69,924 patients, 21,720 patients were able to be identified by both methods. That is, there were 21,720 DM patients having clinical notes that indicated they had DM. 30.46% (6616/21,720) of those patients had such clinical notes associated with an encounter earlier than the assignment of a DM diagnosis code, while 69.54% (15,104/21,720) of those patients had such clinical notes during the same encounter when a DM diagnosis code was given. Compared with using ICD-9-CM codes alone, the NLP algorithm was able to identify 30.46% (6616/21,720) of patients with DM at an earlier encounter, giving a mean time difference of 48 days. More importantly, a significant proportion of these patients (1314/6616, 19.86%) were identified 3 months or more before a DM diagnosis code was noted. For those patients, this time period is sufficient to initiate aggressive lifestyle interventions that have a long-term impact to delay progression and prevent complications of diabetes [48]. Thus, this early detection capability is clearly an advantage of our DM NLP algorithm such that these high-risk individuals can be selected for timely initiation of targeted prevention, care, and treatment.

We noted that there are some limitations in our study. First, although the use of statistical learning improved the performance of the case finding algorithm, it has inevitable misclassification errors. There were a couple of DM cases located close to the “borderline,” that is, the cutoff point for the algorithm to differentiate between DM cases and normal samples. The DM cases with outputs closed to the cutoff point for the algorithm were those who were susceptible to misclassification errors, compromising false negatives. DM cases at borderline represented DM patients with incomplete DM feature profile, that is, patients having no DM-related risk factors or medication records but having clinical notes confirming DM diagnosis, or patients having no DM-related risk factors or clinical notes but having medication records. Such incomplete profiles could mislead the algorithm. Second, the relatively small sample size of the “gold standard” dataset introduced the possibility that some relatively rare clinical phenotypes of DM—where clinicians documented diabetes in a nonstandard way—might not be accounted for during model training. Third, we were unable to identify whether the patients with DM found by the NLP algorithm were those with newly diagnosed DM or those with a long-standing diagnosis. Fourth, we acknowledge our case finding method’s limitation that it depends on the physician’s diagnosis of the disease and the documentation quality in clinical notes. Finally, the model was developed on the patient data in the state of Maine. Extra risk factors such as sociodemographic factors may need to be considered for adjustment purpose when this learning is transferred and applied to other geographic regions.

**A Web-based Identification Tool**

Our NLP algorithm has been deployed online through integration into the Maine State HIE workflow, currently allowing real-time statewide identification of patients with uncoded DM. It provides doctors, hospitals, and other providers in the state HealthInfoNet network with an effective online utility to achieve a more complete assessment of the DM burden in their location. Incorporating the DM case finding algorithm with the existing health care system makes the best use of information available in EMRs. Together with the previously successful integration of our other NLP case finding algorithms, including that for congestive heart failure [14], there is a strong potential to expand the application of this novel method to enhance case finding for other diseases in Maine and other states in the United States and in other countries.
Conclusions

Our NLP-based DM case finding algorithm was developed and validated on a population-based dataset in the state of Maine. The results strongly support our hypothesis that the NLP-based algorithm could identify additional patients with DM to complement the existing ICD-code–based case finding method. Online real-time integration of our DM case finding algorithm into the Maine HIE workflow can enhance DM case detection and facilitate efforts toward timely initiation of targeted management and care for patients with DM. From the patient’s perspective, many patients with DM across the state of Maine, who were not identified from ICD codified diagnosis, would benefit from information we provide by being able to take initiatives to seek care and plan their personal strategies to monitor and control their diabetes status. In this regard, our online real-time DM case finding utility not only benefits all stakeholders including payers, providers, and policy makers in the Maine health care system, but also serves as a demonstrative Web-based project for future application to improve DM case finding for targeted care and treatment in other states and countries, making a contribution to alleviate the DM burden.
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Multimedia Appendix 1

A list of 100 discriminant features used by the final model as well as the feature importance, and a list of 742 natural language processing terms used by the initial modeling process.

[PDF File (Adobe PDF File), 55KB - medinform_v4i4e37_app1.pdf ]

Multimedia Appendix 2

Determination of the cutoff point of the subject classification probabilities. Top: the receiver operating characteristic curve and the line determined by the prevalence and 90% positive predictive value were intersected at the cutoff point. Bottom: their intersection (dashed rectangle) is magnified and indicated by the circle.

[PDF File (Adobe PDF File), 73KB - medinform_v4i4e37_app2.pdf ]

Multimedia Appendix 3

The distribution of patients by the time intervals between natural language processing–based diabetes mellitus identification and codified diagnosis.
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- **EMR**: electronic medical record
- **HIE**: health information exchange
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- **ICD-9-CM**: International Classification of Diseases, Ninth Revision, Clinical Modification
- **MDS**: multidimensional scaling
- **MeSH**: Medical Subject Headings
- **NLM**: US National Library of Medicine
- **NLP**: natural language processing
- **NPV**: negative predictive value
- **PPV**: positive predictive value
- **ROC**: receiver operating characteristic
- **SNOMED CT**: Systematized Nomenclature of Medicine – Clinical Terms
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Abstract

Background: The widely known terminology gap between health professionals and health consumers hinders effective information seeking for consumers.

Objective: The aim of this study was to better understand consumers’ usage of medical concepts by evaluating the coverage of concepts and semantic types of the Unified Medical Language System (UMLS) on diabetes-related postings in 2 types of social media: blogs and social question and answer (Q&A).

Methods: We collected 2 types of social media data: (1) a total of 3711 blogs tagged with “diabetes” on Tumblr posted between February and October 2015; and (2) a total of 58,422 questions and associated answers posted between 2009 and 2014 in the diabetes category of Yahoo! Answers. We analyzed the datasets using a widely adopted biomedical text processing framework Apache cTAKES and its extension YTEX. First, we applied the named entity recognition (NER) method implemented in YTEX to identify UMLS concepts in the datasets. We then analyzed the coverage and the popularity of concepts in the UMLS source vocabularies across the 2 datasets (ie, blogs and social Q&A). Further, we conducted a concept-level comparative coverage analysis between SNOMED Clinical Terms (SNOMED CT) and Open-Access Collaborative Consumer Health Vocabulary (OAC CHV)—the top 2 UMLS source vocabularies that have the most coverage on our datasets. We also analyzed the UMLS semantic types that were frequently observed in our datasets.

Results: We identified 2415 UMLS concepts from blog postings, 6452 UMLS concepts from social Q&A questions, and 10,378 UMLS concepts from the answers. The medical concepts identified in the blogs can be covered by 56 source vocabularies in the UMLS, while those in questions and answers can be covered by 58 source vocabularies. SNOMED CT was the dominant vocabulary in terms of coverage across all the datasets, ranging from 84.9% to 95.9%. It was followed by OAC CHV (between 73.5% and 80.0%) and Metathesaurus Names (MTH) (between 55.7% and 73.5%). All of the social media datasets shared frequent semantic types such as “Amino Acid, Peptide, or Protein,” “Body Part, Organ, or Organ Component,” and “Disease or Syndrome.”

Conclusions: Although the 3 social media datasets vary greatly in size, they exhibited similar conceptual coverage among UMLS source vocabularies and the identified concepts showed similar semantic type distributions. As such, concepts that are both frequently used by consumers and also found in professional vocabularies such as SNOMED CT can be suggested to OAC CHV to improve its coverage.
Introduction

Background

There is a widely known language gap between health consumers and health care professionals [1-3]. This gap may hinder effective communication between the 2 groups [4-7]; thus, impacting consumers’ health information seeking [3,8,9] and subsequent decision making regarding their health issues [10]. To assess the gap, Roberts and Demner-Fushman [11] used a variety of natural language processing (NLP) techniques to analyze the differences between health questions asked by consumers and health professionals in different online question and answer (Q&A) sites (e.g., Yahoo! Answers, and WebMD). They found that consumer questions tend to contain more misspelled medical terms, have longer background information, and resemble open-domain language more closely than texts written by professionals. One major aspect of the gap is the difference in medical vocabulary used by consumers and health professionals. Zeng and colleagues [12] observed that when searching online health information, using only consumer terms leads to poor information retrieval results. Plövnick and Zeng [13] later reformulated consumers’ health queries with professional terminology and about 40% of reformulated queries yielded better search performance.

To bridge the vocabulary gap between health professionals and consumers, early researchers have collected and analyzed diverse textual data generated by consumers to identify medical terms used by consumers. Brennan and Aronson [14] used the MetaMap tool to extract salient concepts in nursing vocabularies from consumers’ email messages, Smith and colleagues [15] also used MetaMap to successfully identify the Unified Medical Language System (UMLS) concepts used by consumers in their email messages submitted to University of Pittsburgh Cancer Institute’s Cancer Information and Referral Service. These studies aimed to bridge the vocabulary gap between health professionals and consumers by identifying frequently-used consumer health terms that are relevant in developing consumer-oriented health information applications and linking free text to complex clinical knowledge resources. These ad hoc studies represent early efforts in bridging the vocabulary gap.

A controlled vocabulary is “an organized arrangement of words and phrases used to index content and/or to retrieve content through browsing or searching[16].” In an effort to formalize consumer vocabulary for various applications, a controlled vocabulary called Open-Access Collaborative Consumer Health Vocabulary (“OAC CHV,” “CHV” for short) was recently developed as a collection of expressions and concepts that are commonly used by ordinary health information users [17]. Moreover, CHV has been integrated in the largest medical terminological system—the UMLS, which has mapped terms from different source vocabularies with the same meaning into the same concept by the United States National Library of Medicine (NLM). As such, consumer terms are connected to their corresponding professional terms in professional vocabularies such as SNOMED Clinical Terms (SNOMED CT). With CHV in the UMLS, one can translate a sentence with consumer terms to a sentence with professional terms in an automated fashion.

Domain coverage—the extent to which a controlled vocabulary covers the intended domain—is one of the most desired properties for a controlled vocabulary [18]. The usability and the overall structure of a controlled vocabulary heavily rely upon its coverage [19]. Traditionally, controlled vocabulary development takes a top-down approach, which reflects a group of experts’ knowledge in the respective subject matter [20,21]. For the development of CHV, however, a bottom-up approach was taken, emphasizing 2 fundamental properties: (1) CHV should capture actual consumers’ terms and expressions that reflect their health information needs, and (2) the expressions should be familiar to and used by consumers [17].

To keep up with continuous evolution of medical knowledge, CHV needs to be updated and maintained by incorporating new, consumer-provided terms and expressions [17,22-24]. Existing studies have shown promising results in discovering consumer terms for CHV from social media, in particular. Vydiswaran et al [7] applied a pattern-based text mining approach to identify pairs of consumer and professional terms from Wikipedia. Hicks et al [25] analyzed consumer messages exchanged in Twitter in order to evaluate terms related to gender identification on intake forms. Doing-Harris and Zeng-Treitler [24] developed a computer assisted CHV update system, which can automatically identify prospective terms from social media. Identifying terms used by consumers in consumer-generated text in aggregate fashion can account for the variability of lay health language. These terms can be used to refine and enrich CHV [17].

Consumers, however, may also learn and use professional terms [17,24,26]. In this sense, medical terms that are familiar to consumers and are already established in other controlled vocabularies could be used to improve the coverage of CHV. Term reuse is a principle and best practice in ontology/terminology development as it promises to support the semantic interoperability and to reduce engineering costs [27]. Researchers have previously developed semi-automated methods to facilitate systematic term reuse. He et al [28] developed a topological-pattern-based method to identify terms from UMLS source vocabularies to enrich SNOMED CT [28,29] and National Cancer Institute Thesaurus (NCIt) [30].

However, this method cannot be directly applied to CHV, because it does not have hierarchical relationships (e.g., parent-child relationship) that are necessary to construct topological patterns [28-30]. Recently, Chandar et al [31] introduced a similarity-based term recommendation method that represents n-grams extracted from the free-text eligibility...
criteria of clinical trials as a set of linguistic and contextual features. SNOMED CT terms are clustered with K-means clustering. The new terms are ordered by their distance to the nearest cluster centroid, representing their similarity to existing SNOMED CT terms. This method performed well on the corpus of free-text clinical study eligibility criteria, because they are mostly short and partial sentences written by health professionals with fruitful medical terms and little noise. It has yet to be tested on free-form consumer text that typically contains lengthy sentences and lay terms.

Most previous studies concerning CHV development concentrated on the identification of new terms used by consumers [17,22-24]. To the best of our knowledge, no prior studies have conducted in-depth assessment of the coverage and popularity of medical concepts in user-generated documents on social media. In this respect, there is a need to understand consumers’ use of terms in existing controlled vocabularies, and to perceive if there is the potential to improve CHV by incorporating health-related concepts used by consumers that are covered by professional vocabularies. In this study, therefore, we performed such an analysis in order to assess consumers’ use of medical concepts on social media postings pertaining to health concerns and to evaluate how many popular consumer terms have been included in the existing source vocabularies of the UMLS [32].

In this study, we focus on diabetes, which is recognized as one of the most important public health problems with escalating health concerns by the World Health Organization (WHO) [33]. Diabetes caused 1.5 million deaths in 2012 alone. It is known to cause disability and an array of serious health issues such as hypertension, nephropathy, and stroke [34]. Global diabetes cases skyrocketed from 108 million in 1980 to 422 million in 2014. The number of diabetes onset will likely reach 700 million by 2025 [35]. Diabetes and its complications not only impair population health but also impose substantial economic burdens on patients, their family, and the society [33].

In this study, we collected diabetes-related consumer-generated blog postings from Tumblr and diabetes-related questions and answers from Yahoo! Answers. We carried out text mining to identify UMLS concepts from our datasets. Thus, we formulated the 2 research questions (RQs): (1) To what degree do the concepts from UMLS source vocabularies cover the concepts used by consumers describing their diabetes-related concerns on health postings of social media, especially blogs and social Q&A? Which concepts do or do not overlap? (2) To what degree are the UMLS semantic types applicable to analyzing the concepts used by consumers when describing their diabetes-related concerns in social media, especially blogs and social Q&A? Which semantic types are observed?

In the first research question, we evaluated the coverage of all of the 178 English source vocabularies of the UMLS in our 2 datasets from Tumblr and Yahoo! Answers. In the second research question, we analyzed the semantic types of the UMLS concepts identified in our datasets. The current study mainly investigated the overlap between consumer concepts from social media and professional concepts in the UMLS. Indeed, consumers often proactively seek and share online health information on social media [36,37]. Their use of professional terms could be sophisticated covering both laypersons’ expressions and medical terminologies. In fact, not only consumers but also health care professionals have actively participated in creating health postings in social media [38,39]. Their use of terms in social media, however, is likely to be more consumer/patient-centric for health education and promotion to the public. The comparative analysis of the concept coverage between consumers and professional vocabularies in social media may be helpful in understanding the scale of the phenomenon. The comparison will also help yield insights into the nature of the vocabulary gap, which will contribute to the consistent development of the CHV. The current study, in particular, could shed light on how much social media users use existing terms in UMLS source vocabularies on the web. At the same time, findings from the current study could inform the feasibility of leveraging existing UMLS source vocabularies to enrich the CHV.

The Unified Medical Language System
The UMLS, maintained by the NLM of the National Institutes of Health, is the largest biomedical terminological system. Its 2-level structure consists of Metathesaurus and Semantic Network. The UMLS Metathesaurus is “a large, multi-purpose, and multi-lingual thesaurus that contains millions of biomedical and health related concepts, their synonymous names, and their relationships” [40]. The UMLS Metathesaurus integrates more than 9.1 million terms from over 170 English source vocabularies into 3.1 million medical concepts (2015AA version). Besides English, the UMLS also contains source vocabularies in 20 other languages. The UMLS has integrated most of the well-designed and well-maintained medical terminologies such as SNOMED CT, the International Classification of Diseases 9th Revision, Clinical Modification (ICD-9-CM), NCIt, and RxNORM. SNOMED CT is the most comprehensive and precise clinical terminology in the world with over 310,000 active concepts [41]. ICD-9-CM is used primarily to encode the diagnoses and procedures for billing purposes [42]. RxNORM, on the other hand, normalizes names of all clinical drugs available on the US market and their links to many of the drug vocabularies commonly used in pharmacy management [43]. Most significantly, the terms with the same meaning are mapped to the same concept in the UMLS. Due to its native term mapping, the UMLS is a valuable resource for supporting interoperability and translation in biomedicine [32]. The NLM releases a new version of the UMLS twice a year.

The UMLS semantic types represent “a set of broad subject categories that provide a consistent categorization of all concepts represented in the UMLS Metathesaurus” [44]. Each concept in the UMLS is assigned 1 or more semantic types. In the 2015AA version of the UMLS, there are a total of 127 semantic types, describing concepts at the levels of entity and event. Entities include physical objects such as organism, anatomical structure, and substances. Events describe activities, phenomenon, and processes. For example, the semantic type “Disease or Syndrome” categorizes a set of concepts in the UMLS that indicate “a condition which alters or interferes with a normal process, state, or activity of an organism.”
Consumer Health Vocabularies and Their Use in Consumer-Oriented Health Applications

OAC CHV has been used in various health-related applications to improve patients’ access to health information. Zeng et al. developed a translator specifically to convert texts in electronic health records to consumer-friendly text in patient health records by replacing UMLS terms to their corresponding OAC CHV terms [45]. Many UMLS concepts have one to one match with OAC CHV concepts. All the OAC CHV concepts have predefined consumer-friendly display names. Besides OAC CHV, other proprietary consumer health vocabularies have been developed. For example, Apelon has developed a CHV and has mapped their CHV terms to corresponding clinical concepts in SNOMED RT (an earlier version of SNOMED CT, developed by College of American Pathologists), ICD-9-CM, and Physician’s Current Procedural Terminology (CPT) administrative codes. The CHV of Apelon has been used in various applications, such as consumer health data entry, patient results reporting clinical note translation, and Web-based information retrieval [46]. Mayo Clinic also developed their own consumer health vocabulary, which has a rich content of disease concepts as well as genetic and non-genetic risk factors to diseases [8]. In this paper, we used OAC CHV because it is the only publicly available consumer health vocabulary that we have access to (through the UMLS).

Methods

Data Collection

2 types of social media were analyzed in the current study, namely blogs and social Q&A, as they allow consumers to generate and freely exchange health information in text format. Health-related blogs are one of the most popular social media venues for health information distribution. Bloggers typically describe their personal experiences with diseases along with their encounters with health care professionals [47]. Health care professionals also create blogs for sharing their medical knowledge and information with patients [48]. Blogs have also been widely used for health promotion and education as a collaborative tool for both consumers and health care professionals [49-51]. On the other hand, social Q&A is an online community-based Q&A service where people gain knowledge through raising questions and receiving answers from others who willingly share their knowledge, experiences, and opinions regarding a wide range of topics including health. Social Q&A is considered to be a knowledge-shaping sphere for laypeople [52]. Consumers are motivated to use social Q&A because their searches on web search engines with short queries that are not fully expressive often fail in retrieving useful information for their specific problems, while social Q&A allows them to ask questions in natural language and in full sentences [11]. For data collection, we used 2 datasets: (1) Tumblr, a popular blogging service; and (2) Yahoo! Answers, a social Q&A service in North America.

Tumblr and Yahoo! Answers were chosen for the current study due to their popularity and the convenience of using their Application Program Interfaces (APIs), which allowed us to collect data automatically from these sites. Also, both Tumblr and Yahoo! Answers do not limit the number of words in postings. As such, their users can elaborate their health concerns and information on postings with sufficient details, thereby providing us ample opportunities to extract and analyze relevant concepts from the postings.

Tumblr is one of the fastest-growing blog sites with nearly twenty-fold increase in the number of blogs from October 2012 to October 2015 [53]. It launched relatively late in the market compared to other sites such as WordPress and Blogger, but is recognized as one of the best blog sites due to its ease of setup, stylish interface design, and micro-blogging support [54,55]. It has over 227 million blogs and 37 million unique visitors as of February 2016 [53]. From Tumblr, we collected a total of 3711 English text blogs with a tag related to “diabetes” (eg, “diabetes,” “diabetes mellitus,” and “Type 2 diabetes”) posted between February and October 2015.

Yahoo! Answers is one of the most popular social Q&A sites with approximately 5.6 million visitors per month as of February 2016 [56]. From Yahoo! Answers, we garnered a total of 58,422 questions and associated answers between 2009 and 2014 in the diabetes category of Yahoo! Answers. During data analysis, we carried out text mining with questions and answers (specifically, best answers) separately, because the information in questions and answers could be different. Questions could capture health concerns and associated problems, while answers could mainly discuss information resources intended to solve the problems. It is important to note that 1 question may have more than one answer. In this study, we limited answers to the one selected as the best answer by the questioner. The data collected from Yahoo! Answers were separated into questions and answers in the subsequent analyses.

Units of Analysis

Once we collected text data from Tumblr and Yahoo! Answers, we mined the text data for “concepts,” a unit of understanding which represents a fundamental component of terminology [57] or unit of meaning in an ontology [31]. Concepts are different from “terms” in that a term refers to an entity or “physical object” written or spoken in text to represent a concept or thought [58]. In the UMLS, a term is described as a “word or collection of words comprising an expression,” which indicates a class of all lexical variants (eg, “eye,” “Eye,” “eyes”) [59]. The UMLS assigned each term an atom unique identifier (AUI) and grouped the terms with the same meaning into a concept with a concept unique identifier (CUI). We also analyzed the semantic types of the extracted concepts in order to understand the broad semantic categories of the terms that are frequently used by consumers.

Textual Data Processing

We used a widely adopted biomedical text processing framework Apache cTAKES™ [60] and its extension YTEX [61] to identify UMLS terms in our datasets. Apache cTAKES is designed as a natural language processing (NLP) system for extraction of information from the free-text data available in electronic medical records (EMRs). It provides an agile and flexible platform based on the Unstructured Information Management Architecture (UIMA) and a rich NLP library.
YTEx, a module of cTAKES, provides Word Sense Disambiguation (WSD), data mining and feature engineering functionalities. We mainly used the WSD function of YTEX to recognize the most possible UMLS concept when a term in the free text can be matched to multiple ambiguous concepts. We used the 3.2.2 release of cTAKES and YTEX with the default workflow configuration named “Aggregate Plaintext UMLS Processor.”

Figure 1 illustrates our overall analysis process. First, each document is a blog posting from Tumblr, a question or an answer from Yahoo! Answers. Each blog posting may consist of 1 or more sentences. Then, cTAKES detected and split each document into individual sentences using the sentence detector of OpenNLP [62,63], with the default configuration for English text. For each sentence, cTAKES performed tokenization with the default tokenizer of the OpenNLP, lexical variant generation using the lexical tool provided by the United States National Library of Medicine with the default configuration. Then, cTAKES performed Part-Of-Speech (POS) tagging using the POS tagger in OpenNLP with the information entropy-based model for English to generate the candidate terms for further processing. Then, YTEX matched the candidate terms with all the possible UMLS terms, which were preloaded from the MRCONSO table of the UMLS 2015AA release. We then stored the matching results to a MySQL database. For each candidate term, there may be 0, 1, or more matching UMLS terms with different semantics. To identify terms with reasonable semantics, we used YTEX to perform word sense disambiguation (WSD), in which the intrinsic information content (IC) measure is used as the semantic similarity metric with a window of 50 words as the context for WSD. The intrinsic information content is a measure of concept specificity computed from the structure of the taxonomy in a biomedical terminology and does not rely on the term frequency in the corpus. The details of the intrinsic IC measure can be found in Garla et al [64]. Finally, all the UMLS terms in each record were extracted with a UMLS CUI.

Concept Coverage Analysis

We first analyzed the basic characteristics of the overall concept coverage across our datasets collected from Tumblr and Yahoo! Answers: (1) blog postings from Tumblr, (2) questions in Yahoo! Answers, and (3) answers in Yahoo! Answers. We then analyzed the coverage of each source vocabulary in the UMLS across the datasets. SNOMED CT and CHV are the 2 vocabularies with the highest concept coverage in our datasets. Thus, we conducted a concept coverage analysis of SNOMED CT and CHV based on our datasets. We also analyzed the semantic types of the concepts identified from our datasets.

Results

Aggregate Characteristics of the Datasets

We identified 2415 UMLS concepts from blog postings, 6452 UMLS concepts from questions, and 10,378 UMLS concepts from answers. Table 1 shows the total number of documents and sentences in our datasets (ie, blog postings, questions, answers). These numbers were compared to the “# with UMLS concepts,” the unique number of documents and sentences containing the identified UMLS concepts. Note that we can only extract concepts that are presented in UMLS. Thus, the total number of concepts in our datasets (which can include concepts that are not in UMLS) is not provided in Table 1. There was a noticeable variation across the datasets. Over 80% of the documents from questions and answers contained 1 or more UMLS concepts whereas less than half of the documents from blogs did. Over half of the sentences from questions and answers contained at least 1 UMLS concept, while only 27% of those from blog posts contained at least 1 UMLS concept.
Table 1. Basic characteristics of UMLS concept coverage in our datasets.

<table>
<thead>
<tr>
<th>Source</th>
<th>Blog postings</th>
<th>Yahoo! Answers</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total #</td>
<td># with UMLS concepts</td>
<td>Total #</td>
</tr>
<tr>
<td>Document</td>
<td>3711</td>
<td>1388 (37.4%)</td>
<td>58,422</td>
</tr>
<tr>
<td>Sentence</td>
<td>47,413</td>
<td>12,802 (27.0%)</td>
<td>249,013</td>
</tr>
<tr>
<td>Concepts</td>
<td>–</td>
<td>2415</td>
<td>–</td>
</tr>
</tbody>
</table>

Coverage by the UMLS Source Vocabularies

The concepts in the blogs were covered by 56 UMLS source vocabularies, while those in questions and answers were covered by 58 source vocabularies. Table 2 illustrates the top 20 most covered UMLS source vocabularies (The full names and the version information of the source vocabularies can be found in the Multimedia Appendix 1 Table-A1). SNOMED CT was dominant across all our datasets, ranging from 84.9% to 95.9%. It was followed by CHV (between 73.5% and 80.0%) and MTH (between 55.7% and 73.5%). Other source vocabularies within the top 10 for all of our datasets are: NCIct, Medical Subject Headings (MeSH), Computer Retrieval of Information on Scientific Projects Thesaurus (CSP), Library of Congress Subject Headings Northwestern University subset (LCH NW), Logical Observation Identifier Names and Codes (LOINC), and National Drug File – Reference Terminology (NDFRT), although the ranking order varies slightly across different datasets. Multimedia Appendix 1 Table-A2 provides example concepts in the top 3 most covered source vocabularies.

Table 2. Top 20 mostly covered UMLS source vocabularies.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Source vocabulary</th>
<th># of concepts</th>
<th>%</th>
<th>Source vocabulary</th>
<th># of concepts</th>
<th>%</th>
<th>Source vocabulary</th>
<th># of concepts</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SNOMED CT</td>
<td>2315</td>
<td>95.9</td>
<td>SNOMED CT</td>
<td>5476</td>
<td>84.9</td>
<td>SNOMED CT</td>
<td>9032</td>
<td>87.0</td>
</tr>
<tr>
<td>2</td>
<td>CHV</td>
<td>1931</td>
<td>80.0</td>
<td>CHV</td>
<td>4928</td>
<td>76.4</td>
<td>CHV</td>
<td>7625</td>
<td>73.5</td>
</tr>
<tr>
<td>3</td>
<td>MTH</td>
<td>1774</td>
<td>73.5</td>
<td>MTH</td>
<td>3899</td>
<td>60.4</td>
<td>MTH</td>
<td>5780</td>
<td>55.7</td>
</tr>
<tr>
<td>4</td>
<td>NCIt</td>
<td>1156</td>
<td>47.9</td>
<td>MeSH</td>
<td>2957</td>
<td>45.8</td>
<td>MeSH</td>
<td>4796</td>
<td>46.2</td>
</tr>
<tr>
<td>5</td>
<td>MeSH</td>
<td>1130</td>
<td>46.8</td>
<td>NCIt</td>
<td>2917</td>
<td>45.2</td>
<td>NCIt</td>
<td>4485</td>
<td>43.2</td>
</tr>
<tr>
<td>6</td>
<td>CSP</td>
<td>812</td>
<td>33.6</td>
<td>CSP</td>
<td>1840</td>
<td>28.5</td>
<td>NDFRT</td>
<td>2999</td>
<td>28.9</td>
</tr>
<tr>
<td>7</td>
<td>AOD</td>
<td>775</td>
<td>32.1</td>
<td>NDFRT</td>
<td>1775</td>
<td>27.5</td>
<td>CSP</td>
<td>2839</td>
<td>27.4</td>
</tr>
<tr>
<td>8</td>
<td>LCH_NW</td>
<td>771</td>
<td>31.9</td>
<td>LCH_NW</td>
<td>1627</td>
<td>25.2</td>
<td>LCH_NW</td>
<td>2436</td>
<td>23.5</td>
</tr>
<tr>
<td>9</td>
<td>LOINC</td>
<td>697</td>
<td>28.9</td>
<td>AOD</td>
<td>1585</td>
<td>24.6</td>
<td>AOD</td>
<td>2335</td>
<td>22.5</td>
</tr>
<tr>
<td>10</td>
<td>NDFRT</td>
<td>659</td>
<td>27.3</td>
<td>LOINC</td>
<td>1510</td>
<td>23.4</td>
<td>RXNORM</td>
<td>2099</td>
<td>20.2</td>
</tr>
<tr>
<td>11</td>
<td>LCH</td>
<td>587</td>
<td>24.3</td>
<td>RXNORM</td>
<td>1421</td>
<td>22.0</td>
<td>LOINC</td>
<td>2081</td>
<td>20.1</td>
</tr>
<tr>
<td>12</td>
<td>NCI_NCI-GLOSS</td>
<td>475</td>
<td>19.7</td>
<td>LCH</td>
<td>1187</td>
<td>18.4</td>
<td>LCH</td>
<td>1730</td>
<td>16.7</td>
</tr>
<tr>
<td>13</td>
<td>MEDLINEPLUS</td>
<td>402</td>
<td>16.6</td>
<td>NCI_NCI-GLOSS</td>
<td>952</td>
<td>14.8</td>
<td>NCI_FDA</td>
<td>1387</td>
<td>13.4</td>
</tr>
<tr>
<td>14</td>
<td>CST</td>
<td>365</td>
<td>15.1</td>
<td>NCI_FDA</td>
<td>868</td>
<td>13.5</td>
<td>DXP</td>
<td>1322</td>
<td>12.7</td>
</tr>
<tr>
<td>15</td>
<td>COSTAR</td>
<td>362</td>
<td>15.0</td>
<td>COSTAR</td>
<td>835</td>
<td>12.9</td>
<td>NCI_NCI-GLOSS</td>
<td>1321</td>
<td>12.7</td>
</tr>
<tr>
<td>16</td>
<td>NCI_FDA</td>
<td>345</td>
<td>14.3</td>
<td>DXP</td>
<td>830</td>
<td>12.9</td>
<td>COSTAR</td>
<td>1257</td>
<td>12.1</td>
</tr>
<tr>
<td>17</td>
<td>OMIM</td>
<td>342</td>
<td>14.2</td>
<td>CST</td>
<td>794</td>
<td>12.3</td>
<td>OMIM</td>
<td>1234</td>
<td>11.9</td>
</tr>
<tr>
<td>18</td>
<td>RXNORM</td>
<td>338</td>
<td>14.0</td>
<td>OMIM</td>
<td>790</td>
<td>12.2</td>
<td>CST</td>
<td>1206</td>
<td>11.6</td>
</tr>
<tr>
<td>19</td>
<td>DXP</td>
<td>326</td>
<td>13.5</td>
<td>MEDLINEPLUS</td>
<td>721</td>
<td>11.2</td>
<td>VANDF</td>
<td>1117</td>
<td>10.8</td>
</tr>
<tr>
<td>20</td>
<td>ICD9CM</td>
<td>241</td>
<td>10.0</td>
<td>VANDF</td>
<td>644</td>
<td>10.0</td>
<td>MTHSPL</td>
<td>1033</td>
<td>10.0</td>
</tr>
</tbody>
</table>
There was significant overlap between the concepts from the top 2 source vocabularies, SNOMED CT and CHV. 78.2% (1889/2415) concepts from blog postings, 70.0% (4518/6452) concepts in questions, and 68.4% (7095/10,378) concepts in answers. Table 3 shows the top 10 concepts. Note that we only show the preferred term of the concept in the UMLS throughout the paper. Diabetes-related concepts such as Blood, Sugars, Insulin, Glucose, and Diabetes mellitus were frequently mentioned (preferred names of a UMLS concept are denoted in italics). At the same time, it includes some general medical concepts such as disease, pharmaceutical preparations, and problem. Concepts related to glucose level in blood such as blood, sugars, glucose, and carbohydrates also appeared with high frequency.

A few concepts were only covered by CHV: 1.7% (40/2415) concepts in blog postings, 6.3% (409/6452) concepts in questions, and 5.1% (529/10,378) concepts in answers. Table 4 shows the top 10 most frequently observed UMLS concepts covered by CHV but not SNOMED CT in our datasets. All the concepts in Table 4 are about pharmacological substances or organic chemicals, except stomach found within questions. Three concepts regarding insulin therapy for diabetes, such as Lantus (ie, insulin glargine injection), Humalog (ie, insulin lispro injection), and Actos (ie, pioglitazone hydrochloride) in blog postings and questions/answers appeared with high frequency. Diabetes-treatment-related concepts, such as NovoLog and Glucophage, are more frequently observed in questions and answers than blog postings. In total, 9 out of the

Table 3. Top 10 frequently observed concepts covered by both SNOMED CT and CHV.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Tumblr</th>
<th>Yahoo! Answers Questions</th>
<th>Yahoo! Answers Answers</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Blood (C0005767)</td>
<td>816</td>
<td>Blood (C0005767)</td>
<td>30,654</td>
</tr>
<tr>
<td>2</td>
<td>Pain (C0030193)</td>
<td>798</td>
<td>Sugars (C0242209)</td>
<td>29,593</td>
</tr>
<tr>
<td>3</td>
<td>Insulin (C0021641)</td>
<td>744</td>
<td>Insulin (C0021641)</td>
<td>10,816</td>
</tr>
<tr>
<td>4</td>
<td>Pharmaceutical preparations (C0013227)</td>
<td>719</td>
<td>Glucose (C0017725)</td>
<td>7394</td>
</tr>
<tr>
<td>5</td>
<td>Sugars (C0242209)</td>
<td>699</td>
<td>Problem (C0033213)</td>
<td>5111</td>
</tr>
<tr>
<td>6</td>
<td>Disease (C0012634)</td>
<td>617</td>
<td>Water (C0043047)</td>
<td>4781</td>
</tr>
<tr>
<td>7</td>
<td>Problem (C0033213)</td>
<td>568</td>
<td>Pharmaceutical preparations (C0013227)</td>
<td>4456</td>
</tr>
<tr>
<td>8</td>
<td>Diabetes mellitus (C0011849)</td>
<td>501</td>
<td>Hematologic tests (C0018941)</td>
<td>3784</td>
</tr>
<tr>
<td>9</td>
<td>Teeth structure (C0040426)</td>
<td>424</td>
<td>Pain (C0030193)</td>
<td>3625</td>
</tr>
<tr>
<td>10</td>
<td>Operative surgery procedures (C0543467)</td>
<td>375</td>
<td>Urine (C0042036)</td>
<td>2550</td>
</tr>
</tbody>
</table>

Table 4. Top 10 frequently observed concepts covered by CHV but not SNOMED CT.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Tumblr</th>
<th>Yahoo! Answers Questions</th>
<th>Yahoo! Answers Answers</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cider vinegar (C0937941)</td>
<td>54</td>
<td>Stomach (C0038351)</td>
<td>1050</td>
</tr>
<tr>
<td>2</td>
<td>Apple cider vinegar (C1178459)</td>
<td>54</td>
<td>Lantus (C0876064)</td>
<td>571</td>
</tr>
<tr>
<td>3</td>
<td>Lantus (C0876064)</td>
<td>15</td>
<td>Humalog (C0528249)</td>
<td>260</td>
</tr>
<tr>
<td>4</td>
<td>Gentle (C0720654)</td>
<td>11</td>
<td>NovoLog (C0939412)</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>Corrective (C0719519)</td>
<td>9</td>
<td>Glucophage (C0591573)</td>
<td>131</td>
</tr>
<tr>
<td>6</td>
<td>Botox (C0700702)</td>
<td>9</td>
<td>Levenir (C1314782)</td>
<td>122</td>
</tr>
<tr>
<td>7</td>
<td>RID (C0073361)</td>
<td>6</td>
<td>Actos (C0875954)</td>
<td>95</td>
</tr>
<tr>
<td>8</td>
<td>Humalog (C0528249)</td>
<td>5</td>
<td>Seroquel (C0287163)</td>
<td>78</td>
</tr>
<tr>
<td>9</td>
<td>Bead Dosage Form (C0991566)</td>
<td>3</td>
<td>Synthroid (C0728762)</td>
<td>62</td>
</tr>
<tr>
<td>10</td>
<td>Actos (C0875954)</td>
<td>3</td>
<td>Coumadin (C0699129)</td>
<td>54</td>
</tr>
</tbody>
</table>

aCUI: concept unique identifier
The top 10 concepts in questions and answers were diabetes medications. Only 2 concepts, namely stomach in questions and Viagra in answers, are not directly related to diabetes treatment. On the other hand, some concepts in blogs were indirectly related to diabetes. For example, cider vinegar, apple cider vinegar, and Botox also frequently appeared.

There were also the concepts covered by SNOMED CT but not CHV: 17.6% (424/2415) concepts from blog postings, 957/6452 (14.8%) concepts in questions and 18.7% (1936/10,378) concepts in answers (See Table 5). Human body related concepts, such as back structure excluding neck, entire heart, entire pancreas, entire kidney, entire skin, and entire eye, were frequently used to describe their diabetes issues in blog postings or questions/answers. Three concepts, entire skin, symptoms and fatty acid glycerol esters were observed from all our datasets. Massage and training were frequently mentioned in blog postings, while injection procedure and protective cup were frequently mentioned in questions and answers but were not mentioned as frequently as in blog postings. As these concepts were frequently observed in social media, CHV should consider importing them to enrich its conceptual content.

Table 5. Top 10 frequently observed concepts covered by SNOMED CT but not CHV.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Tumblr</th>
<th>Yahoo! Answers</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Entire skin (C1278993)</td>
<td>524</td>
<td>Symptoms (C1457887)</td>
</tr>
<tr>
<td>2</td>
<td>Symptoms (C1457887)</td>
<td>393</td>
<td>Fatty acid glycerol esters (C0015677)</td>
</tr>
<tr>
<td>3</td>
<td>Back structure, excluding neck (C1995000)</td>
<td>236</td>
<td>Entire foot (C1281587)</td>
</tr>
<tr>
<td>4</td>
<td>Massage (C0024875)</td>
<td>217</td>
<td>Back structure, excluding neck (C1995000)</td>
</tr>
<tr>
<td>5</td>
<td>Fatty acid glycerol esters (C0015677)</td>
<td>210</td>
<td>Entire kidney (C1278978)</td>
</tr>
<tr>
<td>6</td>
<td>Training (C0220931)</td>
<td>163</td>
<td>Entire eye (C1280202)</td>
</tr>
<tr>
<td>7</td>
<td>Entire pancreas (C1278931)</td>
<td>157</td>
<td>Protective cup (C1533124)</td>
</tr>
<tr>
<td>8</td>
<td>Entire heart (C1281570)</td>
<td>156</td>
<td>Entire lower limb (C1269079)</td>
</tr>
<tr>
<td>9</td>
<td>Entire oral cavity (C1278910)</td>
<td>138</td>
<td>Entire hands (C1281583)</td>
</tr>
<tr>
<td>10</td>
<td>Entire spine (C1280065)</td>
<td>137</td>
<td>Entire skin (C1278993)</td>
</tr>
</tbody>
</table>

*aCUI: concept unique identifier

Semantic Types of the Identified Concepts

Among 127 UMLS semantic types (STY), about half of them were identified in our datasets: 52 STYs (40.9%) in the blog postings, 59 STYs (46.5%) in the questions, and 54 STYs (42.5%) in the answers. In general, there was a significant overlap of STYs across our datasets with 52 shared STYs. Seven STYs, however, were identified in the questions only, including “Functional Concept,” “Intellectual Product,” “Laboratory Procedure,” “Organ or Tissue Function,” “Organism Attribute,” “Social Behavior,” and “Substance.” Two STYs, “Fully Formed Anatomical Structure” and “Cell or Molecular Dysfunction,” were not found in questions, but in both the answer dataset and the blog dataset. Table 6 shows the top 20 frequent semantic types of the identified UMLS concepts in the different datasets respectively.

When comparing the top 10 frequently observed STYs across the datasets, 9 out of 10 STYs (ie, “Finding,” “Pharmacologic Substance,” “Therapeutic or Preventive Procedure,” “Disease or Syndrome,” “Organic Chemical,” “Body Part, Organ, or Organ Component,” “Sign or Symptom,” “Medical Device,” and “Amino Acid, Peptide, or Protein”) commonly appeared across the datasets with minor differences in terms of frequency. “Laboratory Procedure” appeared frequently in questions but not in blogs and answers. “Pathologic Function” appeared frequently in answers but not in blogs and questions. Example concepts of the frequently observed STYs showed that laypeople tend to frequently use common concepts to describe their diabetes-related issues in social media. To illustrate, Sugars, Insulin, Glucose ranked in top 5 concepts of the STY “Pharmacologic Substance.” Similarly, the concepts such as Disease and Communicable Diseases appeared frequently among the concepts of the STY “Disease or Syndrome.” We provide the top 5 frequent concepts for the top 10 frequently observed semantic types in Multimedia Appendix 1 Table A3.
### Table 6. Top 20 frequently observed semantic types of the identified concepts.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Finding</td>
<td>380 (15.7)</td>
<td>Pharmacologic substance</td>
<td>1240 (19.2)</td>
<td>53,976 (19.2)</td>
<td>Pharmacologic substance</td>
<td>1995 (19.2)</td>
<td>185,880</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Pharmacologic substance</td>
<td>307 (12.7)</td>
<td>Organic chemical</td>
<td>1006 (15.6)</td>
<td>41,255 (15.6)</td>
<td>Organic chemical</td>
<td>1692 (16.3)</td>
<td>123,509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Therapeutic or preventive procedure</td>
<td>241 (10.0)</td>
<td>Finding</td>
<td>895 (13.9)</td>
<td>30,458 (14.6)</td>
<td>Disease or syndrome</td>
<td>1511 (14.6)</td>
<td>57,379</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Disease or syndrome</td>
<td>239 (9.9)</td>
<td>Disease or syndrome</td>
<td>743 (11.5)</td>
<td>28,041 (12.5)</td>
<td>Finding</td>
<td>1302 (12.5)</td>
<td>76,765</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Organic chemical</td>
<td>225 (9.3)</td>
<td>Body part, organ, or organ component</td>
<td>484 (7.5)</td>
<td>27,172 (6.4)</td>
<td>Body part, organ, or organ component</td>
<td>666 (6.4)</td>
<td>48,584</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Body part, organ, or organ component</td>
<td>208 (8.6)</td>
<td>Sign or symptom</td>
<td>338 (5.2)</td>
<td>19,601 (5.6)</td>
<td>Therapeutic or preventive procedure</td>
<td>583 (5.6)</td>
<td>16,555</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Sign or symptom</td>
<td>145 (6.0)</td>
<td>Therapeutic or preventive procedure</td>
<td>331 (5.1)</td>
<td>16,372 (4.8)</td>
<td>Amino acid, peptide, or protein</td>
<td>495 (4.8)</td>
<td>40,521</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Medical device</td>
<td>134 (5.5)</td>
<td>Amino acid, peptide, or protein</td>
<td>305 (4.7)</td>
<td>13,178 (4.2)</td>
<td>Sign or symptom</td>
<td>436 (4.2)</td>
<td>38,905</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Amino acid, peptide, or protein</td>
<td>70 (2.9)</td>
<td>Medical device</td>
<td>201 (3.1)</td>
<td>12,862 (3.3)</td>
<td>Medical device</td>
<td>347 (3.3)</td>
<td>20,391</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Biologically active substance</td>
<td>69 (2.9)</td>
<td>Laboratory procedure</td>
<td>180 (2.8)</td>
<td>10,580 (2.8)</td>
<td>Pathologic function</td>
<td>292 (2.8)</td>
<td>12,551</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The percentage was calculated based on the total number of unique identified UMLS concepts: blogs in Tumblr: n=2415, questions in Yahoo! Answers: n=6452, answers in Yahoo! Answers: n=10,378*

### Discussion

**Principal Findings**

Previous studies [12-15] utilized user-generated documents including social media. However, they mainly used a single test bed based on the assumption that the selected test bed would properly reflect people’s medical concepts. Our study involved different types of social media which contains texts that laypeople generated for different purposes: questions are for expressing their health information seeking needs; blogs and answers are more likely for sharing their knowledge, experiences, and opinions to others. The current study investigated the terminology coverage in consumer-generated text in social media by identifying UMLS concepts and their semantic types. Our findings demonstrated that consumers use medical concepts not only from controlled vocabularies developed for consumers (ie, CHV) but also those for health professionals (eg, SNOMED CT). Our results are in line with prior observations that consumers use both lay and professional terms [24,26,65] and demonstrated that CHV can be enriched by other source vocabularies in the UMLS.

The UMLS concept usage in blogs and social Q&A was different in that the UMLS concepts appeared more frequently in the postings of social Q&A (almost 90% questions and answers) in comparison to blog postings (about 30%). Social Q&A users mainly discuss health-related issues in their postings, because their participation in question asking and answering is purpose-driven. On the other hand, blog users often elaborate nonhealth related topics in their postings, although they tagged their postings with “diabetes.”

In spite of the differences of the overall UMLS concept coverage between blogs and social Q&A, we found that the UMLS concepts identified in different datasets can be covered by a similar number of UMLS source vocabularies. Two UMLS source vocabularies, ie, SNOMED CT and CHV, showed the best coverage. Social media users in our datasets may have advanced medical knowledge because they often use professional terms. CHV demonstrated the second largest coverage for all the datasets despite the fact that CHV has a much smaller number of concepts and terms than SNOMED CT (1:6 ratio). CHV was developed to incorporate consumer expressions presented in consumer-generated text data. Our findings showed that different social media platforms may play a similar role as consumer-generated documents for CHV enrichment, which confirmed the literature [66].
A comparison of the concept coverage between SNOMED CT and CHV in our datasets led us to examine the difference between the concept usages among blog and social media users. For example, cider vinegar, apple cider vinegar, massages, and training were frequently mentioned in blog postings, while they were not frequently mentioned in questions and answers. However, concepts pertaining to insulin therapy, such as Lantus, Humalog, and Actos, are frequently used in questions/answers. Consumers often inquire about a variety of insulin therapies in social Q&A, while blogs often include recipes specific to the use of vinegar, a popular ingredient in diabetes-controlling food. Botox and Viagra were often mentioned in blog postings and answers. They could be important for diabetic patients, although they may not be closely related to control diabetes. It would be interesting to further analyze the relationship of these terms to diabetes. An in-depth analysis of the identified concepts along with how they are used in the original postings could produce useful information for understanding consumers’ information needs and use.

According to our analysis, the percentage of unique concepts covered by CHV but not by SNOMED CT varied from 1.7% to 6.3%. In the blog dataset, where approximately 3000 blogs were analyzed, only 40 concepts were covered by CHV exclusively. On the other hand, in Yahoo! Answers, 409 concepts (6.3%) in questions and 529 concepts (5.1%) in answers were covered by CHV but not by SNOMED CT. These results indicate that the larger datasets would yield more lay concepts. The size of dataset also appeared to affect the diversity of semantics. The same set of 9 semantic types was observed frequently in all our datasets. “Finding,” “Pharmacologic Substance,” and “Disease and Syndrome” were among the top 4 most observed semantic types. Differences were observed as well. Blogs might be better platforms for consumers to discuss organic chemical, pharmacologic substances, or therapeutic or preventive procedure for diabetes. Yet, concepts of organic chemical and pharmacologic substances were also frequently used in social Q&A. In social Q&A data, 7 semantic types that were not identified in blogs were observed, indicating that larger datasets may yield more diverse medical concepts.

Limitations
This study has a few limitations. First, the blog data in Tumblr and Yahoo! Answers data were collected in different time frames and are different in size, which might have affected the findings of this study. Smaller volumes of blog data used in this study may affect the diversity of the UMLS concepts identified. Even though blogging and question posting/answering are dynamic online activities for those living with chronic diseases, Tumblr and Yahoo! Answers may not represent all the health information users’ concept usage. The datasets could be expanded to include other types of social media such as diabetes-related discussion boards. The users of these online sources may be biased towards those with greater technological proficiency, such as those who are younger, more educated or those in a higher socioeconomic status who are more likely to seek health information on the Internet. This study may not reflect the experiences of those who are older adults, less educated or underprivileged [67]. Second, even though the automated NLP techniques that were employed in the current study were cost-effective, direct interaction with ordinary health information users would allow the researchers to capture more accurate meaning of medical concepts that these individuals commonly use to describe their health issues. Moreover, a qualitative approach such as content analysis also would help to identify contextual semantics of the concepts. Third, although the WSD function of YTEX is effective in selecting the most possible UMLS concepts for a term in free text, the same term may be matched to different ambiguous UMLS concepts. This is mainly due to the fact that the UMLS may contain unmapped synonymous concepts. Ideally, manual review by domain experts could be applied to further refine the automatic mapping results.

Conclusions
The current study examined the potential of social media as user-generated documents in which consumers’ medical concepts can be observed and leveraged for controlled vocabulary development for ordinary health information users. We selected and tested 2 social media venues, namely blogs and social Q&A. Our findings showed stronger similarities rather than differences in the controlled vocabulary usage. The size of a dataset may affect the number of concepts identified. However, the similarities in the source vocabularies, frequently used concepts, and semantic types of the concepts indicate that social media sites tend to reflect the common sense of laypeople. More importantly, we found that social media users not only employ consumer concepts in CHV but also concepts in professional vocabularies such as SNOMED CT. This indicates that CHV still has room for improvements by incorporating concepts from other UMLS source vocabularies. The focus of our study is not to identify a list of consumer medical concepts, but to test the feasibility of leveraging social media data to identify consumer concepts covered by existing UMLS source vocabularies. Ultimately, it would assist consumers’ health information searches online, narrowing the disparity between ordinary health information users and medical professionals. In future studies, we will employ automated approaches to identify and recommend new medical terms and concepts from social media to enrich CHV.
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Abstract

Background: Understanding adverse event patterns in clinical studies across populations is important for patient safety and protection in clinical trials as well as for developing appropriate drug therapies, procedures, and treatment plans.

Objectives: The objective of our study was to conduct a data-driven population-based analysis to estimate the incidence, diversity, and association patterns of adverse events by age of the clinical trials patients and participants.

Methods: Two aspects of adverse event patterns were measured: (1) the adverse event incidence rate in each of the patient age groups and (2) the diversity of adverse events defined as distinct types of adverse events categorized by organ system. Statistical analysis was done on the summarized clinical trial data. The incident rate and diversity level in each of the age groups were compared with the lowest group (reference group) using $t$ tests. Cohort data was obtained from ClinicalTrials.gov, and 186,339 clinical studies were analyzed; data were extracted from the 17,853 clinical trials that reported clinical outcomes. The total number of clinical trial participants was 6,808,619, and total number of participants affected by adverse events in these trials was 1,840,432. The trial participants were divided into eight different age groups to support cross-age group comparison.

Results: In general, children and older patients are more susceptible to adverse events in clinical trial studies. Using the lowest incidence age group as the reference group (20-29 years), the incidence rate of the 0-9 years-old group was 31.41%, approximately 1.51 times higher ($P=.04$) than the young adult group (20-29 years) at 20.76%. The second-highest group is the 50-59 years-old group with an incidence rate of 30.09%, significantly higher ($P<.001$) when compared with the lowest incidence in the 20-29 years-old group. The adverse event diversity also increased with increase in patient age. Clinical studies that recruited older patients (older than 40 years) were more likely to observe a diverse range of adverse events ($P<.001$). Adverse event diversity increased at an average rate of 77% for each age group (older than 30 years) until reaching the 60-69 years-old group, which had a diversity level of 54.7 different types of adverse events per trial arm. The 70-100 years-old group showed the highest diversity level of 55.5 events per trial arm, which is approximately 3.44 times more than the 20-29 years-old group ($P<.001$). We also observe that adverse events display strong age-related patterns among different categories.
Conclusion: The results show that there is a significant adverse event variance at the population level between different age groups in clinical trials. The data suggest that age-associated adverse events should be considered in planning, monitoring, and regulating clinical trials.

(JMIR Med Inform 2016;4(4):e30) doi:10.2196/medinform.6437

KEYWORDS
big data analysis; adverse events; clinical trial data; population health; clinical trial safety; data processing and integration

Introduction
Clinical trials explore and evaluate the safety and effectiveness of clinical interventions. Many clinical trial interventions are experimental, and thus they have greater risks to adversely affect the health of the participants in comparison to standard clinical practice. The adverse events data in this study were extracted from ClinicalTrials.gov. An adverse event is defined by ClinicalTrials.gov as unfavorable changes in health during clinical trials, including abnormal laboratory findings [1]. Serious adverse events include events that result in death, disability, birth defects, inpatient hospitalizations, prolongation of hospitalization, or life-threatening conditions.

Adverse event reporting is a critical measurement for estimating the safety of new treatments and new drug therapies. According to the literature, adverse events could be one of the leading causes of death in the United States [2]. Serious adverse events could lead to hospitalization, life-threatening symptoms, or even patient death [3,4]. Studies also found that adverse reactions are a significant cause of injury in children [4]. Therefore, analyzing the pattern of adverse events in clinical studies has a great importance to public health and significant value to clinical research.

Drug studies have shown the importance of age as a factor influencing the incidence of adverse events in clinical studies. For example, among heart failure patients, the adverse event incidence of digoxin increases progressively with age, from 1.7% among patients younger than 50 years old to 5.4% among patients aged older than 80 years. Hospitalizations from digoxin toxicity also increase with age [5]. Additionally, a recent study found that age and obesity are significant risk factors for adverse events after hip arthroplasty treatment [6]. Furthermore, a clinical trial involving inhaled corticosteroids for treating children with asthma found that cough and perioral dermatitis are more frequent in children younger than 6 years old, while hoarseness is more frequent in older children [7]. These studies analyzed the association between individual treatments and adverse events. However, currently there is a lack of population health level analysis of adverse event association with patient age.

The objective of this study was to compare the incidence rate and diversity of adverse events in clinical trials among different age groups, revealing potential adverse event disparities between the patient age groups. In comparison to standard adverse event analyses in individual clinical trials, this study focused on comparing adverse events between different age groups across 17,853 trials and 6,808,619 participants that could have different interventions. The adverse events observed during clinical trials are not necessarily induced by the trial intervention. The adverse events could be inherited from the recruited participant population, which is a crucial factor to consider for planning and conducting clinical trials. We aimed to reveal adverse event risks and patterns on the population level across different age groups in clinical trials to inform investigators for use in future clinical trial preparation. Currently, there is a gap in this level of knowledge.

Methods
Data Extraction and Preparation
The source data in this study were extracted from ClinicalTrials.gov, which is the largest public clinical trial repository [1,8]. We downloaded 186,339 clinical trial studies submitted from 2000 to 2014, from which we extracted 17,853 studies that published the actual outcome results. Using an XML parser [9] developed to extract data elements from clinical trial reports, we collected the clinical trial title, sponsor type, intervention, participant age, arm group, and adverse events. In this study, we focused on analyzing the age categories and their association with adverse events. We collected a total of 6,808,619 clinical trial participants and approximately 11,000 types of adverse events. Based on the reported mean age, the study population in each of the trial arms was categorized into eight age groups in 10-year increments except for the 70 to 100 years-old group. The adverse events were originally encoded in different terminologies in the reports, such as the Medical Dictionary for Regulatory Activities (MedDRA) [10,11], the World Health Organization Adverse Reactions Terminology [12], and the International Classification of Diseases, Ninth Revision [13]. We mapped the extracted reported adverse events into Unified Medical Language System (UMLS)-based standardized concepts using the MetaMap application [14,15] to normalize the terminology across different trials. All collected adverse events were classified into the 26-group MedDRA system organ classes (SOCs) [10] based on the classification provided by ClinicalTrials.gov. The extracted data were stored in the Clinical Trial Adverse Event Database for analysis [9]. We analyzed the association between age and adverse event from two perspectives: the incidence rate of adverse events and the diversity of adverse events. Statistical analysis was done on the summarized data using the Excel 2016 (Microsoft Corp) statistical package.

Analysis of Adverse Event Incidence
The incidence of adverse events is commonly used to evaluate the safety of a new treatment. If an adverse event has a high incidence rate in clinical trials, this indicates the event is more likely to occur among the study patients. For each of the adverse
events in each trial arm, we collected the total number of affected patients and the number of at-risk patients. The incidence per study is calculated as the percentage of at-risk patients affected by adverse events. Many population-level studies have analyzed the adverse event incidence rate among different age groups and clinical settings such as in-hospital, outpatient, after discharge, and nursing homes. However, in the past, research on adverse events in clinical trial studies has primarily focused on individual drug and selected participant groups. Population-level analysis of adverse events across different age groups and interventions in clinical trials is lacking. The objective of this study is to fill this knowledge gap by providing systematic analysis of adverse event incidence in clinical trials by comparing the incidence and diversity of adverse events in different age groups across clinical trials.

Analysis of Adverse Event Diversity

Adverse event diversity examines how many distinct types of adverse events (e.g., cardiac failure, depression, patient death) occur in clinical studies. The diversity of adverse event occurrence is an important factor for estimating intervention risks; however, it is often overlooked. When a study therapy is associated with a high diversity of adverse events in a population group, the complexity and cost of developing effective procedures to prevent and treat the adverse events could also increase [16,17]. To compare the adverse event diversity, we categorized the participant population in each of the trial arms according to the age groups. Then, we summarized the distinct types of adverse events that occurred in each of the age groups in the trial. The adverse event diversity was calculated on the trial arm level. For example, if a trial arm for a study has the adverse events heart failure, dizziness, and nausea, then the diversity of this trial arm would be 3. The mean of the adverse event diversity in each of the age groups was calculated as the number of distinct adverse event types divided by the number of trial arms of the age group, which indicates the average number of distinct adverse events in each of the trial arms. To further assess adverse event diversities in different organ systems, the adverse events were categorized into the 26 MedDRA SOCs. We then compared the adverse event diversity in each of the organ classes across the eight age groups.

Results

Incidence of Adverse Event

Figure 1 shows the average adverse event incidence rate of each of the age groups. The total number of affected patients and the corresponding MedDRA SOCs are also shown in Figure 1. The results show that the 20 to 29 years-old group has the lowest adverse event incidence rate of 20.76%. The highest group is the 0 to 9 years-old group, with an incidence rate of 31.41% and \( P = .02 \) (\( P < .05, t \) test) when compared with the lowest group, 20 to 29 years-old. The risk difference between the 0 to 9 years-old and 20 to 29 years-old groups is 10.6% (SE 0.00070). The results indicate that young children are more susceptible to adverse events than the young adult reference groups on a population level. The second highest group is 50 to 59 years-old, with an incidence rate of 30.09% and \( P < .001 \) (\( t \) test) when compared with 20 to 29 years-old group. The risk difference between the 50 to 59 years-old group and the 20 to 29 years-old group is 9.3% (SE 0.00059). Generally, the incidence rate increases with age in the nonpediatric groups (aged 30 years and younger). However, the groups of patients aged older than 60 years see a small drop in adverse event incidence, but the exact reason for this is still not clear. In general, Figure 1 shows a nonlinear trend appearance with peaks at the 0 to 9 years-old and 50 to 59 years-old groups.

Figure 2 lists the top adverse event examples in each of the age groups that show higher incidence rate across different clinical trials when compared to other age groups. Within each age group, we selected the top events that show significance (\( P < .01, t \) test) when compared with the comparison group. The comparison group consists of trials that reported the same event but with patients who were not in the same age group. For example, given the 0 to 9 years-old group and adverse event pharyngitis, we can find 316 trials that have an average incidence rate of 3.93% for the age group. The comparison group includes 299 trials that reported the same event among 10 to 100 years-old patient groups (at an average incidence rate of 2.17%). Using \( t \) tests to compare both groups, we have \( P < .01 \), which statistically shows that pharyngitis is significantly higher among the young child group across clinical trials. The results in Figure 2 indicate that individual adverse events can have a significant disparity in term of incidence rate across different age groups. Commonly shared nonserious events are filtered (see Multimedia Appendix 1). The data also indicate there are strong patterns of adverse events in each of the age groups. For example, the 0 to 9 years-old group shows a significant number of adverse events in infection and infestation: 7 out of the top 9 events in the group are infection events. Young adults (20-29 years-old group) show adverse events with the reproductive system and musculoskeletal system; older adults (30-49 years-old group) show a higher level of adverse events in psychiatric and respiratory disorder categories. Blood system events and gastrointestinal events are higher in the 50 to 59 years-old group, and the oldest patients (60-100 years-old group) generally are at significantly higher risk for cardiac and vascular disorders than other age groups.
Diversity of Adverse Events

Approximately 11,000 distinct adverse event types were observed in 6,808,619 participants. The adverse event diversity analysis was performed on the trial arm level, in which a group of patients received the same clinical intervention (e.g., drug, surgery). We first analyzed the diversity among different groups of patients. Figure 3 shows that older groups of patients (aged 50 years and older) have a much higher diversity level of adverse events compared with the younger groups. The lowest diversity group is the 20 to 29 years-old young adult group. The group of young children (0-9 years-old group) also showed higher adverse event diversity than the young adult (20-29 years-old) group. On average, the young adult group observed 17.71 events/arm (95% CI 15.72-19.70, SE 1.02) of distinct adverse events. The young children group showed 32.58 events/arm (95% CI 31.49-34.71, SE 1.09) of distinct event types on average, which is approximately 1.84 times greater on average.

Figure 1. Adverse event incidence rate with different age groups. (X-axis: age group; Y-axis: micro-average of adverse event incidence in an age group; confidence intervals are shown on the bar.).

Figure 2. Top significant adverse event examples across clinical trials in each age group (P<.01). Shared nonserious events were filtered out.
than the young adult group ($P<.001$). In comparison to the lowest affected 20 to 29 years-old group, the adverse event diversities of patients aged 30 to 69 years old increased significantly at an average rate of 77% for each age group as the patient age increased. The group aged 70 to 100 years showed the highest diversity level of 55.55 events/arm ($95\%$ CI 49.93-61.17, SE 2.867), which is approximately 3.44 times greater than the 20 to 29 years-old young adult group ($P<.001$). Clinical trials that recruited older patients showed significantly higher levels of adverse event diversity, and clinical trials with children younger than 20 years old also have a higher level of adverse event diversity in comparison to younger adults.

In Figure 4, the adverse events were classified into the 26 MedDRA SOCs. We analyzed the adverse event diversity in each of the age groups and SOCs. Note that event diversity values with low trial supports are shown in brackets; these events were documented in less than 30 clinical trials. Figure 4 displays a heat map of the results of the SOCs diversity analysis. Adverse event diversity is compared across the age groups in different organ categories in the same row. Higher diversity in the same category (ie, on same data row) is shown in red; lower diversity in green. The color intensity is rendered according to the percentile of diversity value when compared to the highest or lowest value. The overall pattern is similar to the previous analysis in which older patient groups (aged 50 years and older) generally showed more types of adverse events. However, when analyzing the diversity level in individual SOCs, we can observe some distinct patterns across the age groups. For example, the 0 to 9 years-old group has a high diversity level of adverse events in infections and infestations (10.36 events/arm), general disorders (6.16 events/arm), and skin and subcutaneous tissue disorders (5.21 events/arm) when compared to young adult group. The adverse events patients in the 10 to 19 years-old group are more likely to experience include ear and labyrinth disorder (1.94 events/arm); immune system disorders (1.75 events/arm); and pregnancy, puerperium, and perinatal conditions (3.79 events/arm) when compared to all other groups. The 20 to 29 years-old group is more diverse in congenital, familial, and genetic disorders (3.05 events/arm) and reproductive system and breast diseases (2.68 events/arm) and higher in pregnancy, puerperium, and perinatal conditions (4.98 events/arm). The 30 to 39 years-old group is more diverse in congenital, familial, and genetic disorders (2.32 events/arm) and pregnancy disorders (2.40 events/arm) and notably higher in psychiatric disorders (3.75 events/arm). The 40 to 49 years-old group also has a high level of event diversity in psychiatric disorders (3.56 events/arm). The three groups of patients older than 50 years generally have a higher event diversity than younger groups, except in the SOCs immune system; congenital, familial, and genetic disorders; and, as expected, pregnancy conditions.

Figure 5 shows the ranking of adverse event diversity in each of the age groups. The ranking is compared in the same age group (ie, same column) and ranked from 1 with highest diversity to 26 with lowest diversity across the 26 categories. The last column on the right shows the total rank of each category across all age groups. In each column, highest diversity value is shown in red and lowest is shown in white. Other values are rendered according their normalized value percentile between the highest and lowest value. The total results in Figure 5 show that the infection and infestations category has the highest average diversity level across most of the age groups, followed by gastrointestinal disorders and general disorders. The lowest categories are immune system disorders, endocrine disorders, and social circumstances.
Figure 3. Diversity of adverse events among different age groups. (X-axis: age groups, Y-axis: average adverse event types; confidence intervals are shown on the bar.)
**Figure 4.** Average adverse event diversity in Medical Dictionary for Regulatory Activities (MedDRA) organ classes across different age groups.

<table>
<thead>
<tr>
<th>Organ Class (shortened name)</th>
<th>0-9</th>
<th>10-19</th>
<th>20-29</th>
<th>30-39</th>
<th>40-49</th>
<th>50-59</th>
<th>60-69</th>
<th>70-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood and lymphatic system</td>
<td>2.47</td>
<td>2.90</td>
<td>2.00</td>
<td>2.44</td>
<td>3.37</td>
<td>3.81</td>
<td>3.93</td>
<td>3.83</td>
</tr>
<tr>
<td>Cardiac disorders</td>
<td>2.93</td>
<td>2.62</td>
<td>1.78</td>
<td>2.09</td>
<td>2.95</td>
<td>3.81</td>
<td>5.60</td>
<td>6.14</td>
</tr>
<tr>
<td>Congenital, familial and genetic</td>
<td>2.59</td>
<td>1.57</td>
<td>3.05</td>
<td>2.32</td>
<td>1.24</td>
<td>1.22</td>
<td>1.70</td>
<td>1.55</td>
</tr>
<tr>
<td>Ear and labyrinth disorders</td>
<td>1.60</td>
<td>1.94</td>
<td>1.48</td>
<td>1.43</td>
<td>1.69</td>
<td>1.62</td>
<td>1.65</td>
<td>1.93</td>
</tr>
<tr>
<td>Endocrine disorders</td>
<td>1.37</td>
<td>1.39</td>
<td>1.21</td>
<td>1.47</td>
<td>1.47</td>
<td>1.47</td>
<td>1.69</td>
<td>1.55</td>
</tr>
<tr>
<td>Eye disorders</td>
<td>1.98</td>
<td>2.72</td>
<td>1.81</td>
<td>1.87</td>
<td>2.57</td>
<td>2.70</td>
<td>4.55</td>
<td>4.89</td>
</tr>
<tr>
<td>Gastrointestinal disorders</td>
<td>4.30</td>
<td>4.74</td>
<td>3.35</td>
<td>4.50</td>
<td>6.01</td>
<td>8.43</td>
<td>9.15</td>
<td>8.31</td>
</tr>
<tr>
<td>General disorders</td>
<td>6.16</td>
<td>4.82</td>
<td>4.29</td>
<td>4.11</td>
<td>4.78</td>
<td>5.90</td>
<td>6.42</td>
<td>6.49</td>
</tr>
<tr>
<td>Hepatobiliary disorders</td>
<td>1.70</td>
<td>2.10</td>
<td>1.93</td>
<td>2.00</td>
<td>2.00</td>
<td>2.39</td>
<td>2.67</td>
<td>2.64</td>
</tr>
<tr>
<td>Immune system disorders</td>
<td>1.46</td>
<td>1.75</td>
<td>1.56</td>
<td>1.54</td>
<td>1.61</td>
<td>1.63</td>
<td>1.54</td>
<td>1.32</td>
</tr>
<tr>
<td>Infections and infestations</td>
<td>10.36</td>
<td>6.41</td>
<td>4.72</td>
<td>5.59</td>
<td>6.53</td>
<td>7.18</td>
<td>7.95</td>
<td>8.04</td>
</tr>
<tr>
<td>Injury, poisoning</td>
<td>2.99</td>
<td>4.03</td>
<td>2.93</td>
<td>3.30</td>
<td>3.93</td>
<td>4.18</td>
<td>5.45</td>
<td>6.38</td>
</tr>
<tr>
<td>Investigations</td>
<td>4.84</td>
<td>4.53</td>
<td>3.46</td>
<td>3.82</td>
<td>5.17</td>
<td>6.04</td>
<td>6.50</td>
<td>5.51</td>
</tr>
<tr>
<td>Metabolism and nutrition</td>
<td>3.20</td>
<td>4.14</td>
<td>2.72</td>
<td>2.69</td>
<td>4.10</td>
<td>4.86</td>
<td>5.84</td>
<td>5.07</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>2.17</td>
<td>3.29</td>
<td>2.39</td>
<td>2.95</td>
<td>4.13</td>
<td>4.84</td>
<td>5.18</td>
<td>5.26</td>
</tr>
<tr>
<td>Neoplasms benign, malignant</td>
<td>1.54</td>
<td>2.32</td>
<td>2.18</td>
<td>2.75</td>
<td>2.90</td>
<td>3.98</td>
<td>5.35</td>
<td>7.01</td>
</tr>
<tr>
<td>Nervous system disorders</td>
<td>2.58</td>
<td>3.27</td>
<td>2.23</td>
<td>3.35</td>
<td>3.98</td>
<td>5.01</td>
<td>5.76</td>
<td>6.03</td>
</tr>
<tr>
<td>Pregnancy, puerperium</td>
<td>(1.21)</td>
<td>3.79</td>
<td>4.98</td>
<td>2.40</td>
<td>1.26</td>
<td>1.39</td>
<td>(1.18)</td>
<td>(1.00)</td>
</tr>
<tr>
<td>Psychiatric disorders</td>
<td>1.92</td>
<td>2.95</td>
<td>2.21</td>
<td>3.75</td>
<td>3.56</td>
<td>2.80</td>
<td>3.13</td>
<td>3.26</td>
</tr>
<tr>
<td>Renal and urinary disorders</td>
<td>1.96</td>
<td>2.40</td>
<td>1.84</td>
<td>2.01</td>
<td>3.18</td>
<td>2.73</td>
<td>3.49</td>
<td>4.19</td>
</tr>
<tr>
<td>Reproductive and breast system</td>
<td>1.58</td>
<td>1.81</td>
<td>2.68</td>
<td>2.32</td>
<td>2.29</td>
<td>2.30</td>
<td>2.42</td>
<td>2.38</td>
</tr>
<tr>
<td>Respiratory, thoracic</td>
<td>4.21</td>
<td>3.59</td>
<td>3.52</td>
<td>2.84</td>
<td>3.98</td>
<td>5.14</td>
<td>5.92</td>
<td>5.74</td>
</tr>
<tr>
<td>Skin and subcutaneous tissue</td>
<td>5.21</td>
<td>3.48</td>
<td>2.32</td>
<td>2.41</td>
<td>3.72</td>
<td>4.56</td>
<td>4.27</td>
<td>3.73</td>
</tr>
<tr>
<td>Social circumstances</td>
<td>(1.13)</td>
<td>(1.07)</td>
<td>(1.27)</td>
<td>1.12</td>
<td>1.14</td>
<td>1.16</td>
<td>1.49</td>
<td>1.21</td>
</tr>
<tr>
<td>Surgical and procedures</td>
<td>1.56</td>
<td>2.45</td>
<td>1.38</td>
<td>2.14</td>
<td>2.59</td>
<td>2.52</td>
<td>4.34</td>
<td>3.41</td>
</tr>
<tr>
<td>Vascular disorders</td>
<td>2.06</td>
<td>2.32</td>
<td>1.54</td>
<td>1.88</td>
<td>2.54</td>
<td>3.02</td>
<td>4.02</td>
<td>4.21</td>
</tr>
</tbody>
</table>
Figure 5. Ranking of average adverse event diversity in each of the age groups. The rankings are calculated within each group. Two organ classes are tied at the sixth place in the total rank (marked with asterisk).

<table>
<thead>
<tr>
<th>Organ Class (shortened name)</th>
<th>0-9</th>
<th>10-19</th>
<th>20-29</th>
<th>30-39</th>
<th>40-49</th>
<th>50-59</th>
<th>60-69</th>
<th>70-100</th>
<th>Total Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood and lymphatic system</td>
<td>12</td>
<td>13</td>
<td>16</td>
<td>12</td>
<td>12</td>
<td>16</td>
<td>15</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Cardiac disorders</td>
<td>9</td>
<td>15</td>
<td>20</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Congenital, familial and genetic</td>
<td>10</td>
<td>24</td>
<td>7</td>
<td>15</td>
<td>25</td>
<td>25</td>
<td>21</td>
<td>22</td>
<td>21</td>
</tr>
<tr>
<td>Ear and labyrinths disorders</td>
<td>19</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>Endocrine disorders</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>24</td>
<td>23</td>
<td>23</td>
<td>22</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>Eye disorders</td>
<td>15</td>
<td>14</td>
<td>19</td>
<td>22</td>
<td>17</td>
<td>17</td>
<td>12</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>Gastrointestinal disorders</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>General disorders</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Hepatobiliary disorders</td>
<td>18</td>
<td>20</td>
<td>17</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>Immune system disorders</td>
<td>23</td>
<td>23</td>
<td>21</td>
<td>23</td>
<td>22</td>
<td>21</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Infections and infestations</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Injury, poisoning</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>6*</td>
</tr>
<tr>
<td>Investigations</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Metabolism and nutrition</td>
<td>7</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>11</td>
<td>6*</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>13</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Neoplasms benign, malignant</td>
<td>22</td>
<td>18</td>
<td>15</td>
<td>10</td>
<td>15</td>
<td>11</td>
<td>10</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Nervous system disorders</td>
<td>11</td>
<td>11</td>
<td>13</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Pregnancy, puerperium</td>
<td>25</td>
<td>7</td>
<td>1</td>
<td>14</td>
<td>24</td>
<td>24</td>
<td>26</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>Psychiatric disorders</td>
<td>17</td>
<td>12</td>
<td>14</td>
<td>5</td>
<td>11</td>
<td>15</td>
<td>18</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>Renal and urinary disorders</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>13</td>
<td>16</td>
<td>17</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>Reproductive and breast system</td>
<td>20</td>
<td>22</td>
<td>10</td>
<td>15</td>
<td>19</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>Respiratory, thoracic</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Skin and subcutaneous tissue</td>
<td>3</td>
<td>9</td>
<td>12</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>14</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Social circumstances</td>
<td>26</td>
<td>26</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>26</td>
</tr>
<tr>
<td>Surgical and procedures</td>
<td>21</td>
<td>16</td>
<td>24</td>
<td>17</td>
<td>16</td>
<td>18</td>
<td>13</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>Vascular disorders</td>
<td>14</td>
<td>18</td>
<td>22</td>
<td>21</td>
<td>18</td>
<td>14</td>
<td>15</td>
<td>13</td>
<td>17</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We conducted a population study to analyze the adverse event risk among clinical trial participants. This study differs from patient-level adverse event analysis in that we integrated large amounts of clinical trial data to conduct a population-level analysis looking at adverse event risk patterns across different age groups. We found that young pediatric patients and older patients have a higher level of incidence and diversity of adverse events. The total incidence of adverse events in the youngest age group is higher compared with all other groups. Additionally, the incidence rate of adverse events in this group is significantly higher in the infectious event and general event categories. The older adult groups (aged older than 60 years) showed a comparatively higher incidence of cardiac disorders and vascular disorders. When compared across the 26 SOCs, we observed that the diversity of adverse event patterns differs significantly across the age groups. Older patients show a significantly higher level of adverse event diversity in most of the SOCs, while the younger age groups show higher levels within some SOCs.

Related Studies

Previous studies have focused on the incidence of adverse events in population levels in various clinical settings. The Canadian Adverse Events Study [18] reported an adverse event rate of 7.5% in 2.8 million hospital admissions. Older patients were more likely to be affected by adverse events. The study also suggests that 9250 to 23,750 deaths from adverse events could have been prevented among the 2.5 million admissions to acute-care hospitals in Canada. A study on 1000 discharged patient records showed that elderly patients (aged 65 years and older) had a high incidence of adverse drug events (18.7%) [19]. Among the identified events, 35% were considered preventable and 32% were serious events. A systematic review of 8 studies [20] on in-hospital adverse events in 6 countries shows that the median incidence of adverse events was 9.2%, and about 43.5% of the adverse events could be preventable. In the outpatient setting, a study showed that adverse event-related visits increased between 1995 and 2005 [21]. Furthermore, the incidence of adverse events also increases with patient age. This study indicated that patient age was one of the important risk factors for adverse event-related visits. Patients aged 65 years and older had a peak of adverse event visits of 47 per 1000 patients. A pediatric study [22] showed that adverse events occurred in about 1% of the pediatric hospitalizations, of which about 0.6% were preventable events compared with a rate of 1.5% in nonelderly adults. The Critical Care Safety Study [23] showed that among 391 studied patients, 20.2% were affected by 120 adverse events and 54% of the events were preventable.
Compared to these studies which focused on preventable adverse events in health care settings, the adverse event rate in clinical studies is significantly higher in terms of incidence rates in all age groups at an average of 27.0%. Many clinical study interventions are experimental in nature and thus are associated inherently with a higher level of risk than normal clinical interventions. In-hospital treatments normally use matured intervention protocols that use validated postmarketing drugs or procedures, whereas clinical trials are often designed to test experimental interventions. For example, in clinical trials aimed to develop new drugs, only about 1 in 10 will be approved by the US Food and Drug Administration [24,25]. Many trials are canceled in the process or the tested substance is disapproved due to risk of adverse events. This suggests that adverse event risk estimation is critical for clinical study preparation. This study provides a quantitative reference for clinical investigators to estimate the trial adverse event risk for targeted age groups when planning clinical trials.

Clinical Trial Adverse Events and Participant Age
Age is one of the most commonly used clinical study recruitment criteria [26,27], and the risk for adverse events is a primary criterion for evaluating the safety of the targeted intervention in a clinical study [28]. However, few systematic studies have explored the association between adverse clinical trial outcomes and participant age. This study fills the gap by focusing on the adverse event patterns in clinical trials at the population-health level. This study shows that age-related adverse events could be an important factor for clinical trial planning, recruitment, and monitoring. Furthermore, the importance of recruiting more children in clinical trials has been discussed in various reviews [29,30]. The risk of adverse events in children is higher, as suggested by our study results; however, even though numerous regulations have been established to improve children’s safety in clinical studies, there is still a lack of evidence-based support to help clinical investigators estimate the adverse event risks for children at the early stages of a clinical study [28,31]. This study suggests that the adverse event distribution shows strong categorical patterns among age groups, providing a population baseline for estimating the risk of adverse events. Similarly, many studies have verified that older patients have a higher risk of adverse events. Our study shows that among older populations, not only is the adverse event incidence rate higher, the diversity of adverse events also is significantly higher in clinical trials. Furthermore, specific adverse events may be more common in one age group compared to another as seen with the higher incidence of infectious events in the young children group or the peak of psychiatric disorders in the middle age group.

Limitations and Future Work
This study is limited due to the data granularity on ClinicalTrials.gov. The report on ClinicalTrials.gov does not include adverse event diversity at the individual patient level; for example, we cannot determine how many different adverse events occurred in an individual patient. Therefore, we performed the adverse event diversity analysis on the trial arm level and categorized events by the MedDRA organ classes. The inability to identify individual patients may also create bias when a patient joins multiple trials, although we estimate the proportion of patients joining multiple trials is low because most trials exclude patients who are participating in other trials concurrently. Furthermore, certain types of studies may be more common in one age group than another which could lead to a higher incidence of a type of adverse event. For instance, perhaps few psychiatric studies are performed in the younger patients in comparison to the older patients. For nonserious events, some trials on ClinicalTrials.gov only reported events that exceeded a frequency of 5% within any arm of the trials. This could lead to potential undercount of nonserious events. We used MetaMap [14] to normalized terminologies, which may not normalize terms 100% correctly to the UMLS concepts. However, a few studies evaluated the performance of MetaMap [32,33] and found that the accuracy of MetaMap was over 90%. The MedDRA system classes were updated in March 2016 to include a new category called product issues. The new system class contains events related to device issues. We currently have no adverse events mapped to this category. We also want to compare the differences of adverse event patterns between the intervention groups and the placebo groups on the population level. However, it requires us to develop new natural language processing methods to systematically identify placebo and intervention arms from the free-text trial arm descriptions. This will be our future work.

Conclusions
The adverse event incidence rate in clinical trial studies is as high as 27.0% at the population level, which is higher than the reported incident rate in various patient care settings (7%-20%). Clinical trials may include a greater risk in terms of adverse events by their nature. Young children and older patients have higher risks of adverse events in clinical trials. The pattern of adverse event types in different organ categories is different across the age groups. Evidence-based risk analysis should be used to facilitate clinical trial design and planning.
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Abstract

Background: Big data analytics offers promise in many business sectors, and health care is looking at big data to provide answers to many age-related issues, particularly dementia and chronic disease management.

Objective: The purpose of this review was to summarize the challenges faced by big data analytics and the opportunities that big data opens in health care.

Methods: A total of 3 searches were performed for publications between January 1, 2010 and January 1, 2016 (PubMed/MEDLINE, CINAHL, and Google Scholar), and an assessment was made on content germane to big data in health care. From the results of the searches in research databases and Google Scholar (N=28), the authors summarized content and identified 9 and 14 themes under the categories Challenges and Opportunities, respectively. We rank-ordered and analyzed the themes based on the frequency of occurrence.

Results: The top challenges were issues of data structure, security, data standardization, storage and transfers, and managerial skills such as data governance. The top opportunities revealed were quality improvement, population management and health, early detection of disease, data quality, structure, and accessibility, improved decision making, and cost reduction.

Conclusions: Big data analytics has the potential for positive impact and global implications; however, it must overcome some legitimate obstacles.

(JMIR Med Inform 2016;4(4):e38) doi:10.2196/medinform.5359
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Introduction

Rationale
Big data analytics offers promise in many business sectors, and health care is looking at big data to provide answers to many age-related issues, particularly dementia and chronic disease management. This systematic review explores the depth of big data analytics since 2010 and identifies both challenges and opportunities associated with big data in health care. The review follows the standard set by Preferred Reporting Items for Systematic Reviews and Meta-analysis (2009) [1].

Big data is commonly defined through the 4 Vs: volume (scale or quantity of data), velocity (speed and analysis of real-time or near-real-time data), variety (different forms of data, often from disparate data sources), and veracity (quality assurance of the data). The first 3 Vs are found in most literature [2,3], and the fourth V is a goal [4].

As of 2012, about 2.5 exabytes of data are created each day; Walmart can collect up to 2.5 petabytes of customer-related
data per hour [2]. The industry of health care produces and collects data at a staggering speed, but different electronic health records (EHRs) collect data in different structures: structured, unstructured, and semistructured. This variety can pose difficulty when seeking veracity or quality assurance of the data. The EHRs can provide a rich source of data, ripe for analysis to increase our understanding of disease mechanisms, as well as better and personalized health care, but the data structures pose a problem to standard means of analysis [5].

There are several large sources for big data in health care: genomics, EHR, medical monitoring devices, wearable video devices, and health-related mobile phone apps. Approximately 483 studies on genomics are registered with the US Department of Health and Human Services; these studies are being conducted in 9 countries, and they all use portions of the data from the Human Genome Project [6]. The EHR, being adopted in many countries, offers a source of data the depth of which is almost inconceivable. About 500 petabytes of data was generated by the EHR in 2012, and by 2020, the data will reach 25,000 petabytes [7]. The EHR can collect data from other monitoring devices, but the continuous data streams are not consistently saved in the longitudinal record.

The decrease in the cost of storage has enabled an exponential distribution of data collection, but the ability to analyze this quantity of data is the center of gravity for “big data” in health care. In the United States, financial incentives offered for the “meaningful use” of health information technology has spurred growth in the adoption of the EHR and other enabling health-related technology since 2009.

Health information systems show great potential in improving the efficiency in the delivery of care, a reduction in overall costs to the health care system, as well as a marked increase in patient outcomes [8]. The US government has allocated billions of dollars to help the country’s health care market realize some of these efficiencies and savings. Specific provisions of the Health Information Technology for Economic and Clinical Health (HITECH), part of the American Recovery and Reinvestment Act, acknowledge the importance of IT in the delivery of health care within the United States [9]. The Act allocates approximately US $17.2 billion in incentives for the adoption and meaningful use of health information technology, part of which involves the participation in the electronic exchange of clinical information. In 2010, the Congress passed the Health Information Exchange (HIE) Challenge Grant Program, which contributed about US $547.7 million to state HIE programs [10].

With the implementation of this legislation as well as the technologies associated with it, it is imperative to effectively organize and process the ever-increasing quantity of data that is digitally collected and stored within health care organizations. Other industries such as astronomy, retail, search engines, and politics have developed advanced data-handling capabilities to convert data into knowledge. Health care needs to follow their lead so that decisions regarding organizational objectives and goals can be met [4,11,12]. This evolutionary process of data management is collectively known as big data, and it is essential to the future of adoption and management of health information technology [13].

**Objectives**

The purpose of this systematic review is to objectively review articles and studies published in academic journals in order to compile a list of challenges and opportunities faced by big data analytics in health care in the United States. Particular emphasis was paid to age-related applications of big data.

**Methods**

**Eligibility Criteria**

Articles and studies were eligible for analysis if they were published between 2010 and 2015, published in academic journals, and published in English. The researchers chose a range from 2010 to 2015 for two reasons: HITECH was passed in 2009, and it appeared that a blossom of research and other articles seemed to occur in 2010. We focused on academic journals for their peer-review quality and to decrease the chance of selecting something about big data published from a noncredible source.

**Information Sources**

A combination of key terms from Medical Subject Headings (MeSH) and Boolean operators were combined and used in 2 common research databases, CINAHL and PubMed, and combined with a general search from Google Scholar (see Figure 1) in January 2016.

These terms were chosen not only because they are the focus of the review, but also because they were identified in the initial research into the definition of big data.

**Search**

The following search string was used in all 3 searches: (("big data" AND healthcare) OR ("big data" AND “health care”)). This search string was used in CINAHL, PubMed (MEDLINE), and Google Scholar. In the 2 research databases, our team was able to restrict the search to academic journals (including other systematic reviews). MEDLINE was excluded in CINAHL because it was already captured in PubMed. Google Scholar creates difficulty for searches because of its severe limit of filters typically associated with academic research. The initial 13,935 results were limited by restricting dates to the last 5 years, limiting results to academic journals and MEDLINE, and in Google Scholar by restricting the keyword search to titles. The result from the filters ended with 121 articles to review.
Study Selection

Through group research and a series of consensus meetings, researchers were trained to identify articles germane to this review and to recommend elimination of all others. A shared spreadsheet was used by the research team to parse through the list of articles. Researchers read all articles in their entirety. A total of 97 articles were eliminated due to various exclusion criteria (not germane to big data or health care, editorial only, not an academic journal, or duplicate from another search), and 4 additional articles were identified from the references of the 24 that remained. The group of reviewers made these rejections or additional recommendations through a series of consensus meetings where we met to discuss their recommendations and consensus was reached through discussion. A total of 28 articles remained in the final review.

Data Collection Process and Identification of Summary Measures

Each article was reviewed by at least two authors to identify the relevant points. All reviewers used a spreadsheet template to summarize their key observations from each article. One team member combined the spreadsheets into one and shared it once again. Reviewers held one more consensus meeting to discuss their findings. From this meeting, trends were identified, and from those trends, inferences were made.

Additional Analysis

From the list of observations, reviewers were able to identify some common threads that emerged as challenges and opportunities in health care that permeated multiple articles. Separate tables were created to group the threads, and from each of these tables, common themes were identified. These common themes only emerged when reviewers combined their observations. These themes were tabulated and counted for additional analysis.

Results

Study Selection

As depicted in Figure 1, 935 articles resulted from the initial search. Filters such as data published (2010-2015), academic journals, and English language were implemented to reduce the range to what was being studied. Reviewers agreed to eliminate editorials and focus on those articles that studied big data, as described in the Introduction section of this manuscript. At the end of the search process, only 28 remained. The articles reviewed for this study ranged from 2012 to 2015. The majority of the literature chosen for this paper was published in 2014 (15/28, 54%), and a minority was published in 2015 (2/28, 7%); the latter was most likely due to the early part of the year when the search was conducted.

Synthesis of Results

Multiple reviewers read each article in its entirety. Articles were included or excluded based on the criteria illustrated in Figure 1. All articles included in the analysis were sorted by date and are listed in Multimedia Appendix 1.

A study catalog number was assigned to each article to simplify the analysis. Researchers summarized the main points of each article for further analysis.

Additional Analysis

Through the combination of observations, reviewers identified common threads (challenges and opportunities) and themes from each thread. Themes were organized into affinity diagrams (Tables 1 and 2), compared, and discussed among researchers.
Nine themes emerged under the category of challenges: data structure, security, data standardization, data storage and transfers, managerial issues such as governance and ownership, lack of skill of data analysts, inaccuracies in data, regulatory compliance, and real-time analytics. Examples for each theme are provided in Table 1. A total of 60 observations were made for challenges.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Examples</th>
<th>Number of articles (n)</th>
<th>Articles themes appeared in (N=28)</th>
<th>% of total articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data structure</td>
<td>Fragmented data, Incompatible formats, Heterogeneous data, Raw and unstructured datasets, Large volumes, High variety and velocity, Lack of transparency</td>
<td>17</td>
<td>1, 2, 7-9, 12, 14-19, 22, 25-28</td>
<td>61%</td>
</tr>
<tr>
<td>Security</td>
<td>Privacy, Confidentiality, Data duplication, Integrity</td>
<td>14</td>
<td>2, 4, 7-9, 12, 13, 17, 21, 22, 25-28</td>
<td>50%</td>
</tr>
<tr>
<td>Data standardization</td>
<td>Limited Interoperability, Data acquisition and cleansing, Global sharing, Terminology, Language barriers</td>
<td>11</td>
<td>4, 5, 7-9, 11, 12, 15, 16, 22, 25</td>
<td>39%</td>
</tr>
<tr>
<td>Storage and transfers</td>
<td>Expensive to store, Transfer from one place to other, Store electronic data, Securely extract, transmit, and process</td>
<td>8</td>
<td>1, 4, 7, 12, 22, 26, 28</td>
<td>28%</td>
</tr>
<tr>
<td>Managerial issues</td>
<td>Governance issues, Ownership issues</td>
<td>4</td>
<td>2, 8, 14, 22</td>
<td>14%</td>
</tr>
<tr>
<td>Lack of skill</td>
<td>Untrained workers</td>
<td>3</td>
<td>5, 9, 14</td>
<td>11%</td>
</tr>
<tr>
<td>Inaccuracies</td>
<td>Inconsistencies, Lack of precision, Data timeliness</td>
<td>1</td>
<td>9</td>
<td>4%</td>
</tr>
<tr>
<td>Regulatory compliance</td>
<td>Legal concerns, Real-time analytics</td>
<td>1</td>
<td>13</td>
<td>4%</td>
</tr>
<tr>
<td>Real-time analytics</td>
<td>Real-time analytics</td>
<td>1</td>
<td>9</td>
<td>4%</td>
</tr>
</tbody>
</table>

The 4 Vs appear in multiple places under the Challenges category. Volume and variety are seen by name under the theme of Data structure. Variety is also implied in the same theme, but listed as Incompatible formats, as well as Raw and unstructured datasets. Variety can also be inferred from the theme of Data standardization, listed as Limited interoperability. Velocity is seen in the theme Real-time analytics. Veracity is seen under the theme of Data Standardization, but listed as Data acquisition and cleansing, Terminology, and Language barriers. It is also inferred in the theme Inaccuracies listed as Inconsistencies and Lack of precision.

**Data Structure Issues**

Issues related to data structure were addressed in the majority of the papers reviewed for this study. It is essential that the key functions of data processing are supported by the applications of big data [13]. Big data applications should be user-friendly, transparent, and menu-driven [13,14]. The majority of data in health care is unstructured, such as from natural language processing [12]. It is often fragmented, dispersed, and rarely standardized [12,13,15-21]. It is no secret that the EHRs do not share well across organizational lines, but with unstructured data, even within the same organization, unstructured data is difficult to aggregate and analyze. It is no wonder that 61% of...
the articles analyzed listed this as a concern; big data analytics will need to address this large challenge.

Research data within the health care sector is more heterogeneous than the research data produced within other research fields [3,5,12]. Data from both research and public health is often produced in large volumes [15,22,23]. Another structure-related issue results from the changing health care fee-for-service care model [4]. Finally, big data will need to address issues with the transparency of metadata [16,24].

Security Issues
There are considerable privacy concerns regarding the use of big data analytics, specifically in health care given the enactment of Health Insurance Portability and Accountability Act (HIPAA) legislation [15]. Data that is made available on open source is freely available and, hence, highly vulnerable [12,13,18,20]. Further, due to the sensitivity of health care data, there are significant concerns related to confidentiality [25,26]. Moreover, this information is centralized, and as such, it is highly vulnerable to attacks [25]. For these reasons, enabling privacy and security is very important, as illustrated by a frequency of mention in 50% of the literature reviewed.

Data Standardization Issues
Although the EHRs share data within the same organization, intra-organizational, EHR platforms are fragmented, at best. Data is stored in formats that are not compatible with all applications and technologies [13,22]. This lack of data standardization also causes problems in transfer of that data [5,25]. It complicates data acquisition and cleansing [5,25,26]. About 39% of the literature mentioned this challenge.

Limited interoperability poses a large challenge for big data, as data is rarely standardized [12,13,16,22]. This leaves big data to face issues related to the acquisition and cleansing of data into a standardized format to enable analysis and global sharing [13,17,23,25,27]. With globalization of data, big data will have to deal with a variety of standards, barriers of language, and different terminologies.

Storage and Transfers
Data generation is inexpensive compared with the storage and transfer of the same. Once data is generated, the costs associated with securing and storing them remain high [25]. Costs are also incurred with transferring data from one place to another as well as analyzing it [14,21,22]. Some researchers have been able to combine the themes of Data structure and Storage and transfers when they illustrate how structured data can be easily stored, queried, analyzed, and so forth, but unstructured data is not as easily manipulated [13]. Cloud-based health information technology has the additional layer of security associated with the extraction, transformation, and loading of patient-related data [27]. The use of big data should address issues related to increased expenditures as well as the transmittance of secure or insecure information. About 28% of the literature mentioned this challenge.

Managerial Issues
Data governance will need to move up on the priority list of organizations, and it should be treated as a primary asset instead of a by-product of the business [15]. Data ownership and data stewardship should create new roles in business that consider big data analytics [15], and new partnerships will need to be brokered when sharing data [23,24,27]. About 14% of the literature mentioned this point.

Lack of Appropriate Skills
It is important that health care workers are also kept up to date with the use of constantly changing technology, techniques, and a constantly moving standard of care [5,24]. Due to the constant evolution of technology, there exist populations of individuals lacking specific skills; as such this is also a significant continuing barrier to the implementation of big data [12]. About 11% of the literature expressed this challenge.

Inaccuracies (Veracity)
Self-reported data is extensively used in health care, and so it is crucial that the data collected in this manner be consistent [12]. Keeping information current as well as accurate is another challenge of data collection. Precision of data is also needed to provide accurate information [12]. Only 4% of the literature mentioned this challenge.

Regulatory Compliance Issues
Health care organizations should be aware of the various legal issues that can surface in the process of managing high volume of sensitive information. Organizations implementing big data analytics as a part of their information systems will have to comply with a significant amount of standards and regulatory compliance issues specific to health care [28]. Only 4% of the literature mentioned this challenge.

Real-Time Analytics (Velocity)
One of the key requirements in health care is to be able to utilize big data in real time. Real time is defined by enabling the use of applications such as cloud computing to view said data in real time. The use of these technologies leads to issues of security and privacy within patient information [12]. Only 4% of the literature mentioned this challenge. Challenges most often mentioned or discussed were data structure (17/28, 61%), security (14/28, 50%), data standardization (11/28, 39%), and data storage and transfers (8/28, 29%). The other five challenges comprised less than 15% of the observations.

Opportunities for Big Data in Health Care
Fourteen themes emerged under the category of opportunities: improve quality of care, managing population health, early detection of diseases, data quality, structure, and accessibility, improve decision making, cost reduction, patient-centric care, enhances personalized medicine, globalization, fraud detection, and health-threat detection. Examples of each theme are listed in Table 2. A total of 113 observations were made for opportunities.
Table 2. Themes that emerged from the opportunities for big data in health care.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Examples</th>
<th>Number of articles (n)</th>
<th>Articles themes appeared in (N=28)</th>
<th>% of total articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improve quality of care</td>
<td>Improve efficiency</td>
<td>18</td>
<td>2, 4, 5, 6, 8-13, 18-20, 22-25, 27</td>
<td>64%</td>
</tr>
<tr>
<td></td>
<td>Improve outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reduce waste</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reduce readmissions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increased productivity and performance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Risk reduction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Process optimization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managing population health</td>
<td>Managing population health</td>
<td>17</td>
<td>2, 5, 8-10, 12-14, 16, 18-20, 23, 25, 26, 28</td>
<td>61%</td>
</tr>
<tr>
<td>Early detection of diseases</td>
<td>Predicting epidemics</td>
<td>17</td>
<td>2, 4, 5, 7-13, 15, 18-20, 23, 24, 28</td>
<td>61%</td>
</tr>
<tr>
<td></td>
<td>Disease monitoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health tracking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adopt and track healthier behaviors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predicting patient vulnerability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improved treatments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data quality, structure, and accessibility</td>
<td>Large volumes</td>
<td>16</td>
<td>2, 4, 6, 9, 11, 12, 16, 18, 20-23, 25-28</td>
<td>57%</td>
</tr>
<tr>
<td></td>
<td>Wide variety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Creating transparency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High-velocity capture</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Access to primary data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reusable data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weed out unwanted data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open source—free access</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improve decision making</td>
<td>Evidence-based medicine</td>
<td>11</td>
<td>2, 4, 7, 9, 12, 16, 20, 22, 23, 24</td>
<td>39%</td>
</tr>
<tr>
<td></td>
<td>New treatment guidelines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accuracy in information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost reduction</td>
<td>Inexpensive</td>
<td>10</td>
<td>1, 3, 4, 7, 9, 11, 12, 14, 16, 18</td>
<td>36%</td>
</tr>
<tr>
<td>Patient-centric health care</td>
<td>Empowering patients</td>
<td>8</td>
<td>2, 3, 5, 12, 14, 20, 22, 24</td>
<td>29%</td>
</tr>
<tr>
<td></td>
<td>Patients making informed decisions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increased communication</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enhancing personalized medicine</td>
<td>Targeted approach</td>
<td>6</td>
<td>4-6, 24, 25, 28</td>
<td>24%</td>
</tr>
<tr>
<td>Globalization</td>
<td>Widely accessible</td>
<td>6</td>
<td>2, 6-8, 10, 20</td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td>Global sharing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Leveraging knowledge and practices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Knowledge dissemination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraud detection</td>
<td>Fraud detection</td>
<td>3</td>
<td>8, 12, 28</td>
<td>11%</td>
</tr>
<tr>
<td>Health-threat detection</td>
<td>Health-threat detection</td>
<td>1</td>
<td>7</td>
<td>4%</td>
</tr>
</tbody>
</table>

Despite the challenges that big data needs to overcome, the advanced analytics that are promised through big data offer tremendous opportunities for most stakeholders in the health care industry (patient, provider, and payer). More than 64% of the articles analyzed focused on quality improvement and more than 60% on managing population health and early detection
of diseases through big data analytics. If even some of the opportunities of big data are realized, they can radically change patient outcomes and the way decisions are made by providers, and help solve some macro-level issues related to health care within countries such as the United States (cost, quality, and access).

**Improve Quality of Care**

Big data has the potential and ability to improve the quality and efficiency of care [5,15,23,29-31]. Big data offers an ability to predict outcomes using the available primary or historical data and provide proof of benefit that could change established, industry-wide standards of care [25,28]. Leveraging technology at the patient end can also help with medication adherence [23,25]. This will most certainly play an important role in improving outcomes [2,13] and improve the health-related quality of life [20,26,32].

Quality of care will also be improved by reducing waste of information, which will reduce inefficiencies [13,26]. This will also assist in analyzing real-time resource utilization productivity [13]. Quality can also be improved by reducing the rates of readmissions, increasing operational efficiencies, and improving performance [5,12,13]. About 64% of the literature mentioned this opportunity.

**Managing Population Health**

The management of population health and the early detection of diseases were topics that the authors thought would have highly similar results after the analysis. Although there was a large overlap between the 2 themes, there was also specific variation between them. So, the researchers chose to keep them separate. The theme of managing population health focused on special populations rather than public health.

Big data analytics define populations at a finer level of granularity than has ever been previously achieved [5,14,15,33]. It can help in managing the overall health of a population as well as specific individual health [13,26,29]. Big data can enable population health management from a local or global perspective [31,34]. This capability becomes more salient from the global perspective when considering the aging of the population and age-related health issues shared by many populations and subpopulations, many of which are underserved [17,19,21,24,28,32]. About 61% of the literature mentioned this opportunity.

**Early Detection of Diseases**

Big data allows for the early detection of diseases, which aids in clinical objectives related to achieving improved treatments and higher patient outcomes [12,13,15,22,25]. It is in this area that the authors found great promise in age-related illness and disease. Along with early detection, big data analytics can also help in the prevention of a wide range of deadly illnesses and personalized disease management and monitoring [5,19,21,22,29,34]. It enables providers to track healthy behaviors and helps patients in monitoring their respective conditions [25,32,33]. This capability holds great potential when faced with either age-related diseases, or worldwide health issues such as cardiology [16,22,28,31,34]. About 61% of the literature mentioned this opportunity.

**Data Quality, Structure, and Accessibility**

Literature suggests that big data enables rapid capture of data and the conversion of primary, raw and unstructured data into meaningful information [15,17,31,34]. New knowledge can then be generated from high volumes of effective data, enabling reuse of the data [15,20,21,32,33]. Open-source technology increases accessibility to and transparency of the data [12,25,26,30,35]. Finally, data quality can be maintained using analytics to get rid of unnecessary information [27]. About 57% of the literature mentioned this opportunity.

**Improve Decision Making**

Big data enables appropriate use of evidence-based medicine and helps health care providers make more informed decisions [12,13,15,22]. This, in turn, improves the quality of care provided to the patients [16,31,36]. Remote monitoring, patient profile analytics, and genomic analytics are examples of other applications that influence the decision-making process [13,25].

Decision-making process can be highly optimized by the availability of accurate and up-to-date information, as decision making is influenced by the generation of new practices and treatment guidelines within clinical research. Allowing big data to influence decision making will allow for a faster and simpler process. This is done by either supporting or replacing human decision making. About 39% of the literature mentioned this opportunity.

**Cost Reduction**

The literature suggests that the decrease in cost of the elements of computing, such as storage and processing, leads to a decrease in the cost of data-intensive tasks [2,13]. This pass-through of savings will be seen across the spectrum of medicine [24,36] and the health care workforce [25]. Savings will be realized through more cost-effective treatments and monitoring to improve medication adherence [25,31] and through the reduction of costly transportation costs, as is experienced in cardiology [12,17,22,34]. About 36% of the literature mentioned this opportunity.

**Patient-Centric Care**

Increasing the use of technology is slowly changing the direction of the health care sector from disease-centric care toward patient-centric care [5]. Big data will play a significant role in this transformation [37]. It will allow the information to be delivered to patients directly and empower them to play an active part in their care [5,15,27]. When patients are provided with the appropriate information, it will influence their decision making and allow them to make informed decisions [13,24]. Informed decisions will also be influenced by increased communication between patients, providers, as well as their communities [5,24,32,36]. About 29% of the literature mentioned this opportunity.

**Enhancing Personalized Medicine**

With the use of big data, the objectives of personalized medicine can be translated into clinical practice [5,25,30]. Access to and processing of large volumes of data should enable a personalized patient-specific record of risks of disease [25,29,32]. Big data
applications aim to make this process more efficient [12]. About 24% of the literature mentioned this opportunity.

Globalization

Big data will actively help in disseminating the knowledge acquired from the data collected [15,22,30]. Big data plays an active role in leveraging the practices and knowledge not only regionally but globally [12,15,29]. By globalizing data, it is made more widely accessible and providers may access new information from all regions [22,23,32]. About 24% of the literature mentioned this opportunity.

Fraud Detection

One of the most significant benefits offered by big data is that it is instrumental in detecting fraud in an efficient and effective manner [13,23]. For example, the unauthorized use of specific user accounts by third parties can be minimized [21]. Only about 11% of the literature mentioned this opportunity.

Health-Threat Detection

Big data offers opportunity for improving capabilities of threat detection quickly and more accurately. This can be especially beneficial for government use [22]. Big data augments the current acquisition of protection against the increasing threats of foreign countries, criminals, terrorists, and others. Only 3.6% of the literature mentioned this opportunity.

Opportunities most often mentioned or discussed were improve quality of care (18/28, 64%), managing population health (17/28, 61%), early detection of diseases (17/28, 60.7%), data quality structure and accessibility (16/28, 57%), improve decision making (11/28, 39.3%), cost reductions (10/28, 36%), patient-centric health care (8/28, 29%), enhancing personalized medicine (6/28, 24%), and globalization (6/28, 24%). The other two opportunities each comprised less than 15% of the observations.

Discussion

Summary of Evidence

Although the integration of big data is well underway in industries such as finance and advertising, it has not yet fully assimilated into health care. Challenges and opportunities were made quite clear in the articles analyzed in this review. Three of the 4 Vs (volume, velocity, and variety) were consistently adhered to. The fourth V, veracity, was found, but rarely listed by name. Tables 1 and 2 provide insightful information that is previously unpublished. These tables identify challenges and opportunities and illustrate their frequency of mention in the literature. This information is helpful to other researchers and innovators because it provides direction and proper emphasis of research effort. The listed challenges and opportunities are ordered by their frequency found in the literature.

Limitations

A big limitation in this review is the low number of articles used in the analysis. If we were to do this over again, we would query another database to see whether additional articles were available for analysis.

Selection bias seems to exist in any study. Our control for selection bias was the initial research up front to agree on a definitive definition of the concept of big data, and our consensus meetings to discuss findings. The consensus meetings offered great value to the process because they enabled the group to hear the focus of an individual and either provide feedback to confirm the focus or agree that the unique focus was warranted for all the articles in the review.

Another bias that we discuss regularly is publication bias. Journals tend to publish results that are statistically significant, which inherently limits the publication of research that may not reach that level. Our control for publication bias was to include Google Scholar in our search. Our intent was to identify material in lesser-known journals that might not be indexed in PubMed (MEDLINE) or CINAHL.

Conclusions

Big data and the use of advanced analytics have the potential to advance the way in which providers leverage technology to make informed clinical decisions. However, the vast amounts of information generated annually within health care must be organized and compartmentalized to enable universal accessibility and transparency between health care organizations.

Our systematic literature review revealed both challenges and opportunities that big data offers to the health care industry. The literature mentioned the challenges of data structure and security in at least 50% of the articles reviewed. The literature also mentioned the opportunities of increased quality, better management of population health, early detection of disease, and data quality structure and accessibility in at least 50% of the articles reviewed. These findings identify foci for future research.
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Abstract

Background: Management of uncontrolled symptoms is an important component of quality cancer care. Clinical guidelines are available for optimal symptom management, but are not often integrated into the front lines of care. The use of clinical decision support (CDS) at the point-of-care is an innovative way to incorporate guideline-based symptom management into routine cancer care.

Objective: The objective of this study was to develop and evaluate a rule-based CDS system to enable management of multiple symptoms in lung cancer patients at the point-of-care.

Methods: This study was conducted in three phases involving a formative evaluation, a system evaluation, and a contextual evaluation of clinical use. In Phase 1, we conducted iterative usability testing of user interface prototypes with patients and health care providers (HCPs) in two thoracic oncology clinics. In Phase 2, we programmed complex algorithms derived from clinical practice guidelines into a rules engine that used Web services to communicate with the end-user application. Unit testing of algorithms was conducted using a stack-traversal tree-spanning methodology to identify all possible permutations of pathways through each algorithm, to validate accuracy. In Phase 3, we evaluated clinical use of the system among patients and HCPs in the two clinics via observations, structured interviews, and questionnaires.

Results: In Phase 1, 13 patients and 5 HCPs engaged in two rounds of formative testing, and suggested improvements leading to revisions until overall usability scores met a priori benchmarks. In Phase 2, symptom management algorithms contained between 29 and 1425 decision nodes, resulting in 19 to 3194 unique pathways per algorithm. Unit testing required 240 person-hours, and integration testing required 40 person-hours. In Phase 3, both patients and HCPs found the system usable and acceptable, and offered suggestions for improvements.
Conclusions: A rule-based CDS system for complex symptom management was systematically developed and tested. The complexity of the algorithms required extensive development and innovative testing. The Web service-based approach allowed remote access to CDS knowledge, and could enable scaling and sharing of this knowledge to accelerate availability, and reduce duplication of effort. Patients and HCPs found the system to be usable and useful.

(JMIR Med Inform 2016;4(4):e36) doi:10.2196/medinform.5728
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Introduction

Clinical decision support (CDS) derived from clinical algorithms (ie, rule-based) is essential for improving the quality and safety of health care [1]. In spite of the critical nature of this resource, much of rule-based CDS to date has been relatively simplistic, and few examples of complex decision algorithms with dozens of decision points have been implemented [2,3]. As increasingly complex clinical protocols are implemented through CDS, innovative approaches will be required to thoroughly and rigorously validate the accuracy of these CDS systems [4].

In order to fulfill the clinical expectations of CDS in the future, the next generation of rule-based CDS will need to mature to: (1) accommodate increasing clinical complexity; (2) respond to current patient status by incorporating real-time clinical information, including patient-reported data; and (3) increase efficiency by allowing for scalability and portability through reuse of decision logic by separating the end user application from the decision engine. In this project, we developed a CDS system that supported all three of these features. This system supported the complex challenge of simultaneously managing multiple symptoms (anxiety, depression, dyspnea, fatigue, and pain) in patients with lung cancer, the collection of real-time symptom data from patients, and potential reutilization of algorithm knowledge via Web services.

Symptom management in lung cancer patients is complex, and uncontrolled symptoms have been associated with increased emotional distress, decreased health-related quality of life, and even decreased survival [5-9]. The majority of lung cancer patients have high levels of disease-related symptomatology, as well as psychological distress at presentation [10-14]. Optimal management requires attention to multiple symptoms. To date, the majority of studies aiming to enhance symptom management have addressed the treatment of individual symptoms [15-19]. New approaches to manage multiple distressing symptoms are needed. National groups have called for improving symptom management and palliative care across the cancer continuum, and for supporting improved quality of care with the use of health care information technology [20-22]. In a prior project, we convened multidisciplinary panels of clinical experts to develop computable symptom management algorithms for multiple symptoms based on national clinical practice guidelines [23]. These algorithms provided recommendations for specific pharmacological and behavioral interventions—tailored to a patient’s age, comorbidities, laboratory values, current medications, and patient-reported symptom severity—to manage anxiety, depression, dyspnea, fatigue, and pain. The complex algorithms, and their integration with one another, approximated the cognitive processes of clinical experts and considered multiple factors that may aggravate and/or alleviate common cancer symptoms. Further information regarding the expert panel and processes used to develop the computable algorithms has been published previously [23].

In this paper we report on the development, testing, and contextual evaluation of the Symptom Assessment and Management Intervention for Lung cancer (SAMi-L) CDS system that was based on these algorithms, in two hospital-based clinics. In Phase 1, our objective was to develop usable and acceptable user interfaces to accurately capture the patient-reported and clinical data required to process the algorithms, and to display guideline-based recommendations in interpretable and actionable ways to health care providers (HCPs). In Phase 2, our objective was to program and test the accuracy of the algorithms and the integrated system. In Phase 3, our objective was to evaluate the use of the system by patients and HCPs in the clinical setting.

System Description

The SAMi-L system consists of three components: (1) a Web-based assessment tool for collecting patient-reported data on symptom severity, medications, and laboratory values using a touch screen notebook computer. This tool uses standardized patient-reported outcome questionnaires that have been used previously with cancer patients, and are among the most commonly used measures in such studies [24-27]; (2) a decision engine known as the System for Evidence-Based Advice through Simultaneous Transaction with an Intelligent Agent Across a Network (SEBASTIAN) [28], accessed remotely using Web services; and (3) printed reports for clinicians that summarize patient data and present patient-specific recommendations (Figure 1).

Figure 1 identifies the components of the SAMi-L system and the data flow between these components. Patients and research assistants entered data on a touch screen notebook computer in the clinic waiting area. These data were then transmitted, with a session identification number and no personal health information, through the PROquest server to the SEBASTIAN decision support engine using Web services. After processing the data, the recommendations were returned from the decision engine through Web services to the PROquest server where they were formatted into patient reports. These reports were then printed and delivered to the healthcare provider in the examination room.
The decision engine was built using a Web service-based CDS tool known as SEBASTIAN [28]. The SEBASTIAN system is one of the initial decision engines that implemented CDS using Web services [29]. This system provided the foundation for the evolving HL7 Decision Support Service standard and has been described previously [28].

SEBASTIAN receives data from remote client applications structured in a common language known as eXtensible Markup Language (XML). Using this Web service framework, decision logic can be centralized in SEBASTIAN for use by many systems at different sites, thus enabling the sharing of computable knowledge across multiple remote locations [30]. The complex symptom management algorithms were represented in the form of procedural rules, and implemented into SEBASTIAN using an object-oriented computer programming language (Java). In order to generate specific symptom management care recommendations, the symptoms, medications, and laboratory values were submitted as Web service requests from a server in Boston, Massachusetts to a cloud-based server for processing by the SEBASTIAN inference engine [31]. Submitted patient information was distinguished by a unique session identifier so that only nonidentifying patient information was transmitted to the CDS server. Complete traversal of each decision node was critical for generating correct recommendations, so we programmed the SAMI-L system to function only if all required data were available. Accordingly, each clinical rule would determine that all of the required data were present before running. If data were missing, the system would send a message stating that the available data were insufficient to run the algorithm.

SAMI-L also generated a printed report for clinicians to use during the clinical visit (Figure 2). This two-page report included a summary of patient-reported data along with patient-specific recommendations based on the symptom management algorithms. This information was presented in lists, tables, charts with color coding, and trend graphs to make it easily consumable by clinicians. The symptom management guidance was based on the severity of a patient’s symptoms. Guidance included specific suggestions for use of medications (including recommendations to initiate medications or explicit adjustments for medication doses), laboratory tests, supportive care referrals (ie, social work, palliative care, psychiatry), and use of a self-care symptom management toolkit for patients that provided behavioral self-care suggestions [32,33].

The left panel of Figure 2 provides the data from which the care recommendations were derived, including the current medications, medication allergies, alcohol use history, and the patient-reported level of distress by individual symptoms. Level of patient symptom distress was color-coded with green, yellow, and red to indicate increasing levels of distress. Explicit, patient-specific care guidance recommendations are provided with each individual symptom, as determined from the care algorithm. The right panel of Figure 2 shows a time course summary of a patient’s treatments, and a cumulative graphical summary of changes in a patient’s levels of symptom distress over time by each individual symptom. Figure 2 first appeared in Cooley et al [34].

Figure 1. SAMI-L system architecture and overview.
Methods

Phase 1

In Phase 1, we conducted iterative usability testing of user interface prototypes with patients and HCPs in two thoracic oncology clinics. The expert panels had created computable symptom management algorithms that specified validated patient-reported symptom measures and clinical data that were required to process the algorithms in a previous project [23]. To create the patient component of the system, we constructed validated self-report symptom assessment questionnaires measuring the targeted symptoms, and data entry interfaces for required medication history and clinical variables. The questionnaires were constructed using an existing Web-based data collection platform at Dana-Farber Cancer Institute (DFCI). Patient participants were >21 years of age, English speaking, diagnosed with Stage III or IV nonsmall cell lung cancer, had limited or extensive stage small cell lung cancer or new recurrence of disease, were receiving care in the outpatient setting, and were actively receiving cancer-directed treatment. These patients were recruited for 60-minute usability test sessions. We oversampled patients from Boston Medical Center (BMC), a community-based safety-net hospital, to ensure representation of patient users with lower literacy and lower familiarity with computers. A usability interviewer from the Dana-Farber/Harvard Cancer Center Health Communication Core (HCC) used a structured interview guide to observe and elicit feedback on understanding of the assessment, ease of navigation, helpfulness of the program, the amount of time required to complete the program, and overall user satisfaction.

Phase 2

In Phase 2, we programmed the five complex algorithms (anxiety, depression, dyspnea, fatigue, and pain), which were derived from clinical practice guidelines, into a rules engine data needed to process the algorithms. Patient participants completed the Acceptability E-Scale [35] and a demographic questionnaire at the end of the session. Following the appropriate protocol, two or more rounds of testing were required until acceptability scores met the predefined threshold of an average score of 4 on a 5-point scale (1=low; 5=high) for each item, or a composite score of >24 across six items.
that used Web services to communicate with the end-user application. We conducted unit testing of algorithms using a stack-traversal tree-spanning (STTS) methodology to identify all possible permutations of pathways through each algorithm, to validate accuracy. The symptom management algorithms defined by the expert panels required >30 unique data elements (Multimedia Appendix 1) and were developed to address multiple clinical issues for appropriate symptom management (Multimedia Appendix 2).

Multimedia Appendix 1 provides information about the data requirements that were needed to inform the algorithms to generate specific recommendations for symptom management, the standardized assessment instruments that were used to collect the data, and the source of the data collection. Multimedia Appendix 2 provides information about the type of recommendations that were provided for each of the five algorithms (anxiety, depression, dyspnea, fatigue, and pain) and the specific data elements that were required to generate those recommendations.

Algorithm Complexity

In order to quantify the complexity of the symptom management algorithms, we determined the number of decision nodes and unique pathways within each algorithm. For this purpose, we counted a decision node as a point within an algorithm where the logic could branch in two or more directions. In some algorithms, specific clinical parameters (ie, renal function) appeared in two or more distinct parts of the algorithm, based on when in the course of decision-making kidney function should be considered. In such cases, each instance of the renal function node would be added to the total node count for the algorithm. A pathway was defined as a unique sequence of branches through the algorithm that began at the entry point of the algorithm and ended at a specific end node from which no additional decision nodes followed.

After programming logic content into the SEBASTIAN decision engine, the number of decision nodes in the symptom management algorithms ranged from a low of 29 in the fatigue algorithm to a high of 1425 in the pain algorithm (Table 1). Traversal of these algorithms across all possible variable permutations identified a low of 19 unique pathways in the fatigue algorithm and a high of 3194 pathways in the pain algorithm (Table 1).

As an illustration of the complexity of the algorithm for pain management, the diagram in Figure 3 portrays the factors that were considered in generating recommendations for care guidance, along with the types of recommendations that are typically considered for patients experiencing significant levels of pain. Figure 3 displays a schematic representation of the pain algorithm to demonstrate the complexity of the logic considered for managing pain. The upper component of Figure 3 illustrates the multiple factors that were taken into consideration, in order to generate care guidance recommendations to manage pain. Factors include the characteristics of the pain, the current therapy for the pain, relevant medical variables, and issues related to opioid-induced constipation. The lower component of Figure 3 summarizes the types of recommendations that were produced, including recommendations for pain management, recommendations to prevent side effects from pain medications, and recommendations for palliative care referrals.

Table 1. Number of unique pathways and decision nodes in symptom management algorithms.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Decision Nodes</th>
<th>Separate Pathways</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>45</td>
<td>43</td>
</tr>
<tr>
<td>Depression</td>
<td>42</td>
<td>39</td>
</tr>
<tr>
<td>Fatigue</td>
<td>29</td>
<td>19</td>
</tr>
<tr>
<td>Pain</td>
<td>1425</td>
<td>3194</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>87</td>
<td>113</td>
</tr>
</tbody>
</table>
System Testing Approach

The complex care algorithms developed to address simultaneous symptom management required new methods to thoroughly and rigorously validate the accuracy of the CDS recommendations. Accordingly, a systematic approach was developed to ensure that all of the possible permutations arising from hundreds of branching pathways had been assessed. First, in order to identify errors during unit testing, the study team selected hundreds of representative instances of automatically generated test cases with predetermined recommendations. Next, the test cases were submitted to SEBASTIAN and mismatches between the newly-generated recommendations and the expected recommendations were identified. The advantage of this approach was that future changes in algorithms could be tested by running the same test cases. Results of hundreds of test cases were also manually compared to the algorithm flowcharts (approved by an expert clinician) to ensure that there were no logic errors in the algorithms.

Second, in order to identify errors during integration testing, the study team developed a set of 10 test cases. These test cases were sent to the CDS Web service from the study sites, using the data collected via SAMI-L. The recommendations generated from SEBASTIAN were reviewed by a clinical expert to ensure their accuracy. In addition, the display of patient data, and the resulting recommendations that were part of the HCP report, were verified to ensure accuracy.

Finally, we created a systematic and reusable testing approach to validate the accuracy of complex care protocols using an STTS algorithm. For each algorithm, using an XML text editor, we created an XML data input file with data parameters targeting boundary conditions for each decision node. All possible permutations for traversing all of the pathways through each protocol were created using an XML-based STTS algorithm written in Java. The data elements defining each permutation were sequentially submitted as Web service requests to the decision engine. Each resultant set of recommendations was paired with the data set used to generate the response, and Altova MapForce [38] auto-generated Java code was used to map the input and output parameters to a queryable relational database. Initially, research staff rigorously queried the database to confirm that the correct recommendations had been generated from each paired variable-input-recommendation-output data set. Based on these systematic queries, inconsistencies in the logic were identified. The development team then corrected the logical inconsistencies by modifying the flow diagram and associated algorithms to correct the erroneous logic. The testing cycle was then repeated to ensure accuracy of the decision logic. In final testing, we automated the validation of the data-recommendation pairs using a unit testing approach with a set of manually validated test cases serving as the standard (ie, if new rule input-output parameters did not correspond with input-output parameters from a validated database, then new rule logic errors would be addressed). Care recommendations

Figure 3. Pain algorithm data components and recommendations.
provided guidance that could directly impact patient care, so we required 100% accuracy of the generated recommendations (in terms of agreement with the stipulated algorithm) before the CDS for management of each symptom was moved to production. A clinical expert (JLA) reviewed all recommendations generated by the algorithms to ensure accuracy.

As an illustration of the STSS algorithm approach, a subsection of the pain management algorithm is shown in Figure 4. The diagram in Figure 4 illustrates three levels of decision nodes from the pain algorithm. The first level addresses patient-reported pain severity, which is categorized into three groups. The second level represents a patient’s opioid use within the past 24 hours, which is categorized into six groups. The third level depicts a patient’s creatinine clearance, which is categorized into two groups.

The STTS algorithm would follow every pathway to an end node while keeping a record of branches that had not yet been traversed (ie, the stack). After processing an end node (ie, a unique clinical decision pathway), the algorithm would then revisit the last node it had placed on the stack (ie, pop it off the stack) and then attempt to use this popped node’s connections to find a new unique end node that had not yet been processed. Through this systematic traversal of the clinical algorithm, every possible pathway was identified and sample patient variables were set to specific values to ensure that each path would be traversed with every testing cycle. Since the correct recommendations that should result from every pathway were defined, and since every input data set could be paired with the anticipated output recommendations, comparison of the actual output recommendations with the expected recommendations led to the identification of errors in the algorithm logic. In the pain algorithm case, if the input variables were set with a pain score of 8 (node A3 in Figure 4), with an opioid use history of slow release opioids only (node B4), and with a normal kidney function (node C1), the algorithm should generate a recommendation to add immediate release opioids to the patient’s pain control regimen.

Figure 4. Sample of stack-traversal tree-spanning algorithm approach.

Results

Phase 1

13 patients participated in two rounds of testing: four were from DFCI and nine were from BMC. The sample was 62% (8/13) female, 82% (9/11; 2 missing) had less than a high school education, 54% (7/13) reported minority race, 46% (6/13) reported that they never or rarely used computers, and median age was 57 years. The usability testing scores for all patients in both rounds exceeded minimal acceptability scores. The mean scores for all items of the Acceptability E-Scale were >4 and composite acceptability scores averaged 27.5 for round 1 and 26.9 for round 2, which exceeded the predefined threshold of 24. Based on patient comments, design features were tailored to accommodate computer use in older adults who were acutely ill, assist low literacy adults with no previous use of computers, ensure understanding of the time anchors, and enable accurate data collection regarding self-report of symptoms and medication use.

Five HCPs participated in two rounds of usability sessions: four were from DFCI and one was from BMC. The sample was 80% (4/5) male, 60% (3/5) white, and median age was 49 years. The average usability testing subscale scores for participants ranged from 3.3 to 3.9 in round 1 and 3.6 to 3.9 in round 2. Based on HCP comments, design features were tailored to ensure that summary reports were easy to read in a busy clinical setting, confirm that no extra work was required to access the forms, ensure that decision support was timely so that it could be used during the clinical visit, and guarantee that all of the symptoms that were assessed using the algorithms were displayed and easily seen by the HCPs.

Phase 2 - Testing Results

Unit testing required an estimated 240 person-hours over nine months, including time between rounds for corrections. The
simplest algorithm (fatigue) required the least testing: four rounds over eight weeks. The most complex algorithm (pain) included the adjustment and conversion of opioid doses, recommendations of specific doses of medications for neuropathic and somatic pain, and addition of bowel regimens. The pain algorithm required five rounds of testing over six months. The results of unit testing identified both runtime and logical programming errors prior to clinical application. Examples of logical errors discovered during unit testing included morphine equivalent dosing irregularities and flow chart/algorithm wording that necessitated clarification for correct representation in programming logic. A small number of problems related to incomplete reasoning or inconsistent recommendations of the original algorithms were also identified, such as the potentially confusing simultaneous recommendations to increase a medication for depression but maintain the medication for anxiety. Clinical experts defined solutions in these cases. After each revision to an algorithm and programmed rule, each algorithm was tested again to ensure adequacy of the revision until no further errors were identified.

Integration testing was conducted in twelve rounds over eight weeks, using 10 test cases, and required an estimated 40 person-hours. Most identified errors were due to incorrect submission of data from the clinical site, such as an unevaluable date format. Integration testing also identified errors in display of data on the clinician report, and was used to define final requirements for the report. Each error was addressed and tested in the subsequent round until no further errors were identified. At the end of the testing, the rules were 100% accurate once all errors were corrected.

Using the STTS method described above, we generated all possible combinations of data parameters and variable values to enable validation of the five complex symptom management algorithms. Two illustrative sets of paired data input parameters, and their corresponding recommendation outputs, are shown in Table 2.

**Phase 3**

43 patients (100% of those invited) participated in the evaluation: 42 were from DFCI and one was from BMC. The sample was 58% (25/43) female, and 95% (40/43; 1 missing) white, had a median age of 60, with 70% (30/43) reporting some college education, and 72% (31/43) reporting using computers often or very often. Participants completed the symptom self-report in an average of seven minutes, with the most common technical problem being timing out from the waiting room wireless connection, while medication review took less than two minutes on average. Average acceptability item scores for SAMI-L ranged from 4.21 to 4.98 (on a 1-5 scale). The average total score for the acceptability scale was 28 (of 30), exceeding the predefined threshold of 24 for acceptability. Most patients (58%, 25/43) would prefer assessments at every clinic visit, versus a greater or lesser frequency (16%, 7/43) or no preference (26%, 11/43). The majority of participants (72%, 31/43) preferred completing assessments during clinic visits, versus at home (12%, 5/43) or no preference (16%, 7/43), because it gave them something to do while waiting and was a more reliable way to ensure completion of the report. Facilitators for use included: improved communication with providers, having time to reflect on symptoms before the visit, helping pinpoint problems, and ease of use. The main barrier to use was unclear or limited options on SAMI-L questionnaires. Patients suggested having open-ended questions to identify additional issues of concern.

13 of 14 (93%) HCP participants randomized to the intervention arm participated in the evaluation: 11 HCPs were observed in 42 instances of receiving a SAMI-L report, and 13 HCPs completed structured interviews and usability questionnaires. HCP participants included seven physicians and six nurse practitioners. The sample was 54% (7/13) male, with median age of 40, and had a median of 12 years of experience in oncology. In 79% (33/42) of observations, HCPs received the report on average 21 minutes before the visit and took <1 minute to review the report. Usability scores for the report ranged from an average of 3.2 for usefulness to 4.5 for organization (on a 1-5 scale). Two-thirds of HCPs (9/13) reported using the algorithm-derived recommendations for pain most often, and those for dyspnea the least. Management of dyspnea was perceived as complex, and algorithm suggestions were seen as being too generic. Another barrier identified was lack of integration of the report into the flow of care. Facilitators of use were the reports’ colorful scales and line graphs used for tracking symptoms. Calculations for opioid dosing, identification of patient distress, and suggestions for managing fatigue and opioid-induced constipation were perceived as helpful.
Table 2. Pairing of input data parameters with resultant recommendations

<table>
<thead>
<tr>
<th>Input Data Parameters</th>
<th>Resultant Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Pain self-report=6 (moderate)</td>
<td>• Give morphine sulfate Immediate Release 7.5-15 mg by mouth every 4 hours as needed</td>
</tr>
<tr>
<td>• Intermittent pain</td>
<td>• OR oxycodone 5-10 mg by mouth every 4 hours as needed</td>
</tr>
<tr>
<td>• Pain is achy, sharp, or in one spot</td>
<td>• OR hydromorphone 2-4 mg by mouth every 4 hours as needed</td>
</tr>
<tr>
<td>• No current opioid medications</td>
<td>• Give acetaminophen 1000 mg by mouth three times a day for somatic pain NOT to exceed 3000 mg per day</td>
</tr>
<tr>
<td>• Serum creatinine=0.9</td>
<td>• OR ibuprofen 400 mg by mouth three times a day for somatic pain with omeprazole or pantoprazole 20 mg by mouth daily for GI protection</td>
</tr>
<tr>
<td>• Sex=male</td>
<td>• Suggest giving senna 1-2 tablets twice a day, up to a maximum of 4 tablets twice a day, AND docusate sodium 1 tablet twice a day, for prevention or treatment of opioid-induced constipation</td>
</tr>
<tr>
<td>• Age=67</td>
<td>• For symptom relief, give oxycodone at 30 mg by mouth. If pain &gt;7 after 1 hour, suggest a palliative care consult. If pain is &lt;6 after 1 hour, suggest you use one of the following combinations of sustained release and rescue dose opioids. Adjust to available formulations.</td>
</tr>
<tr>
<td>• Weight=84 kg</td>
<td>• If oxycodone sustained release preferred:</td>
</tr>
<tr>
<td>• Platelets=183,000/mL.</td>
<td>○ Give oxycodone sustained release 120 mg by mouth twice a day, OR 80 mg by mouth three times a day</td>
</tr>
<tr>
<td>• No history of gastrointestinal bleed</td>
<td>○ Give oxycodone immediate release 30 mg by mouth every 4 hours as needed</td>
</tr>
<tr>
<td>• Pain self-report=8 (severe)</td>
<td>• If transdermal fentanyl patch preferred:</td>
</tr>
<tr>
<td>• Constant pain</td>
<td>○ Give transdermal patch 175 mcg/hr</td>
</tr>
<tr>
<td>• Pain is burning or shooting</td>
<td>○ Give oxycodone immediate release 30 mg by mouth every 4 hours as needed OR hydromorphone immediate release 15 mg by mouth every 4 hours as needed</td>
</tr>
<tr>
<td>• Current opioid dose prescribed: oxycodone immediate release 15 mg by mouth, every 4 hours as needed, and oxycodone extended release 60 mg, by mouth twice a day, with actual past 24-hour oxycodone use equal to the maximum dose of 90 mg immediate release and 120 mg extended release</td>
<td>• Suggest giving gabapentin 100 mg by mouth twice a day from days 1-7, then 200 mg by mouth twice a day from days 8-28, for neuropathic pain</td>
</tr>
<tr>
<td>• Serum creatinine=2.3</td>
<td>• If ineffective after 28 days: discontinue gabapentin and give pregabalin 50 mg by mouth twice a day from days 1-7, increasing to 75-100 mg by mouth twice a day from days 8-28.</td>
</tr>
<tr>
<td>• Sex=female</td>
<td>• If pregabalin ineffective after 28 days, call palliative care consult</td>
</tr>
<tr>
<td>• Age=53</td>
<td>• Suggest titrating current 2.0 sennosides tablets by mouth twice a day, up to a maximum 4 tablets by mouth twice a day, to reach goal bowel function of either 1 bowel movement per day or 1 bowel movement every other day</td>
</tr>
<tr>
<td>• Weight=61 kg</td>
<td>• AND give milk of magnesia 30mL once daily OR dulcolax 10 mg by mouth or by rectum once daily OR miralax 17 g once daily</td>
</tr>
<tr>
<td>• Patient-Reported Outcomes version of the Common Terminology Criteria for Adverse Events bowel score=0 (no constipation)</td>
<td>• Suggest titrating current 2.0 sennosides tablets by mouth twice a day, up to a maximum 4 tablets by mouth twice a day, to reach goal bowel function of either 1 bowel movement per day or 1 bowel movement every other day</td>
</tr>
<tr>
<td>• Taking sennosides, United States Pharmacopeia 17 mg, 2 tablets, twice a day</td>
<td></td>
</tr>
</tbody>
</table>
by explicit care algorithms) and that other approaches exist for CDS that manage even greater levels of complexity. Perhaps the most complex CDS tool described to date is the Watson technology developed by IBM [43]. In contrast to the defined rules of SAMI-L, Watson uses sophisticated natural language processing, and powerful information mining and retrieval capabilities to provide clinical guidance [44]. Watson-enabled CDS may reflect one future direction for CDS; however, we maintain that there is still a role for CDS systems that facilitate adherence to defined evidence-based best practices, as shown with SAMI-L. Rule-based CDS can be built with currently available technology in areas for which guidelines are available. As long as boundaries are clearly defined (eg, normal renal function in SAMI-L), rule-based CDS can be robust and promote guideline adherence.

In addition to the high-powered information mining and retrieval CDS approach enabled by Watson, another approach to enable complex CDS includes supervised learning models. While these approaches are able to support complex decisions, they require large sets of labeled data for algorithm training, often lack generalizability, are difficult to ensure replicability, and are not always able to provide the rationale for CDS recommendations.

Within the domain of CDS for symptom management, SAMI-L advances the field by supporting simultaneous management of multiple distressing symptoms in patients with lung cancer, in contrast to most previously reported systems that focus on a single symptom or problem [15,16]. The SAMI-L system also incorporates a measurement-based approach using patient-reported symptom severity, age, comorbidities, laboratory values, and adherence to medications to instantiate symptom management algorithms that generate guidance for a report delivered to clinicians in real-time. To our knowledge, this system is the first to provide CDS for management of multiple symptoms in oncology.

Another important facet of the SAMI-L system is that it produced immediate CDS for cancer symptom management based on complex logic utilizing patient data entered in real-time. The real-time collection of current symptom status from patients enabled SAMI-L to be responsive to the immediate needs of patients. The CDS tool was able to provide explicit advice for medication initiation or adjustment, as well as other interventions at the point-of-care. Enabling CDS to be responsive to current patient needs will become increasingly important as more data are collected in real-time through advances in patient-centric technologies.

From a technology standpoint, we validated the Web service approach for disassociating the collection of data and use of recommendations (in Massachusetts) from the decision engine (initially hosted on local servers in North Carolina and later moved to a cloud-based service). This project demonstrates that the client application can be separated from the decision engine over significant distances without compromising performance. The consistent function of SAMI-L demonstrates that Web service performance readily supports real-time, production-level-use CDS applications that deliver recommendations into workflow at the point-of-care. The Web service model would also accommodate potential reuse of the decision logic and scaling of the number of clients. As Dixon et al [45] note, provision of CDS by Web service opens the door to support for clinicians in settings with limited resources. Similar to the Dixon et al study, the SAMI-L decision engine could receive data from, and return decision support to, nonaffiliated health systems using secure protocols. Steurbaut et al [46] cite reduction of work overload as an additional advantage of a Web service approach.

This paper also demonstrates the magnitude of the testing required when implementing CDS using complex algorithms with over a hundred decision nodes and hundreds of possible values for the algorithm variables. The net result was more than a million possible unique data-parameter sets for traversing the most complex algorithm. The increased complexity of the logic supported by the SAMI-L CDS system necessitated new approaches to CDS testing. By using the STTS approach, we validated five complex CDS protocols for symptom management in cancer patients. In order to verify the accuracy of each algorithm, we automated the creation of hundreds of test data sets that enabled the assessment of boundary conditions, as well as the changing of multiple variables simultaneously. Thus, the STTS approach enabled boundary testing that would have otherwise been nearly impossible to achieve through a manual process, due to the protocol complexity. Moreover, this approach accommodated iterative testing of each protocol as it was refined by clinical experts, and allowed the testing process to be independent of the decision engine and the care protocol. In terms of generalizability, the testing framework used to validate SAMI-L can serve as a general model for testing CDS systems driven by complex algorithms in any clinical domain. In addition to the STTS approach, we manually constructed 10 sample cases derived from patients that reflected diverse symptomology, in order to test the entire system using all algorithms. We used this set of 10 test-cases to reassess system performance when modifications were made to the decision logic, since the change in the output reflects only the logic change, leaving all other recommendations constant.

One unanticipated issue was that hundreds of hours were needed to validate the algorithms before clinical implementation. In addition, a more iterative and user-centered design process between clinicians, research staff, and computer developers would have been ideal throughout the algorithm development cycle [47]. The expert panels produced algorithm flowcharts at the end of their work, and then programming of the decision rules began. When questions arose during programming, the expert panels were no longer meeting, and we had ad hoc access to only two clinical experts (palliative care and psychiatry), which created a slow and limited ability to address issues that arose during programming.

In terms of future directions for this work, SAMI-L should be tested in multiple clinics and used for symptom management for other types of cancer, especially in settings that have limited access to palliative care services [22]. In addition, the portability and shareability of the CDS logic via Web services should be demonstrated by allowing other CDS systems to use components of the SAMI-L knowledge base with new client applications.
Limitations

One limitation of the current study is that we used paper copies of reports rather than integrating the system into the electronic health record (EHR) system. This approach was necessary, given the feasibility nature of the study, the need to establish efficacy of the technology, and the high cost of integrating the system within the EHR. It was important not to disrupt usual workflow, so our research staff worked collaboratively with the clinical staff to make sure the reports were readily accessible to HCPs prior to the clinic visits. Future studies that test the efficacy of this approach should explore mechanisms to integrate the technology into the EHR, ensuring that this approach has the potential to be broadly applied if efficacious.

Conclusions

Complex algorithms can be invoked through rule-based CDS systems to promote evidence-based care in real-time at the point of patient contact using current, patient-supplied information to generate explicit, detailed, and patient-specific care guidance. This information collected in real-time from patients can be used to inform the symptom management process and serve to prioritize management interventions.

The increasing complexity of rule-based CDS systems requires new approaches to conduct thorough testing and validation of CDS systems, such as the STTS algorithm utilized in this project. Web services using a cloud-based decision engine can support clinical use of a CDS tool, in which the client application is independent and separate from the CDS engine.
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Abstract

Background: There are 4 main types of chronic or noncommunicable diseases. Of these, diabetes is one of the major therapeutic concerns globally. Moreover, Iran is among the countries with the highest incidence of diabetic patients. Furthermore, library-based studies by researchers have shown that thus far no study has been carried out to evaluate the relationship between Web-based diabetic personal health records (DPHR) and self-care indicators in Iran.

Objective: The objective of this study is to examine the effect of Web-based DPHR on self-care status of diabetic patients in an intervention group as compared with a control group.

Methods: The effect of DPHR on self-care was assessed by using a randomized controlled trial (RCT) protocol for a 2-arm parallel group with a 1:1 allocation ratio. During a 4-month trial period, the control group benefited from the routine care; the intervention group additionally had access to the Web-based DPHR app besides routine care. During the trial, 2 time points at baseline and postintervention were used to evaluate the impact of the DPHR app. A sample size of 72 people was randomly and equally assigned to both the control and intervention groups. The primary outcome measure was the self-care status of the participants.

Results: Test results showed that the self-care status in the intervention group in comparison with the control group had a significant difference. In addition, the dimensions of self-care, including normal values, changes trend, the last measured value, and the last time measured values had a significant difference while other dimensions had no significant difference. Furthermore, we found no correlation between Web-based DPHR system and covariates, including scores of weight, glycated hemoglobin (HbA1c), serum creatinine, high-density lipoprotein (HDL), low-density lipoprotein (LDL), total cholesterol, and planned visit adherence, as well as the change trend of mean for blood glucose and blood pressure.

Conclusions: We found that as a result of the Web-based DPHR app, the self-care scores in the intervention group were significantly higher than those of the control group. In total, we found no correlation between the Web-based DPHR app and
covariates, including planned visit adherence, HbA1c, serum creatinine, HDL, LDL, total cholesterol, weight, and the change trend of mean for blood glucose and blood pressure.
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Introduction

There are 4 main types of chronic or noncommunicable diseases (NCDs) [1]. Of these, diabetes is one of the major therapeutic concerns globally [2-5]. According to the World Health Organization (WHO) [6], diabetes is a chronic disease that occurs when the pancreas does not produce enough insulin or when the body cannot effectively use the insulin. Type 2 diabetes (formerly called noninsulin-dependent or adult-onset diabetes) is caused by ineffective use of insulin in the body.

In terms of improving the management of diabetes, efforts made to enhance the self-care status of diabetic patients are of utmost importance [7-9]. The management of chronic diseases such as diabetes mellitus (DM), in comparison with other chronic conditions, is heavily dependent on the individuals and regular assessment by the health care providers [10]. According to a report, approximately 90% of diabetics suffer from type 2 diabetes [11]. One of the most important concerns in the public health system is the medical care average cost of type 2 DM, which is almost 3 times more than others [12]. Therefore, improving self-care skills among individuals with chronic diseases will resolve many challenges to health systems.

Self-care behaviors refer to decisions a person can make and activities he or she can do to deal with a health issue or improve his or her health status. Self-care behaviors that people need to learn or improve in order to deal with type 2 diabetes effectively are self-monitoring of blood sugar, healthy diet, regular exercise, and adherence to medical treatment [13]. There are widely different models of self-care behaviors with the common feature in which the patient acts as the heart of health management. From the perspective of health promotion, health is taken into account as a source of daily life and self-care status is considered as empowerment. Thus, through the acquisition of self-care skills, people are able to actively get involved in decisions affecting their health [14].

It is recognized that the incidence of diabetes has been steadily rising for the past few decades around the world, especially with the highest rate growing more rapidly in middle- and low-income countries. According to the public call by WHO to cope with diabetes in all countries of the world together with its recognition as an alarm, especially in the developing countries, the management of such a disease by Iran’s Ministry of Health is taken into account as one of the research priorities [15,16]. Moreover, Iran is among the countries with the highest incidence of diabetic patients [17].

The reports presented by the International Diabetes Federation (IDF) classification cover the 20 countries and territories of the IDF MENA (Middle East and North Africa) region including Iran. There are over 37 million diabetics in these regions among the 387 million subjects suffering from this disease throughout the world and it is expected to reach 68 million by 2035. The number of such patients was 4.5 million in Iran in 2014, and in the same year, the incidence rate of the disease was 8.6% and 9% [18] in Iran and the world, respectively.

The therapeutic care of diabetic patients is still suboptimal despite international efforts often due to the lack of patient interactions with health care providers that are toward Web-based interventions [19]. Web-based personal health records (PHRs) are e-tools that allow patients to access health information via the Internet and take a more active role in their own health [20-22]. Patient-centric nature of PHRs make them ideal for patients to switch paternalistic model of medical care to a patient-centered model in which the patient is motivated to be an active and informed member of the health care team [23].

A review of the related literature on PHR revealed that such research studies have been different in terms of the following aspects:

- The first difference was associated with PHR format (paper or electronic). The review of literature indicated that the majority of research studies across the world have been conducted on electronic PHR. One significant reason could be that in such cases, requirements and prerequisites of electronic PHR studies are available, for example, an Electronic Health Record (EHR) or Electronic Medical Record (EMR) system is installed and PHR information is linked to that system.
- The second difference was associated with the subjects covered by PHR research studies. In other words, PHR has been conducted in multiple health issues, predominantly related to chronic diseases, including diabetes, cancer, and preventive care.
- The third difference concerned the sample size of PHR research studies. Some studies have been carried out on a small sample size [24,25] and others on a very large one [26]. In this respect, researchers found that paper-based PHR studies encompassed a small sample size and electronic PHR studies had been conducted by employing a large sample size.
- Last but not least, the fourth difference was linked with the study design of PHR research studies. The majority of studies in the field of PHR have been conducted in a retrospective manner. Additionally, there are numerous studies, merely library-based, discussing the definitions proposed for PHR. However, there are several studies...
evaluating PHR through quasi-experimental and randomized controlled trial (RCT).

There are numerous studies across the world, investigating the relationship between paper-based or electronic PHR and indicators such as self-care, self-efficacy, and quality of life as primary outcome measures. Moreover, in these studies, clinical indicators, including lipid profile, blood glucose, blood pressure, weight, and glycated hemoglobin (HbA1c) have been evaluated as secondary outcome measures [11,27-32]. Although there are many studies on the impact of PHR interventions on self-care index and clinical outcomes related to diabetic patients in the world, yet they are limited in developing countries. In addition, a similar study in Iran was conducted on the relationship between the use of paper-based diabetes follow-up card and self-management among diabetic patients [33]. Furthermore, library-based studies by researchers have shown that thus far no study has been carried out to appraise the relationship between Web-based DPHR and self-care indicators in Iran. According to previous studies, further research is needed to investigate the impact of electronic media on patient self-care behaviors [34,35]. The final DPHR model was systematically developed in our former study [36] and the purpose of this study is to evaluate the effect of the Web-based DPHR app on self-care status and clinical outcome measures. In this study, we hypothesized that the participants assigned to receive the Web-based DPHR app will manage better self-care compared with those who received usual care.

Methods

Study Overview

In the first phase, the initial version of the DPHR model was designed through systematic review and then validated and confirmed by the contribution of local endocrinologists. The details associated with the gray literature and databases, the quality appraisal of evidences, and the validation technique employed for DPHR through the Delphi method were mentioned in a review conducted by the authors of this study [36]. In addition, the details of the research method related to the second phase of this study are explained as follows:

Diabetic Personal Health Records App Development

Web-based DPHR app was coded through PHP programming language. Its server operating system was Linux and its database was MySQL. The app was developed by 2 professionals in this domain. In order to complete the DPHR development, 20 sessions were held for almost 200 hours. Two-type designed DPHR interface supported both the patients and the senior investigator (as a system administrator). SMS text messaging (short message service, SMS) and phone call were considered as reminders to check the DPHR system.

Web-based DPHR is a system by which type 2 diabetic patients can manage their health information associated with diabetes. The information in the app is obtained based on the systematic review of the valid references, including articles, reports, standards, and guidelines of international institutes. In sum, monitoring data, history of progress, appointment schedule, acquaintance with the disease; entering the health history, blood sugar levels, lab tests, blood pressure, weight, height and body mass index (BMI); and knowing the past and future time of medical advices and visits to improve self-awareness and self-care should be implemented easily through this app.

Usability Evaluation

Prior to the implementation of the app in a real context, the app interface was refined and optimized throughout the trial using heuristic usability evaluation techniques [37] by medical informaticians, endocrinologists, as well as using think-aloud technique by the participants. Moreover, a 3-part questionnaire was employed to elicit the views of the patients about the app. The components of the above-mentioned questionnaire were the general characteristics of the patients (including 10 data items), the user’s tasks (including 10 tasks), and the evaluation questions of the app (including 8 questions).

Functions of Diabetic Personal Health Records App

The functions of Web-based DPHR app are as follows:

- Identifying and maintaining a patient’s record: Through this function, users would be able to record and view the personal information, the urgent contact information, the diabetes information, comorbidities, the risk factors, and the allergy and vaccination information.
- Managing body mass index: Through this function, users would be able to record their weight and height, and subsequently body mass index is automatically calculated by the system.
- Managing lab tests: This function enables users to record their lab tests.
- Managing patient history: This function enables users to view all the information recorded and edit them if necessary.
- Managing patient visits: By employing this function, users would be able to view previous and future visits.
- Managing the physician’s advices: Through this function, users would be able to view the physician’s advices.
- Health dashboard: This section is one of the most important parts of the system by which the users could view the latest information in the form of graphs and view their status through the existing colors. For example, green represents normal status.

The research group and the app provider controlled development, updates, and maintenance of the DPHR system. The patients had additional interventions such as more visits and experimental tests, apart from prescribed therapeutic procedures of a physician to assess variations in the status of the health information.

Study Design

The effects of DPHR on self-care status were assessed by using a RCT protocol for a 2-arm parallel group with a 1:1 allocation ratio. During a 4-month period, the control group benefited from the usual care; the intervention group additionally had access to the Web-based DPHR app besides routine care. Also, 2 time points at baseline and postintervention were used to evaluate the impact of the DPHR app.

The members who participated in the trial and gave informed consent based on some parameters including sex (male, female),...
employment status (employed and unemployed), and age ranges (≤30, 30-50, and ≥50 years), were randomly allocated in the 2 groups regarding covariate-adaptive randomization through SPSS version 21.0 (IBM Corp), by a person with no direct role in the research. A senior investigator and data analyst were blinded during the trial, unlike participants and practitioners who could not be blinded to DPHR since it was an obvious artifact. In addition, the individuals in both groups were not allowed to exchange DPHR information to avoid contamination of the trial.

**Participants**

The statistical population of this 4-month trial in 2015 included patients suffering from type 2 DM in one of the endocrinology practice offices in Mashhad city, where there are over 120,000 patients with diabetes [38] considering inclusion and exclusion criteria. In the given office, there was a medical record for each patient in which all patient referrals were documented in its related record. In this study, we used the data from the records, including the number of patients based on their disease types, and extracted the demographic profile to do the introductory studies.

Only participants with signed informed consent were included in the study and were randomly divided into 2 groups: intervention and control. It should be noted that they manually received a package including a copy of the consent form, welcome letter, take-home manual, and stepwise instructions of the app usage. Their communication modes, in order to pose questions and concerns with the trial assistant, were either phone or SMS text messaging. The trained assistant required information concerning the intervention process, the Web-based DPHR app and the possible questions and answers.

The study’s inclusion criteria included: the age range of 20-70 years, resident of Mashhad, at least one-year history of having type 2 diabetes, knowledge of computers and access to the Internet, high school diploma or above, as well as completing an informed consent. The exclusion criteria included lack of cooperation or inability to perform the study for any reason such as sickness, pregnancy, immigration, and so on.

**Sample Size**

There was no previous research about self-care among the Iranian population to estimate the sample size, except a survey showing an association between self-care activities and the quality of life [39]. Thus, in this work the sample size of 60, corresponding to the formula, was estimated based on the same one in Iran [40]. Finally, 72 patients in the 2 groups, of whom 36 cases were from the intervention group receiving the DPHR app and 36 from the control group with the routine cares, were enrolled according to the confidence interval of 95%, the power of 80%, and the dropout rate of 20%.

**Outcome Measures of Study**

In this study there was one primary outcome and several secondary outcomes. To evaluate the self-care status as the primary outcome measure, a researcher-made questionnaire composed of 7 sections with independent items was developed. This questionnaire was adapted from the existing valid literature in the field of self-care [41-44]. Self-care is one of the measures related to knowledge used by patients and in fact, the reason for selection of this criterion [45]. The dimensions of the self-care questionnaire are as follows: general information (25 questions), information of normal values (10 questions), information of change trend (10 questions), information of physician advices (2 questions), visit information (3 questions), information of the latest measurement values (9 questions), information of date and time of the latest measurement values (9 questions), and information of training tips (13 questions). In addition, some secondary outcomes were observed in this study. Any potential relation compared with cause and effect was investigated between the use of the app and the diabetes follow-up clinical indicators as secondary outcome measures. Such indicators were: fasting blood sugar (FBS), 2-hour postprandial blood sugar, weight, blood pressure, lipid profile (total cholesterol, triglyceride, HDL, and LDL), HbA1c, and serum creatinine. Furthermore, another secondary outcome measure was the adherence of patient to planned visit. The outcome measures of this study is presented in Table 1.
Table 1. Outcome measures of study.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Measurement time points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td><strong>Primary</strong></td>
<td></td>
</tr>
<tr>
<td>Self-care status</td>
<td>X</td>
</tr>
<tr>
<td><strong>Secondary</strong></td>
<td></td>
</tr>
<tr>
<td>Blood sugar:</td>
<td>X</td>
</tr>
<tr>
<td>FBS</td>
<td></td>
</tr>
<tr>
<td>2-hour postprandial</td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
</tr>
<tr>
<td>Blood pressure:</td>
<td>X</td>
</tr>
<tr>
<td>Systolic</td>
<td></td>
</tr>
<tr>
<td>Diastolic</td>
<td></td>
</tr>
<tr>
<td>Lipid profile:</td>
<td></td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>X</td>
</tr>
<tr>
<td>Triglyceride</td>
<td></td>
</tr>
<tr>
<td>HDL</td>
<td></td>
</tr>
<tr>
<td>LDL</td>
<td></td>
</tr>
<tr>
<td>HbA1c</td>
<td>X</td>
</tr>
<tr>
<td>Serum creatinine</td>
<td>X</td>
</tr>
<tr>
<td>Adherence to planned visit</td>
<td></td>
</tr>
</tbody>
</table>

**Data Collection**

We began the study by acquiring the following baseline information: gender, age, marital status, occupation, education level, family history of DM, types of drug used, history of high blood pressure, access to home monitoring tools (glucometer, sphygmomanometer, scale), computer literacy, access to the Internet, working time with a computer, length of disease, FBS, 2-hour postprandial blood sugar, blood pressure, weight, lipid profile (total cholesterol, triglyceride, HDL, and LDL), serum creatinine, and HbA1c along with the information required to check the inclusion eligibility.

The trial assistant informed the patients elected by the inclusion criteria about the details of the study and then obtained informed written consent, as well as the tool required including the questionnaire that was completely anonymous to respect the ethical considerations. Each form had a unique code to manage further references. They were free to contact for sharing the questions and concerns by available communication means during the entire project. The assistant provided a username and password to access the DPHR app, and data were recorded securely only by authorized members of the trial team.

The face and content validity of the self-care questionnaire was assessed by the experts’ opinions (including 2 endocrinologists, 1 medical informatician, and 1 methodologist) and valid literature. Also, the questionnaires were completed through structured interviews by a trial assistant blinded in the study, and the participants completed the self-care questionnaire on paper in person at the diabetes clinic during the follow-up phase. The final score of the self-care index was obtained from the total correct responses for each item in the 7-part questionnaire.

Each correct response was assigned a score of 1 and the wrong answers, a 0. The scores of each dimension of the questionnaire were obtained from the sum of correct answers to the items of that dimension.

Data related to HbA1c, lipid profile, and weight in pre- and post-intervention were gathered in both control and interventions groups, but weekly blood sugar and blood pressure measurements were done only in the intervention group where the patients were responsible for doing them on their own, including weight measures. Other tests such as HbA1c, lipid profile and serum creatinine were performed in a laboratory based on objective- and laboratory-based measures. Moreover, the reminder means to view the app or complete their self-care actions were through weekly SMS text messaging or phone call. Figure 1 depicts the flow diagram of the study procedures.

**Data Analysis**

The statistical significance of the 2-tailed analyses in this study was performed with a significance interval of 95% and alpha level was set at \( P<0.05 \). The data were analyzed through descriptive analysis (frequency, percent, and mean) and inferential analysis (normality test, paired and unpaired t-test, chi-square test, Fisher’s exact test, Mann-Whitney U test, and 1-way ANOVA), using SPSS version 21.0. The descriptive statistics analyzed distribution of variables, website usage statistics, and app visits. In case of analyzing the variables under review, initially the value of outcome measure (eg, self-care) was analyzed independently in both groups according to data of baseline and postintervention phases using the paired t-test analysis and then the scores of both groups were analyzed using the independent t-test analysis.

http://medinform.jmir.org/2016/4/e32/
**Ethical Considerations**

This study, registered on Iranian Registry of Clinical Trials (IRCT), received approval from the Research Review Committee and the Regional Ethics Committee (approval # 921835). Moreover, the details of research protocol have been published [46].

**Results**

**App Usage**

Statistics on DPHR app usage were obtained through webserver log analysis. The final analysis comprised 27 out of 36 participants in the control group and 26 out of 36 in the intervention group. Hence, the rates of patient response to the self-care questionnaire were 75% and 72% in the control and intervention groups, respectively.

According to Table 2, the maximum frequency of measurement record was 63 times, and the minimum value was 10 times. Blood glucose followed by blood pressure, weight, and lab tests were the most-recorded parameters during the study. In total, the highest record was related to blood sugar levels with a frequency of 450 times (mean 17.3), and the lowest one was associated with lab test entries with a frequency of 53 times (mean 2). Additionally, 38.5% (10/26) had recorded the measurement less than 20 times, 38.5% (10/26) 20-30 times, and 23% (6/26) over 30 times. The details related to the variables under review recorded by the patients in Web-based DPHR app are presented in Table 2.

**Figure 1.** Flow diagram of study procedures. DPHR: diabetic personal health record; FBS: fasting blood sugar; \( \text{HbA}^1\text{c} \): glycated hemoglobin; 2hpp BS: 2-hour post-prandial blood sugar.
### Table 2. The frequency and average of trial variable entries in diabetic personal health records (DPHR) app (n=26).

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Weight and height</th>
<th>Blood pressure</th>
<th>Lab tests</th>
<th>Blood sugar</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>18</td>
<td>2</td>
<td>40</td>
<td>63</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td>41</td>
<td>53</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>15</td>
<td>28</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>10</td>
<td>2</td>
<td>40</td>
<td>56</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>36</td>
<td>43</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>24</td>
<td>38</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>37</td>
<td>46</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>20</td>
<td>26</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>16</td>
<td>22</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>59</strong></td>
<td><strong>127</strong></td>
<td><strong>53</strong></td>
<td><strong>450</strong></td>
<td><strong>689</strong></td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>2.2</strong></td>
<td><strong>4.8</strong></td>
<td><strong>2</strong></td>
<td><strong>17.3</strong></td>
<td><strong>26.5</strong></td>
</tr>
</tbody>
</table>

### Table 3. The demographic profile and opinions of diabetic patients participating in usability evaluation of diabetic personal health records (DPHR) app (n=6).

<table>
<thead>
<tr>
<th>No.</th>
<th>Gender</th>
<th>Age (year)</th>
<th>Employment status</th>
<th>Education level</th>
<th>Time (minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Female</td>
<td>50</td>
<td>Unemployed</td>
<td>BSc</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>Female</td>
<td>58</td>
<td>Employed</td>
<td>BSc</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>Male</td>
<td>36</td>
<td>Employed</td>
<td>BSc</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Male</td>
<td>38</td>
<td>Employed</td>
<td>BSc</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>Female</td>
<td>58</td>
<td>Unemployed</td>
<td>Diploma</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>Male</td>
<td>61</td>
<td>Unemployed</td>
<td>Diploma</td>
<td>45</td>
</tr>
</tbody>
</table>
Table 4. The opinions of experts and diabetic patients participating in usability evaluation of diabetic personal health records (DPHR) app.

<table>
<thead>
<tr>
<th>Target groups</th>
<th>Opinions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical informatics</td>
<td>Systolic blood pressure should be written in Persian.</td>
</tr>
<tr>
<td>students</td>
<td>It would be better to use the full screen, especially in browsing the page in order not to scroll so much.</td>
</tr>
<tr>
<td></td>
<td>The fonts of data entry forms were different from those of report forms.</td>
</tr>
<tr>
<td></td>
<td>In the graphs of blood sugar history, the values could be shown in green or red for the normal and abnormal ranges in order to help patients know their status.</td>
</tr>
<tr>
<td></td>
<td>Charts in the main page were incomprehensible.</td>
</tr>
<tr>
<td></td>
<td>The first and the last names should not be entered in numeric characters.</td>
</tr>
<tr>
<td></td>
<td>In the national code section, validation is required in order to enter valid national codes.</td>
</tr>
<tr>
<td></td>
<td>The entry of non-numerical characters should be prevented as a patient number.</td>
</tr>
<tr>
<td></td>
<td>There is a problem with the measurement turn: it is better to be entered by the system.</td>
</tr>
<tr>
<td></td>
<td>It is better to set proper labels for each axis of the charts.</td>
</tr>
<tr>
<td></td>
<td>Fonts in green are not good at all.</td>
</tr>
<tr>
<td></td>
<td>Submit button is pale and blurred.</td>
</tr>
<tr>
<td></td>
<td>Numeric default values have been defined in blank fields, while it is better to enter dashes if no values are entered.</td>
</tr>
<tr>
<td></td>
<td>Mandatory fields are required to be marked with an asterisk.</td>
</tr>
<tr>
<td>Endocrinologists</td>
<td>Instead of insulin-dependent diabetes, type 1 diabetes must be used.</td>
</tr>
<tr>
<td></td>
<td>In the diabetes treatment section, the term “others” should be deleted.</td>
</tr>
<tr>
<td></td>
<td>In the comorbidities section, the term “cataract” should be deleted.</td>
</tr>
<tr>
<td></td>
<td>In the neuropathy section, the term “behavioral disorders” should be deleted.</td>
</tr>
<tr>
<td></td>
<td>In eye diseases, the term “glaucoma” should be added.</td>
</tr>
<tr>
<td></td>
<td>The term “goiter” should be written in the form of “simple goiter.”</td>
</tr>
<tr>
<td></td>
<td>The term “intermittent claudication” should be written instead of “ischemic pain of organs” and should be placed in the section of cardiovascular diseases.</td>
</tr>
<tr>
<td></td>
<td>The time of blood glucose measurement needs to be determined.</td>
</tr>
<tr>
<td>Type 2 diabetic patients</td>
<td>Home icon should be used next to the term “homepage.”</td>
</tr>
<tr>
<td></td>
<td>Blood glucose list numbers should be displayed.</td>
</tr>
<tr>
<td></td>
<td>Instead of millimeters of Mercury, the unit of centimeters of Mercury should be used for hypertension.</td>
</tr>
<tr>
<td></td>
<td>Abnormalities in the graph should be shown with a different color.</td>
</tr>
<tr>
<td></td>
<td>The patient is required to read the guide.</td>
</tr>
</tbody>
</table>
Table 5. The demographic characteristics and distribution difference of participants in control and intervention groups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency (percent)</th>
<th>Intervention group</th>
<th>Control group</th>
<th>$P$ value of distribution difference of variables in 2 groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control group (n=27)</td>
<td>Intervention group (n=26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (41)</td>
<td>15 (58)</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (59)</td>
<td>11 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>1 (4)</td>
<td>0</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>30-50</td>
<td>5 (18)</td>
<td>9 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤50</td>
<td>21 (78)</td>
<td>17 (65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3 (11)</td>
<td>0</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>24 (89)</td>
<td>26 (100)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>12 (44)</td>
<td>18 (69)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>15 (56)</td>
<td>8 (31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>7 (26)</td>
<td>5 (19)</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>Associate and BSc</td>
<td>17 (63)</td>
<td>16 (62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSc and PhD</td>
<td>3 (11)</td>
<td>5 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family history of Diabetes Mellitus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21 (78)</td>
<td>20 (77)</td>
<td>&gt;.99</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6 (22)</td>
<td>6 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of drug taken</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin</td>
<td>9 (33)</td>
<td>5 (19)</td>
<td>.85</td>
<td></td>
</tr>
<tr>
<td>Oral</td>
<td>11 (41)</td>
<td>17 (66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin and oral</td>
<td>7 (26)</td>
<td>4 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of high blood pressure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (63)</td>
<td>15 (58)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10 (37)</td>
<td>11 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to measurement tools at home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glucometer</td>
<td>6 (22)</td>
<td>3 (12)</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>Glucometer, sphygmomanometer, scale</td>
<td>10 (37)</td>
<td>16 (61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glucometer, sphygmomanometer</td>
<td>9 (33)</td>
<td>3 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glucometer, scale</td>
<td>2 (8)</td>
<td>4 (15)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Usability Evaluation of Diabetic Personal Health Records App

To have a preliminary usability evaluation of DPHR app, the usability questionnaire was submitted to 20 PhD and 30 MSc students of medical informatics. Of them, 11 PhD and 8 MSc students responded. In addition, 1 medical informatics expert, 2 endocrinologists, and 6 type 2 diabetic patients contributed in this respect. The usability evaluation also lasted for almost 50 days.

To evaluate the usability of Web-based DPHR app by diabetic patients, 6 people, including 3 women and 3 men, participated in this study. In terms of level of education, 4 participants had BSc and 2 had high school diploma degrees. The mean age of the patients was 50 years, and the average time of evaluation sessions was 30 minutes. The details related to the demographic
Descriptive Analysis
The descriptive analysis of both intervention and control groups was conducted separately using frequency, percent, and mean for qualitative and quantitative variables. In the control group, there were 16 out of 36 women (59%) and 11 men (41%) with a mean age of 57 years. In terms of level of education, 17 out of 36 individuals (63%) held associate and BSc degrees. Considering employment status, 12 out of 36 participants (44%) were employed and 15 participants (56%) were unemployed. On an average, they worked with a computer for 8.5 hours per week.

In the intervention group, there were 11 out of 36 women (42%) and 15 men (58%) with a mean age of 52 years. In terms of level of education, 16 out of 36 individuals (62%) held associate and BSc degrees. Considering employment status, 18 out of 36 participants (69%) were employed. On average, they worked with a computer for 18 hours per week. Details relating to the demographic characteristics and distribution difference of participants in control and intervention groups are presented in Table 5.

Confounder Analysis
To analyze the equality of distribution for some variables which were likely to be confounder variables, the chi-square test was applied to qualitative variables, including gender, age group (year), marital status, employment status, education level, family history of DM, types of drug taken, history of high blood pressure, access to measurement tools at home, computer literacy, range of working time with a computer (hour), and range of disease length (year). The test results demonstrated no significant differences in the distribution of the variables between the intervention and control groups other than the variable of the range of working time with a computer, where participants in the intervention group at the baseline stage had spent more time working with a computer (Table 4).

Normality Analysis
To compare self-care indicators and their dimensions in the control and intervention groups, their normality was first evaluated using the Kolmogorov-Smirnov (K-S) test, which revealed that the distribution of self-care indicators was normal. Moreover, in the control group at the baseline stage, the dimensions of self-care status, including information of normal values, information of change trend, information of the latest measurement values, and information of training tips were normal in terms of distribution; however, other dimensions such as information of the physician’s advices, visit information, and information of date and time of the latest measurement values were abnormal.

Inferential Analysis
In continuation, the parametric tests such as independent T-test were employed for analyzing the distribution of self-care indicators and their dimensions with normal distribution in both groups at the baseline stage, and for dimensions with abnormal distribution, the nonparametric tests such as Mann-Whitney U test was applied. The test results indicated that distribution of self-care indicators and their dimensions other than the sixth dimension, that is, information of training tips, were not significantly different in both groups at the baseline stage.

To compare the scores of self-care indicators in both groups, the independent T-test was employed. Test results revealed that there was a significant difference in terms of self-care indicators in both groups of diabetic patients.

Moreover, we found a significant difference in the dimensions of self-care indicators, including information of normal values, information of the trend of change, information of the latest measurement values, and information of date and time of the latest measurement values. However, no difference was observed in other dimensions such as information of the physician’s advice, visit information, and information of the training tips.

In addition, the independent T-test was utilized to compare the scores of weight, HbA1c, serum creatinine, HDL, LDL, total cholesterol, and triglyceride in control and intervention groups. The test results revealed no significant difference between any of them. Details relating to the comparison of average difference of self-care indicator, its dimensions and clinical outcomes in control and intervention groups are outlined in Table 6.
Table 6. A comparison of the average difference of self-care status, its dimensions, and clinical outcomes in control and intervention groups.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Dimensions</th>
<th>Mean (SD)</th>
<th>Intervention group</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Control group (n=27)</td>
<td>Intervention group (n=26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-care status</td>
<td>Information of normal values</td>
<td>1 (1)</td>
<td>2.8 (1)</td>
<td>&lt;.001</td>
<td>(-2.3 to -1.1)</td>
</tr>
<tr>
<td></td>
<td>Information of change trend</td>
<td>-0.2 (0.8)</td>
<td>1.3 (2)</td>
<td>&lt;.001</td>
<td>(-2.4 to -0.6)</td>
</tr>
<tr>
<td></td>
<td>Information of physicians' advice</td>
<td>0.1 (0.4)</td>
<td>0.2 (0.4)</td>
<td>.73</td>
<td>(-0.2 to 0.2)</td>
</tr>
<tr>
<td></td>
<td>Visit information</td>
<td>0.26 (0.447)</td>
<td>0.3 (0.5)</td>
<td>.94</td>
<td>(-0.2 to 0.2)</td>
</tr>
<tr>
<td></td>
<td>Information of latest measurement values</td>
<td>0.04 (1)</td>
<td>1.9 (1.6)</td>
<td>&lt;.001</td>
<td>(-2.6 to -1.1)</td>
</tr>
<tr>
<td></td>
<td>Information of date and time of latest measurement values</td>
<td>-0.2 (1)</td>
<td>2 (1.5)</td>
<td>&lt;.001</td>
<td>(-2.9 to -1.4)</td>
</tr>
<tr>
<td></td>
<td>Information of training tips</td>
<td>1.7 (1)</td>
<td>2 (2.6)</td>
<td>.51</td>
<td>(-1.4 to 0.7)</td>
</tr>
<tr>
<td></td>
<td>Self-care indicator</td>
<td>2.8 (2.4)</td>
<td>10.6 (4.5)</td>
<td>&lt;.001</td>
<td>(-9.7 to -5.8)</td>
</tr>
<tr>
<td>Clinical outcomes</td>
<td>Weight</td>
<td>0.03 (1)</td>
<td>-0.9 (2.4)</td>
<td>.08</td>
<td>(-0.1 to 2.0)</td>
</tr>
<tr>
<td></td>
<td>HbA1c</td>
<td>0.2 (0.1)</td>
<td>-0.2 (0.1)</td>
<td>.22</td>
<td>(-0.2 to 0.8)</td>
</tr>
<tr>
<td></td>
<td>HDL</td>
<td>-0.4 (11)</td>
<td>-5 (17)</td>
<td>.298</td>
<td>(-4.6 to 14.6)</td>
</tr>
<tr>
<td></td>
<td>LDL</td>
<td>4 (35)</td>
<td>-3 (23)</td>
<td>.44</td>
<td>(-10.8 to 24.8)</td>
</tr>
<tr>
<td></td>
<td>Total cholesterol</td>
<td>-14 (57)</td>
<td>-6 (26)</td>
<td>.75</td>
<td>(-64.3 to 47.8)</td>
</tr>
<tr>
<td></td>
<td>Triglyceride</td>
<td>-4.5 (157)</td>
<td>-26 (45)</td>
<td>.56</td>
<td>(-53.6 to 96.9)</td>
</tr>
<tr>
<td></td>
<td>Serum creatinine</td>
<td>0.05 (0.3)</td>
<td>-0.01 (0.3)</td>
<td>.42</td>
<td>(-0.1 to 0.2)</td>
</tr>
</tbody>
</table>

Table 7. The comparison of visit adherence in control and intervention groups.

<table>
<thead>
<tr>
<th>Visit adherence</th>
<th>Group</th>
<th>Total</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Yes</td>
<td>24</td>
<td>25</td>
<td>49</td>
</tr>
<tr>
<td>Total</td>
<td>27</td>
<td>26</td>
<td>53</td>
</tr>
</tbody>
</table>

Fisher’s exact test was also used to compare visit adherence scores in both groups, and the test results showed no significant difference. Table 7 provides the comparison of visit adherence in control and intervention groups.

The change trend of mean for FBS, 2 hours after lunch and 2 hours after dinner, indicates fluctuations in the 2-hour-after-dinner trend. However, the variations during the 2 hours after lunch had a steady state until the fifth measurement and then they had an unstable mode. Furthermore, FBS was almost in an unstable mode, although, a reducing pattern was observed in the final measurements. Figure 2 provides the change trend of mean related to blood sugar in intervention group.

The mean trend of systolic and diastolic blood pressure demonstrates the steady and stable trends, and no increasing or decreasing patterns were observed. Figure 3 provides the change trend of mean related to blood pressure in intervention group.

The relationship between covariates and self-care indicators for the 2-state variables such as gender and employment status was analyzed through T-test. Furthermore, the 1-way analysis of variance (ANOVA) was applied to multi-state variables such as education level, age group, length of disease, computer literacy, and the range of working time with a computer. The test results showed a significant difference in the variable of employment status in a way that the individuals employed obtained higher scores than the unemployed ones. However, there were no significance differences between other aforementioned covariates and self-care indicators.
Discussion

Principal Findings

Impact of Diabetic Personal Health Records on Primary Outcome Measures

The test results demonstrated that the Web-based DPHR app had a positive impact on the primary outcome measure, namely in the status of self-care in general, and in 4 of its dimensions, in particular, including information of normal values, information of change trend, information of the latest measurement values, and information of date and time of the latest measurement values. Investigations show few studies on the relationship between PHR and self-care status. It is pointed out that in studies available in the field, the self-care index has been usually defined relatively homogeneous, but the important point is that any self-care index studied by the researchers may have different dimensions and questions, which can affect the efficiency of intervention. The self-care index assessed by the researchers in this study had 7 main dimensions and a total of 56 questions.

Figure 2. Change trend of mean related to blood sugar in intervention group. BS: blood sugar; FBS: fasting blood sugar.

Figure 3. Change trend of mean related to blood pressure in intervention group. BP: blood pressure.
Impact of Diabetic Personal Health Records on Secondary Outcome Measures

Researchers have not found any positive effect between Web-based DPHR app and clinical outcomes including weight, HbA1c, serum creatinine, HDL, LDL, total cholesterol, and triglyceride. There are differences and sometimes contradictions among existing studies for the effect of PHR interventions on clinical outcomes associated with diabetes such as HbA1c and lipid profile. Most studies refer to a positive relationship of PHR [11,30,47,48], though several studies indicated no positive effect [30,49]. Researchers revealed that such contradictions could have several reasons, the most important ones being how to design the app, type of study design, duration of study, and study attrition rate. It is important to note that the impact of some of the positive studies is in doubt because of limitations and bias. Moderate to high risk of bias has been reported in 4 studies assessing the interventions [50]. It seems that relatively short-term duration of the study is the primary reason for the lack of positive association between DPHR and clinical outcomes in this study. Conducting a systematic review on the effectiveness of DPHR and clinical outcomes in patients with type 2 diabetes can be very useful.

Usability Evaluation of Diabetic Personal Health Records App

In this study, usability-testing process was carried out through a scientific process and with the participation of 20 specialists in medical informatics, 2 endocrinologists and 6 diabetics. The proper sample size is essential for usability testing, so that research, which found that up to 80% of usability has issues, can be determined with 5 to 8 participants [51]. Based on our usability testing, Jakob Nielsen's general principles for interaction design such as error prevention, consistency and standards, aesthetic and minimalist design, recognition rather than recall, and help and documentation are required to be considered, and which were addressed on our app through iterative refinement process [52]. One of the most important cases in intervention implementation is usability testing [53] but this is often neglected, with up to 60% of diabetes-related websites having a minimum of 4 usability errors. So it can be said that the gold standard for intervention development should be represented to obtain high intervention effectiveness [54].

Impact of Diabetic Personal Health Records on Visit Adherence

The results of Fisher’s exact test on the comparison of visit adherence scores revealed no significant difference in both intervention and control groups. Given the importance of disease follow-up and the treatment of diabetic patients by attending physicians, the patients paid attention to their visits, and their efforts in terms of planned visit adherence were implicit.

Impact of Diabetic Personal Health Records on Blood Sugar

The change trend of mean for FBS 2 hours after lunch and 2 hours after dinner exhibited that there was generally a sinus trend in all the above-mentioned cases. The main difference between this study and those in the related literature is that in our study we measured trends in blood sugar levels for 10 times, whereas such values were usually compared before and after intervention in most studies. In a study by Davies et al, by using DPHR for 6 months, blood sugar levels had improved in both groups, particularly in the intervention group [47].

Impact of Diabetic Personal Health Records on Blood Pressure

The change trend of mean for systolic and diastolic blood pressure in the intervention group revealed steady and stable trends, and no increasing or decreasing patterns were observed. Previous studies indicated no difference was noticed in the improvement of blood pressure in control and intervention groups [30,49]. No improvement was also found in levels of systolic blood pressure values in a study conducted by Dijkstra and only slight improvements were observed in diastolic values [55].

Correlation Between Diabetic Personal Health Records App and Covariates

The results of the chi-square test and ANOVA for analyzing the correlation between the trial covariates and the self-care index showed that there was a significant difference in the variable of employment status in a way that the individuals employed obtained higher scores than the unemployed ones. Moreover, in comparison with the previous studies, there was no significant difference in self-care index scores among type 2 diabetic patients in terms of their marital status, because more than 90% of the participants in this study were married. In a study by Bohanny et al, the scores of self-care behaviors were significantly higher in married individuals than those obtained by single people [56]. However, such conflicting results require more investigations.

Strengths of Study

The strengths of our study are as follows: the evidence-based development process of the DPHR app (based on a systematic review), the inclusion of local experts’ opinions, and the iterative refinement of the app using the usability techniques. Both the value of evidence-based content development and the importance of usability testing in the app development process have been emphasized in several studies [53,54,57], pointing to the fact that such considerations have rarely been used in similar works [54].

Limitations

A few limitations of our trial are as follows:

1. The primary need to recruit participants with minimum computer skills and Internet literacy was a limiting factor. Generally, in Web-based interventions, issues such as digital divide, computer literacy, age, and interest in technology can be effective in participant recruitment. The young, computer literates, and those having access to the Internet usually have a strong tendency toward participating in such studies. This trial is not an exception in principle. Such tendencies may present bias in our findings, and thus, our trial may not necessarily represent the actual distribution of the population being studied.
2. The trial sample only represents type 2 diabetes patients. It is possible that the findings could not be generalized to other types of diabetes disease.

3. Due to the nature of intervention, the investigators frequently requested the presence of the participants for the interviews. This induced discomfort to some of the participants. To address such issues, we provided financial incentives such as free visits and laboratory testing in order to encourage better involvement.

4. The other limitation of our study was the passive participation of some patients during the study, especially at the early stages. Therefore, lack of participation could lead to loss of useful information from patients. Therefore, reminders via telephone contact and SMS text messaging were employed.

5. Considering the limitations of our patient sample, the results should be interpreted cautiously [58]. The small sample size in our research may affect the representativeness and generalizability of the findings [59].

6. We concentrated on the comparison of primary and secondary outcome measures in our RCT study design, indicating explicitly a variation in consumer self-care status regarding the complexity of intervention [60].

Implications and Future Directions

The methods and findings of this study are expected to be used as a suitable platform for other endocrine and metabolic disorders as well as other fields of medical science studies to assess the impact of the PHR intervention on the self-care index and clinical outcomes.

Multi-center study is proposed to be carried out on a broader level to ensure the effectiveness of the Web-based DPHR intervention on the self-care index and clinical outcomes. In this case, endocrinologists and patients with type 2 diabetes will be involved in the study in a wider range, which can be very important in the generalizability of the study findings, especially for developing countries. Moreover, the impact of DPHR efficiency on the level of decision-making of the endocrinologists is recommended to be evaluated through a proper RCT study.

Diabetes knowledge, involvement by health care providers, patient empowerment, and enhanced health care status will be promoted hopefully by the improved self-care status recommended by the Web-based DPHR to patients with type 2 diabetes mellitus.

Conclusions

As a result of a systematic review of literature together with the representative sample of endocrinologists in Iran, a consensus was achieved on a Web-based DPHR model to improve self-care for type 2 diabetic patients. However, to take advantages of the DPHR, the given Web-based DPHR app was implemented and evaluated on type 2 diabetic patients after iterative refinement of the app user interface, using usability techniques. We found as a result of the Web-based DPHR app that the self-care scores in the intervention group were significantly higher than those of the control group. In total, we found no correlation between the DPHR app and covariates, including planned visit adherence, HbA1c, serum creatinine, HDL, LDL, total cholesterol, weight, the change trend of the mean blood glucose, and blood pressure.
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Abstract

Background: Physiological data is derived from electrodes attached directly to patients. Modern patient monitors are capable of sampling data at frequencies in the range of several million bits every hour. Hence the potential for cognitive threat arising from information overload and diminished situational awareness becomes increasingly relevant. A systematic review was conducted to identify novel visual representations of physiologic data that address cognitive, analytic, and monitoring requirements in critical care environments.

Objective: The aims of this review were to identify knowledge pertaining to (1) support for conveying event information via tri-event parameters; (2) identification of the use of visual variables across all physiologic representations; (3) aspects of effective design principles and methodology; (4) frequency of expert consultations; (5) support for user engagement and identifying heuristics for future developments.

Methods: A review was completed of papers published as of August 2016. Titles were first collected and analyzed using an inclusion criteria. Abstracts resulting from the first pass were then analyzed to produce a final set of full papers. Each full paper was passed through a data extraction form eliciting data for comparative analysis.

Results: In total, 39 full papers met all criteria and were selected for full review. Results revealed great diversity in visual representations of physiological data. Visual representations spanned 4 groups including tabular, graph-based, object-based, and metaphoric displays. The metaphoric display was the most popular (n=19), followed by waveform displays typical to the single-sensor-single-indicator paradigm (n=18), and finally object displays (n=9) that utilized spatiotemporal elements to highlight changes in physiologic status. Results obtained from experiments and evaluations suggest specifics related to the optimal use of visual variables, such as color, shape, size, and texture have not been fully understood. Relationships between outcomes and the users’ involvement in the design process also require further investigation. A very limited subset of visual representations (n=3) support interactive functionality for basic analysis, while only one display allows the user to perform analysis including more than one patient.

Conclusions: Results from the review suggest positive outcomes when visual representations extend beyond the typical waveform displays; however, there remain numerous challenges. In particular, the challenge of extensibility limits their applicability to certain subsets or locations, challenge of interoperability limits its expressiveness beyond physiologic data, and finally the challenge of instantaneity limits the extent of interactive user engagement.

(JMIR Med Inform 2016;4(4):e31) doi:10.2196/medinform.5186
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survey; human-centered computing; visualization application domains; information visualization; visualization systems and tools; visualization toolkits

Introduction

Two less formal reviews and one systematic review were published in the last decade, reporting positive impact of visual representations in the critical care setting. Sanderson et al provide a forward-looking analysis of representation of physiological data [1] in anesthesiology [2]. Drews and Westenskow review several graphical displays that facilitate rapid translation of physiological event knowledge for anesthesiologists [3]. An initial systematic review was published in 2007 by Görges and Staggers that reviews general physiologic data displays; however, with emphasis on surgical and anesthesiology specialties [4]. While those reviews provide important knowledge about the state of the art in physiologic data, they present only a partial aggregation of results, and limited knowledge that could be used to enhance the design of physiological visualizations. Furthermore, key elements such as the nature of visual variables utilized in the encoding, support for interactive exploration, and common design considerations were not discussed. All reviews focused on displays that support short-term patient monitoring tasks. Visualizations supporting longitudinal monitoring and interactive visual analysis of physiological data were not sufficiently addressed.

The aim of this specific review is of 3 parts: (1) identify the design decisions used in the development of novel physiologic visual representations; (2) review the utilization of temporal parameters namely: trajectory, frequency, and duration in visual designs using physiologic parameters; and (3) review the nature of interactive functions afforded for rich exploration tasks. With that in mind, this paper presents an analysis of a broad spectrum of physiological visual representations used at the bed-side, in the surgical ward, and for clinical research.

Methods

The review was conducted in 2 phases: the first phase identified the key terms to be included in the search strategy, while the second phase broadened the search strategy and used structured analysis method. In the first phase we used Google Scholar, and 25 papers were found to be relevant. The search was limited to the last 15 years and used a combination of keywords that were known to the author, such as "(physiologic* or clinical or hemodynamic) and (visual* or graphic*) and (interface or display)," where asterisk was used to search for terms that started with the specific key words. In the second phase, we used 6 prominent sources including: IEEE Explore, ACM Digital Library, MEDLINE, EMBASE, ISI Web of Science, and Google Scholar. A broad search strategy was used to capture as many representations as were possible. Index terms were used to filter articles and included "data display*,” “diagnosis, computer-assisted,” “monitoring, physiologic/methods*,” “*computer graphics,” “user-computer interface,” “data display,” “interview* or discussion* or questionnaire* or “focus group*” or qualitative or ethnograph* or fieldwork or “field work” or “key informant,” “task performance and analysis,” “graphic* adj2 display*”.

For screening articles in the second phase, we used rigorous inclusion criteria (Textbox 1) that initially classified visualizations across 4 groups. The groups were (1) tabular displays, (2) waveform displays, (3) object displays, and (4) ecological displays. Inclusion criteria relating to outcome measures are divided into 3 sets of measures (Textbox 2). They include temporal and duration, human and qualitative factors, and quantitative measures. The physiological parameters tested are listed in Textbox 3. We placed a restriction in years from January 1, 1983 to August 1, 2016 and limited our results to human studies in critical care, anesthesiology, and surgery. We included snowballing of references and manual searches on Google Scholar and PubMed. This resulted in a total of 1262 titles generated for review. Relevant titles were identified using rigorous inclusion criteria (Textbox 1). In total, 171 titles were then designated for abstract review. Following that, 78 abstracts were selected for full review, and 39 papers were selected for inclusion in the analysis. Bias was mitigated by having 2 researchers screen independently, and differences were resolved through discussions until consensus was reached.

Textbox 1. Inclusion criteria.

<table>
<thead>
<tr>
<th align="left">Types of studies:</th>
</tr>
</thead>
<tbody>
<tr>
<td align="left">• Randomized controlled trials, cohort, case-control, and design studies.</td>
</tr>
<tr>
<td align="left">• The review placed increasing preference for randomized control trials, followed by cohort, case-control, and finally design studies. Design studies are popular in the visualization community and were included to study results pertaining to user-evaluations.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th align="left">Types of participants:</th>
</tr>
</thead>
<tbody>
<tr>
<td align="left">• Critical care nurses and physicians.</td>
</tr>
<tr>
<td align="left">• Several studies have only tested interventions on physicians and excluded nurses, while other studies have used naïve participants usually by recruiting undergraduates.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th align="left">Types of interventions:</th>
</tr>
</thead>
<tbody>
<tr>
<td align="left">• Novel knowledge representations, numeric, waveform or metaphor-based displays.</td>
</tr>
<tr>
<td align="left">• We focus on the intervention in which physiological display is not represented exclusively in waveform and/or static numerical forms.</td>
</tr>
</tbody>
</table>
Textbox 2. Reported metrics.

**Temporal metrics:**
- Time to detection of adverse event(s), time to diagnose(s), time to initiate treatment(s)

**Human factors:**
- NASA-TLX task load index score, satisfaction of intervention (Likert scales), number of participants, clinical expertise of participants, setting in which the trials were conducted, noise level of the environment, age of the participants, caffeine intake

**Clinical relevance:**
- Accuracy of diagnoses, accuracy of treatment

Textbox 3. Physiological parameters tested.

**Physiological parameters:**
- Central venous pressure (mm Hg)
- Mean left arterial pressure (mm Hg)
- Systemic vascular resistance
- ST segment depression of ECG (mm)
- Arterial oxygen saturation (%)
- Heart rate (bpm)
- Respiratory wave (impedance)
- End-tidal CO2
- Mean arterial blood pressure (mm Hg)
- Pulmonary vascular resistance
- Cardiac output (ml/min)
- Stroke volume (ml)
- Peripheral oxygen saturation (%)
- Respiratory rate (rpm)
- Pulse rate
- Mean pulmonary artery pressure (mm Hg)

Following the creation of the inclusion criteria, an online data extraction form was developed using Google forms and used to evaluate all papers. The data extraction form consisted of 6 sections that were identified as potential areas of interest. For each full paper reviewed, 74 questions were screened. Questions to be included in the data extraction forms were selected from themes identified in the pilot study. In particular, questions were generated to elicit detail about the study, design, and results from any human experiment or evaluations. Where appropriate the questions were marked as either not reported if data was missing, or not applicable if the question was a follow-up of a prior conditional question. The data was then thematically synthesized based on aggregations of results by descriptive codes. The thematic synthesis is presented using a series of matrices presented in the next section.

**Results**

**Phase 1 and 2**

All papers included in the analysis were passed through the data extraction form and resulted in an initial comprehensive matrix of results. Of 74 questions that were initially probed, results that yielded over 75% not reported, or not applicable across all papers analyzed were removed from our analysis. Then 39 variables were selected for inclusion in the initial matrix. Phase 1 results are summarized in the comprehensive matrix of design properties (Table 1 and Figure 1) and phase 2 results are summarized in the Comprehensive Matrix of Study Results (Table 2 and Table 3). The comprehensive matrix of design properties presents 10 variables which are divided between 2 tables. Variables appearing in (Table 1) are “Target Users”, “Year”, “Clinical Context”, “Number of Variables”, and “Display Type”.

“Target Users” relates to the clinical specialty, and “Year” is the approximate date the prototype was tested. Due to the difference between the dates of publication and evaluation, this value was approximated based on the date of submission of the article. “Clinical Context” conveys the copresence of contextual clinical information, and “Number of Variables” refers to the total number of physiological or clinical variables that were visible in a single screen. “Display Type” lists the types of graphics utilized by the paper belonging to one of: tabular, object, or metaphoric displays. “Color(s) Used” identifies the hue where available. “Pre-attentive Processing” lists particular
visual variables that were used in the visual representation such as: shape, size, and dimension. “Gestalts” refers to the designer’s use of grouping laws identified by Gestalt’s laws of perception: the use of proximity, similarity, closure, symmetry, and continuity as a means of discerning visual objects presented in the display [5]. Finally “Interactive Controls” refers to the ability for the display to support direct manipulation of one or more properties and “Iterative Design” identifies displays that were built using user-centered design approaches that include users into key decision making processes prior to the development of the display.

A second matrix, titled the Comprehensive Matrix of Study Results presents additional 11 variables that were identified in papers which presented study results. Table 2 lists “Setting,” “Study Type,” “Results Reported,” “Realism,” “Cognitive Workload,” “Historic Trends,” “Visual Encoding for Temporal Trajectory,” “Visual Encoding for Duration,” “Visual Encoding for Frequency”. Table 3 lists “Counter-balanced for Display or Scenario,” “Were Scenarios Clinically Relevant,” and “Function Supporting Case-controlled Analysis.” “Setting” describes the location where the study was physically conducted; for instance, the lab, clinic, or public areas. “Study Type” identifies research method used to validate the display. “Results Reported” summarizes key findings from the study, and “Realism” presents the latency of the display as well as the ability of the display to mimic real-world dynamism. “Cognitive Workload” reports on findings indicating reduced or increased workload and “Historic Trends” identifies displays that present historical trends that are greater than 5 minutes. The variables beginning with visual encodings for temporal trajectory, duration, and frequency identify particular techniques used by the displays to represent trends, duration of events, and frequency of events. The counter-balanced variable identifies methodologies that used strategies to minimize learning effects during the experiment. Finally, the clinical scenario variable lists the displays that were evaluated using real-world clinical scenarios. These tables, along with descriptions of the results are presented in the next section.

**Comprehensive Matrix of Design Properties**

The goal of the comprehensive matrix of design properties is to present design decisions that were followed to develop prototypes across all 39 papers analyzed. Visual representations were found across mainly anesthesiology (n=17), critical care (n=20), and in some multi-discipline (n=2) environments. Only one display was developed as a tool for intensive nurses [42]. Multi-discipline environments consist of 2 or more specialities, such as integrated in-patient and out-patient systems. Visual displays started to become actively contributed from the early 1990s, then increasing every 10 years, 1984 (n=1), 1985-1994 (n=8), 1995-2004 (n=13), and 2005-2016 (n=17). Integrated clinical data was also found across some displays (n=16), while a greater number of displays were devoted to the display of physiological waveforms (n=24). Number of variables presented in a single screen was wide-ranging; most displays contained greater than 20 variables per screen (n=15), followed by 11-20 variables (n=12), while 7 displays contained between 0-4 variables.

Reviewed visual representations included a mix of display formats, such as tabular (TB), object-based (OB), waveform (WF), and metaphoric (MT). Standalone MT representations were most commonly seen (n=12), followed by standalone WF (n=6). With respect to combinatory displays, TB appeared with WF (n=6) most frequently, WF with MT (n=6), and followed by WF with an OB (n=4). When identifying the display type most frequently paired in a combinatory display, WF (n=12) appeared most often, followed by TB (n=7) and OB (n=6) displays. Overall, across all identified papers including those where multiple representatives were presented, metaphoric displays were the most popular (n=22), followed by waveform displays (n=20), and object displays (n=10).

Visual representations utilized at least 2 of the primary colors, red, blue or green (n=21), while yellow (n=11) and turquoise (n=4) were also popular options. Three papers utilized discrete color encoding, 2 papers [25,43] mentioned the source of their color coding. A number of papers did not specify the type of color that was used (n=10). Pre-attentive processing of items were commonly exploited through manipulating visual variables such as color (n=24) and size (n=12), followed by dimension (n=7), and shape (n=5).

Visual representations also exploited some aspect of Gestalt’s law of groupings, such as continuity (n=18) with waveform displays, closure (n=17) when identifying boundaries, symmetry (n=14) with visual metaphors and object-based displays, and proximity (n=7) to aid in higher level detection of abnormal events. The most popular interaction method that was supported was selection (n=13). Selection allows the user to select visual objects directly to reveal greater details. This was followed by interactive filtering (n=7) to select partial ranges such as short durations of time. Finally, in many cases designs were proposed without following user-centered design approaches (n=28). In total, 10 papers reported using user-centered design processes, while 4 papers described a structured approach used in developing the proposed visual design [5,31,43,44].
Figure 1. Comprehensive Matrix of Design Properties.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Color(s) Used</th>
<th>Pre-attentive processing</th>
<th>Gestalts</th>
<th>Interactive Controls</th>
<th>Iterative Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[6]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[7]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[9]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[10]</td>
<td></td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[12]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[13]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[14]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[15]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[16]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[17]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[18]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[19]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[20]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[21]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[22]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[23]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>×</td>
</tr>
<tr>
<td>[24]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[25]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[26]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[27]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[28]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[29]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[31]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>✓</td>
</tr>
<tr>
<td>[32]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[33]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[34]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[35]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[36]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[37]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[38]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[39]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[40]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[41]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[42]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
<tr>
<td>[43]</td>
<td>--</td>
<td>▲ ▼ □ △ ▽ ⊕</td>
<td>⊙</td>
<td>⊖</td>
<td>X</td>
</tr>
</tbody>
</table>

Symbols: ✓: Yes; ×: No; --: Not reported; ▲: Color; ▼: Dimension; □: Size; △: Shape; ⊕: Value; ⊖: Symmetry; ⊙: Continuity; ⊖: Proximity; △: Similarity; Δ: Closure; ∩: Association; ⊕: Selection; ⊖: Filter; ⊖: Overview; ⊖: Coordinated
Table 1. Comprehensive matrix of design properties.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Target users</th>
<th>Clinical context</th>
<th>Number of variables</th>
<th>Display type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anders et al, 2012 [8]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>WF, MT</td>
</tr>
<tr>
<td>Wachter et al, 2004 [9]</td>
<td>Intensivists</td>
<td>No</td>
<td>5-10</td>
<td>MT</td>
</tr>
<tr>
<td>van Amsterdam et al, 2013 [10]</td>
<td>Anesthesia</td>
<td>No</td>
<td>5-10</td>
<td>MT</td>
</tr>
<tr>
<td>Liu et al, 2005 [12]</td>
<td>Intensivists</td>
<td>No</td>
<td>5-10</td>
<td>MT</td>
</tr>
<tr>
<td>Cole et al, 1994 [14]</td>
<td>Intensivists</td>
<td>No</td>
<td>5-10</td>
<td>MT</td>
</tr>
<tr>
<td>Jungk et al, 2000 [16]</td>
<td>Anesthesia</td>
<td>No</td>
<td>&gt;20</td>
<td>OB, MT</td>
</tr>
<tr>
<td>Gurushanthaiah et al, 1995 [17]</td>
<td>Anesthesia</td>
<td>No</td>
<td>5-10</td>
<td>WF, MT</td>
</tr>
<tr>
<td>Ireland et al, 1997 [18]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>MT</td>
</tr>
<tr>
<td>Tappan et al, 2009 [19]</td>
<td>Anesthesia</td>
<td>No</td>
<td>5-10</td>
<td>MT</td>
</tr>
<tr>
<td>Effken et al, 1997 [21]</td>
<td>Intensivists</td>
<td>No</td>
<td>5-10</td>
<td>OB, MT</td>
</tr>
<tr>
<td>Gorges et al, 2012 [22]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>11-20</td>
<td>WF, MT</td>
</tr>
<tr>
<td>Styliadis et al, 2011 [23]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>WF</td>
</tr>
<tr>
<td>Litt et al, 1992 [24]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>WF, MT</td>
</tr>
<tr>
<td>Horn et al, 2001 [26]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>11-20</td>
<td>MT</td>
</tr>
<tr>
<td>Dayhoff et al, 1994 [27]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>WF</td>
</tr>
<tr>
<td>Norris et al, 2002 [28]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>Tabular display (TB), WF</td>
</tr>
<tr>
<td>Langner, 1952 [29]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>0-4</td>
<td>WF</td>
</tr>
<tr>
<td>Miller et al, 2009 [31]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>TB, WF, OB</td>
</tr>
<tr>
<td>Law et al, 2004 [33]</td>
<td>Intensivists</td>
<td>No</td>
<td>5-10</td>
<td>TB, WF</td>
</tr>
<tr>
<td>Ahmed et al, 2011 [34]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>&gt;20</td>
<td>TB</td>
</tr>
<tr>
<td>Zhang et al, 2002 [36]</td>
<td>Anesthesia</td>
<td>No</td>
<td>5-10</td>
<td>OB, MT</td>
</tr>
<tr>
<td>Kennedy et al, 2008 [37]</td>
<td>Anesthesia</td>
<td>No</td>
<td>0-4</td>
<td>WF</td>
</tr>
<tr>
<td>Lowe et al, 2001 [38]</td>
<td>Anesthesia</td>
<td>No</td>
<td>0-4</td>
<td>OB</td>
</tr>
<tr>
<td>Charbonnier, 2004 [39]</td>
<td>Intensivists</td>
<td>No</td>
<td>0-4</td>
<td>TB, WF</td>
</tr>
<tr>
<td>Shabot et al, 1986 [40]</td>
<td>Anesthesia</td>
<td>No</td>
<td>&gt;20</td>
<td>TB, MT</td>
</tr>
<tr>
<td>Eden et al, 2006 [41]</td>
<td>Anesthesia</td>
<td>Yes</td>
<td>&gt;20</td>
<td>TB, WF, OB</td>
</tr>
<tr>
<td>Koch et al, 2013 [42]</td>
<td>Nurses</td>
<td>Yes</td>
<td>&gt;20</td>
<td>TB, WF, MT</td>
</tr>
<tr>
<td>Kamaleswaran et al, 2016 [43]</td>
<td>Intensivists</td>
<td>Yes</td>
<td>11-20</td>
<td>WF, OB, MT</td>
</tr>
</tbody>
</table>
### Table 2. Comprehensive matrix of study results.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Study type</th>
<th>Setting</th>
<th>Results reported</th>
<th>Realism</th>
<th>Cognitive workload</th>
<th>Historic trends</th>
<th>Visual encoding for temporal trajectory</th>
<th>Visual encoding for duration</th>
<th>Visual encoding for frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agutter et al, 2003 [5]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>↓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Liu et al, 2005 [12]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Blikent al, 1999 [13]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Deneault et al, 1990 [15]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Jungk et al, 2000 [16]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Gurushanthaiah et al, 1995 [17]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Michels et al, 1997 [20]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Effken et al, 1997 [21]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Dayhoff et al, 1994 [27]</td>
<td>ICU</td>
<td>App.</td>
<td>–</td>
<td>Live</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Paper</td>
<td>Setting</td>
<td>Study type</td>
<td>Results reported</td>
<td>Realism</td>
<td>Cognitive workload</td>
<td>Historic trends</td>
<td>Visual encoding for temporal trajectory</td>
<td>Visual encoding for duration</td>
<td>Visual encoding for frequency</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>------------</td>
<td>------------------</td>
<td>---------</td>
<td>--------------------</td>
<td>----------------</td>
<td>----------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Langner, 1952 [29]</td>
<td>ICU</td>
<td>Eval.</td>
<td>–</td>
<td>Static</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Miller et al, 2009 [31]</td>
<td>ICU</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Static</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>T↓</td>
<td>T</td>
</tr>
<tr>
<td>Law et al, 2004 [33]</td>
<td>Lab</td>
<td>Exp.</td>
<td>–</td>
<td>Static</td>
<td>–</td>
<td>–</td>
<td>C, T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>Ahmed et al, 2011 [34]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>↓</td>
<td>–</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>Zhang et al, 2002 [36]</td>
<td>Lab</td>
<td>Exp.</td>
<td>±</td>
<td>Sim.</td>
<td>±</td>
<td>–</td>
<td>C, G</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>Kennedy et al, 2008 [37]</td>
<td>Lab</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Lowe et al, 2001 [38]</td>
<td>Lab</td>
<td>App.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Charbonnier, 2004 [39]</td>
<td>Lab</td>
<td>Des.</td>
<td>–</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Shabot et al, 1986 [40]</td>
<td>Lab</td>
<td>Des.</td>
<td>–</td>
<td>Sim.</td>
<td>–</td>
<td>–</td>
<td>C</td>
<td>C</td>
<td>–</td>
</tr>
<tr>
<td>Koch et al, 2013 [42]</td>
<td>ICU</td>
<td>Exp.</td>
<td>Pos.</td>
<td>Sim.</td>
<td>↓</td>
<td>–</td>
<td>C</td>
<td>C</td>
<td>–</td>
</tr>
</tbody>
</table>

*a* Eval: Evaluation  
*b* Pos: Positive  
*c* C: Curves  
*d* Exp: Experiment  
*e* Sim: Simulated  
*f* 0: No Change  
*g* G: Glyph  
*h* Neg: Negative  
*i* O: Object  
*j* App: Application  
*k* Des: Design  
*l* T: Text
Table 3. Comprehensive matrix of study results.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Counter-balanced for display or scenario</th>
<th>Scenarios were clinically relevant</th>
<th>Function supporting case-controlled analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jungk et al, 2000 [16]</td>
<td>Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Ireland et al, 1997 [18]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Görges et al, 2012 [22]</td>
<td>Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Horn et al, 2001 [26]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Dayhoff et al, 1994 [27]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Norris et al, 2002 [28]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Langner, 1952 [29]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Miller et al, 2009 [31]</td>
<td>Display &amp; Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Law et al, 2004 [33]</td>
<td>Display &amp; Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Ahmed et al, 2011 [34]</td>
<td>Display &amp; Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Zhang et al, 2002 [36]</td>
<td>Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Kennedy et al, 2008 [37]</td>
<td>Display &amp; Scenario</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Lowe et al, 2001 [38]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Shabot et al, 1986 [40]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Eden et al, 2006 [41]</td>
<td>–</td>
<td>No</td>
<td>–</td>
</tr>
<tr>
<td>Koch et al, 2013 [42]</td>
<td>Display &amp; Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
<tr>
<td>Kamaleswaran et al, 2016 [43]</td>
<td>Display &amp; Scenario</td>
<td>Yes</td>
<td>–</td>
</tr>
</tbody>
</table>
Comprehensive Matrix of Study Design

The Comprehensive Matrix of Study Design (Figure 2) presents the results that were reported by authors for any evaluation or experiment. While the search strategy yielded 39 full papers that were identified for analysis, only 29 of these papers contained primary study results from a case study, evaluation, or human experiment, and employed 1 of naïve, novice, or expert participants in the evaluation method. Naïve participants were generally undergraduate students with little or no prior clinical knowledge. Novice participants ranged from undergraduate computer science or nursing students to newly graduated clinical staff. Expert participants had at least 10 years of experience.

The number of participants exposed to test conditions highly varied; however, the majority of studies employed at least 15 participants. Six studies used a sample size greater than 20 to test for detection, diagnostic, and treatment accuracy, with the minimum and maximum being 4 and 32 participants, respectively. Most displays integrated these systems in a single display using live or static representations (n=15), while displays that were presented as case studies (in situ) were connected to central monitoring systems. Some displays supported views of clinical information that integrated data from other clinical and laboratory systems (n=15) [45]. Most prototypes that were evaluated used more than one data stream, with the exception of the studies that contained low-frequency updates (n=9). Most evaluations or experiments utilized more than one condition to test each display; however, a few did not have any scenarios or patient conditions (n=9). A large number of studies also did not utilize data from more than one patient-source (n=26).

Most of the studies were conducted in laboratory environments (n=24), followed by evaluations or experiments in the intensive care unit (n=12). Some studies were evaluated over multiple specialities (n=2), A majority of studies used some form of experimentation to validate their designs (n=21), although the specific method of experimentation was not always explicitly mentioned. Evaluations involved clinicians and mixed qualitative and quantitative methods were used to report results (n=8). Applications were primarily qualitative in nature, often depicting results through anecdotes (n=7). The remaining studies were design papers that investigated novel visual representations without involving prototypes. Of the papers that reported results (n=31), most reported positive findings (n=27), but in some cases negative results were also reported (n=4). A between-group experimental study yielded site-dependent results that were skewed towards the site that produced the visual representation. For evaluations or experiments the source of data to support realism was spread across live simulations (n=19), live patient-origin data (n=9), or static patient-generated data (n=11). Most studies did not test for cognitive overload using ad hoc methods or traditional workload score metrics such as the NASA Task Load Index (NASA-TLX) (n=30). Where cognitive workload was reported (n=7), most were reported to have reduced cognitive overload (n=5), while others reported no change or mixed results (n=3).

Long-term historical values, specifically ranges exceeding 5 minutes of monitoring were not included in majority of the displays (n=28). Tri-event parameters, namely, trajectory, frequency, and duration were seldom supported by visual representations, where these parameters were identified, trajectory was most frequently found (n=27). Temporal trajectory was encoded using curves (n=25) such as in a line graph, or glyphs (n=9). In terms of duration, the second tri-event parameter was seen across 10 displays, of which, glyphs (n=6), text (n=4) or curves (n=2) representations were utilized. Frequency, the last tri-event parameter was also seen in some visual representations encoded by glyph (n=5) or text (n=4) where supported. Where displays were validated through experimentation, both the display and scenarios were more often counterbalanced (n=12), while some experiments counterbalanced only the scenario (n=6) and others only the display (n=4). Scenarios were utilized across many studies utilizing experimentation or evaluation methodologies (n=22) and most were clinically relevant problems (n=21). Finally, only one of the evaluated visual representations supported the ability to perform analysis across multiple patients.

Discussion

Principal Findings

A total of 19 novel visual representations were identified from analysis of the literature. Novel displays were seen across 4 main groups, including tabular, waveform (graph-based), object, and metaphors. The latter 2 are aggregated together as ecologic displays.

Tabular Displays

The early- 1990’s saw growing interest in converting large volumes of paper patient charts to “virtual” records [24,46-49]. Initial representations adopted by these virtual patient records were largely tabular and text-dominant, and sometimes contributed negatively to information overload [48]. Figure 2 [50] illustrates an example of a traditional virtual patient chart that mimics a traditional paper flow chart. This review identified 14 tabular representations published from 1952 to 1997. Those systems provide a direct manipulation using the traditional desktop-oriented, Windows-Icon-Mouse-Pointer (WIMP) interaction paradigm. Additional levels of interactions, such as multiple mouse clicks, are required to access unique views of patient data. Large number of these displays are often duplicated to a physical copy, in part due to the simplicity and ease of reading paper charts [51].
Figure 2. A tabular display that mimics traditional clinical flow-sheets.

Figure 3. A modern dashboard utilizing waveform displays.
Waveform Displays

The review identified 9 out of 39 studies that used some form of live physiologic streams from real patients to display largely identical waveform representations. It was also noted that much of these waveform displays were integrated with other tabular and text representations. Five papers that presented waveform displays also supported interactive capabilities, including the ability to select regions of interest, filter based on patients, and generate screen captures [6,8,25,43,52]. Stylianides and colleagues (2011) present an engine for producing waveform graphics [23]; however, their system serves the purpose of animating historic physiologic data streams. CareCruiser [25], supports the interactive exploration of treatment plans using physiologic data. However, that system was not evaluated using more than one clinical user. PhysioEx [43] was evaluated using an expert evaluation methodology employing 5 domain experts, and was shown to further enhance that interactive analytic workflow by providing coordinated analysis of temporal data streams; however, using waveform displays only to guide the user with additional context.

Despite their ability to communicate acute time-sensitive events [20], waveform representations have numerous limitations [4,31,53]. One prime disadvantage of waveform displays is the potential to negatively impact cognitive load, that is, they require humans to monitor and consume large numbers of data points as they are produced to derive trends and higher level knowledge [7,8,22]. These waveforms display can convey several features in one frame; therefore, easily disturb limited resources of the working memory capabilities [54]. The challenge of managing large volumes of data has been extensively studied in several domains, such as information overload [55], visual data mining [56], and addressing cognitive challenges related to interruptions, task performance, and decision making [55,57-59].

Integrated methods of representing critical physiological information have been actively studied to reduce the internal mental processing requirement [20,22,32,60-62]. These integrated displays use a combination of text [33,34], graphic [3,4,63], and waveform [64,65] representations to summarize low-level information. Figure 3 [6] illustrates an example of an integrated display. Three such integrated displays were identified in the review [6,8,25]. These displays support clinicians to interactively select regions of interest while monitoring other forms of slow-changing clinical data. However, only one display allows the clinician to compare against a cohort [25]. Other studies, seeking alternatives to the waveform visual encoding, propose novel and ecological methods to improve knowledge discovery and minimize cognitive overload.

Ecological Displays

Classes of Visual Representations

Ecologic displays attempt to integrate relationships existing across both workflows and semantics [66]. Among the primary goals of ecologic displays is to convey both the means-end relation, answering the particular means of arriving at that state and its ultimate consequence. From our review, we identified 2 large classes of visual representations that approach these objectives. Object-oriented displays, and metaphorlic displays were seen to extend typical limitations found in text, tabular, and waveform displays by introducing novel information, such as spatial and temporal arrangements of closely related information.

Object-Oriented Displays

Displays that utilize and manipulate 2-dimensional graphical objects, limited to basic shapes and symmetries to produce emergent properties have been classed as object-oriented displays [2,13,35]. These displays follow demonstrated efficacy of graphical displays over traditional numeric displays observed in nuclear power station control stations [67]. Studies have shown a positive relationship with integrated displays and an overall improvement in diagnosis ability as well as a reduction in time to initiate treatment [68].

Blike and colleagues (2000) [69] showed that subjects exposed to emergent features using novel graphics recognized a problem more rapidly, but their accuracy had not improved in comparison to the numeric display. Moreover, they showed that the shape of the graphic, illustrated in Figure 4 [13], improved detection of etiology compared to the numeric and control displays. While Blike and colleagues stated an improved reaction and fewer errors when using the object-oriented display, the display was found to be confusing and not ecological to naïve participants. Zhang and colleagues [36] reproduced the designs introduced by Blike et al, and found that anesthesiologists were able to detect simple deviations faster; however, no change was seen with detection times of more complex cardiovascular events. Other studies have reported similar conclusions [5,9,13,68,70], suggesting a link between detection and reactionary time to the format and features of the graphical display.

In contrast, other studies that extrapolated heuristics from object-oriented displays report less convincing evidence; for instance, some report negative links when participants were presented object-oriented displays [21,37]. The etiologic potential display (Figure 5) [21] attempts to extract specific features of object displays that improve detection and diagnosis. In that study, Effken and colleagues find no significance in the detection or diagnostic times, even when 3 abstract displays were tested. Two of these displays required that features of the full prototype either be reorganized or removed.
Metaphoric Displays

A total of 20 representations, for over half of all visual representations analyzed, belonged to the metaphoric display group. Most clinical metaphoric displays illustrate physiologic data in terms of organ-systems [20,36,44,71]. Five papers presented metaphors that involved dynamic objects that exhibited behaviors similar to organ systems [5,14,20,21,26]. Several papers identified metaphor displays with positive outcomes. Cole and Stewart (1994) [14], introduced a visual representation (Figure 6) [50] which consists of 2 volume rectangles that compress or expand similar to the respiratory system. This design was further improved with additional data dimensions [26]. A Graphical Cardiovascular Display (Figure 7) [5] that uses a pipe-like metaphor of the cardiovascular system, was shown to enable faster detection of adverse events [5]. Wachter and colleagues (2003) applied similar approaches to develop a respiratory interface and found participants were able to identify abnormal states faster [9]. Gorges and colleagues, introduced a series of visual metaphors to communicate visual signs to bedside clinicians [22]. These displays adopt a clock metaphor illustrated in Figure 8 [22] to
convey salient features, such as temporal trends over the past 12-hours. Charabati and colleagues from the Montreal General Hospital’s department of anesthesiology introduced a gauge metaphor to highlight normal and abnormal ranges, and conducted an evaluation across 2 sites [7]. They found a combination of numeric and visual metaphors achieved the strongest advantage in detection, accuracy, and workload. Tappan and colleagues evaluated visual metaphors by appending visual objects to traditional medical monitors [19]. They reported significant improvements in detection of adverse events, with the visual metaphor having a 14.4 second advantage over traditional physiologic monitors. The visual metaphor was also found to reduce the number of missed events. However, similar to previous studies, these investigations were conducted in controlled environments.

Not all visual metaphors, however, have seen similar success. Zhang and colleagues (2002) [36] introduced an integrated 3-dimensional balloon metaphor, building on the work of Blike and colleagues (2000) [69] with object displays. Zhang and colleagues found mixed results after evaluations, with only 63% of scenarios having shorter detection than scenarios, and situational awareness being improved in 1 of 4 scenarios. Moreover, van Amsterdam and colleagues (2013) from the University Medical Center Groningen, utilized customization features offered by vendor-based medical monitors to construct and evaluate a metaphoric display presented in Figure 9 [10]. They found, however, that visual metaphors did not improve detection or accuracy of anesthesiologists [10].

Finally, while ecologic representations were evaluated for diagnostic accuracy and speed, the challenges surrounding cognitive errors remain only a secondary concern in research involving visual representations. Less than 8 out of 39 of papers analyzed were identified to have measured for cognitive workload [5,7,8,19,22,34,36,41]. Of the 8 papers that measured for cognitive workload, 4 papers used a quantitative measure such as the NASA-TLX score [5,8,22,34]. There are also limitations with the use of NASA-TLX, largely because it is a self-reported method of identifying perceived workload. A total of 3 of the 8 papers were evaluated with critical care clinicians, consequently, incorporating cognitive workload as a passive measure of potential cognitive error remains limited across visual representation research for clinical environments. Significantly, none of metaphoric displays supported analytic functions.

Figure 6. Volume triangles represent multivariate clinical data using a lung-expansion metaphor.

![Volume triangles represent multivariate clinical data using a lung-expansion metaphor.](image1)

Figure 7. Graphical Cardiovascular Display, adapts a metaphor of a pipes with volume and pressure properties.

![Graphical Cardiovascular Display, adapts a metaphor of a pipes with volume and pressure properties.](image2)
Tri-Event Parameters

Physiological displays can be designed and developed using 3 consumption efficacy metrics derived for temporal and dynamic data streams [43]. These metrics are termed tri-event temporal parameters namely, trajectory, frequency, and duration of salient events.

Among the tri-event parameters, trajectory was found to be the most popular, with 32 of 39 studies incorporating some form of trajectory information. However, longitudinal trajectory was found in only 9 studies, and was rare among displays that were found in anesthesiology but more common in critical care. Displays that incorporated an aspect of the tri-event temporal parameters exclusively adopted trajectory. Nine visual representations were found to have included the duration and frequency metrics. Most of the representations that included duration and frequency used glyphs (n=6) or text (n=5) to communicate episodic information. For instance, PhysioEx [43] uses the river metaphor [72] to illustrate frequency of adverse physiologic events that were analyzed by a real-time algorithm (bottom left, in Figure 10). Text also remains a popular method for communicating discrete events. Law and colleagues found text to be superior to waveform and numeric displays when communicating clinical episodes, even while clinicians reported a preference for graphical displays [73]. Where multiple views were presented, only one representation utilized interactive coordination between independent views [6].
Figure 10. PhysioEx, a coordinated visual analytic tool for exploring clinical events across multiple temporal physiologic data streams.

Conclusion

Visual representations of physiological data have been attempted several times as witnessed by the sheer size of prior work discussed in this paper. Many have shown their potential to improve clinical care, and while largely positive results have been released, there are still concerns as to the efficacy of both in reproducibility as well as translatability to the unit. In particular, methods to identify the accuracy of actions post-treatment to the display remain as concern and open areas for further exploration.

Few clinical visualization papers studied associations of the treatment condition to the accuracy or accrued insight by the user. It was also seen that most studies included detailed study of the time to diagnosis and its accuracy; however, many of these studies included highly controlled scenarios with highly visible graphical distortions. Additionally, few studies used real patient data to evaluate their prototypes. Hence, the frequency of events with clear and distinctive graphical patterns existing across real patient data remains untested. Detection was also another area where studies frequently report positive findings; however, in many cases these differences were marginal and found in narrow statistical ranges. It has yet to be proven whether these statistical significances are relevant in the clinical domain. Exact mechanisms inducing positive effect have yet to be studied within the prototypes studied [63,74].

Visual representations show promise; however, they are plagued with user-preference and interaction challenges. Results spanning two decades continue to show positive influence of graphical representations when they are used in simulated studies [4]. However, many of these studies have not used standardized metrics to test distinct controlled variables, or provide evidence of precisely which features of the graphical displays afford greater comprehension to the consumer. Questions still remain as to its efficacy in clinical practice, where, the availability of all data required by the representations may be limited. There is also the limitation of graphical representation failing to maintain interpretable coherence, when provided incorrect data [2].

Some studies have also demonstrated user involvement as an important factor which may have influenced results, in the design and development of the clinical system [45]. Future studies should focus on clinical validation as a means to identify real-life relevance. Clinical experiments are difficult in lieu of several considerations and their limitations. However, one study by Wachter et al [9], demonstrates that observational studies, although somewhat intrusive, may produce some significant qualitative results. These studies need to be expanded, and clinical trials must ultimately demonstrate their efficacy. Cognitive errors also require additional research effort, specifically by including evaluation methodologies such as the NASA-TLX score to allow end-users to self-report perceived workloads.

Only 7 visualizations were identified to have had some element of interactive selection and filtering functions to support basic analysis tasks. While only one display was identified to support analysis across cohort populations. The general absence of analysis functionalities is an opportunity for enhancing physiologic visualizations. Physiologic data represents a unique subset, due to the dynamic and streaming nature of the data. Application of visual analysis techniques may support novel uses of physiologic visualizations, such as supporting human-driven hypothesis generation tasks.

Finally, research in visual representations should include tri-event parameters as important design considerations to produce designs that communicate episodic information. PhysioEx was seen to incorporate all 3 parameters; however, it was limited to one view per patient [43]. These visual representations can then be used to better assess the influence of tri-event parameters on higher level workflows as well as in the progression of clinical conditions.
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Abstract

Background: In response to the increasing pressure of the societal challenge because of a graying society, a gulf of new Information and Communication Technology (ICT) supported care services (eCare) can now be noticed. Their common goal is to increase the quality of care while decreasing its costs. Smart Care Platforms (SCPs), installed in the homes of care-dependent people, foster the interoperability of these services and offer a set of eCare services that are complementary on one platform. These eCare services could not only result in more quality care for care receivers, but they also offer opportunities to care providers to optimize their processes.

Objective: The objective of the study was to identify and describe the expected added values and impacts of integrating SCPs in current home care delivery processes for all actors. In addition, the potential economic impact of SCP deployment is quantified from the perspective of home care organizations.

Methods: Semistructured and informal interviews and focus groups and cocreation workshops with service providers, managers of home care organizations, and formal and informal care providers led to the identification of added values of SCP integration. In a second step, process breakdown analyses of home care provisioning allowed defining the operational impact for home care organization. Impacts on 2 different process steps of providing home care were quantified. After modeling the investment, an economic evaluation compared the business as usual (BAU) scenario versus the integrated SCP scenario.

Results: The added value of SCP integration for all actors involved in home care was identified. Most impacts were qualitative such as increase in peace of mind, better quality of care, strengthened involvement in care provisioning, and more transparent care communication. For home care organizations, integrating SCPs could lead to a decrease of 38% of the current annual expenses for two administrative process steps namely, care rescheduling and the billing for care provisioning.

Conclusions: Although integrating SCP in home care processes could affect both the quality of life of the care receiver and informal care giver, only scarce and weak evidence was found that supports this assumption. In contrast, there exists evidence that indicates the lack of the impact on quality of life of the care receiver while it increases the cost of care provisioning. However, our cost-benefit quantification model shows that integrating SCPs in home care provisioning could lead to a considerable decrease of costs for care administrative tasks. Because of this cost decreasing impact, we believe that the integration of SCPs will be driven by home care organizations instead of the care receivers themselves.

(JMIR Med Inform 2016;4(4):e33) doi:10.2196/medinform.5012
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Introduction
A Societal Challenge
Many parts of the world face the same social evolution: an aging society. It’s a challenge because with an aging society the demand for care increases while resource availability (both human and monetary) is under pressure.

Information and Communication Technology (ICT)-enabled care services have the potential to reduce costs while maintaining or increasing the quality of care. Many examples in the primary (the general practitioners and health centers) and secondary care sectors (hospitals and specialist) already exist. Electronic health records and electronic drug prescriptions are only a couple of many examples. All these types of ICT-enabled services foster better care communication, organization, less medication or diagnostic errors, and more transparent data sharing [1].

eCare Services
In recent years, focus intensified on aging in place and how ICT-enabled services could support this. The number of ICT-supported care applications (eCare) such as remote fall detection [2], social contact enhancing applications, and telecare services to diagnose patients remotely [3] grew exponentially. This has resulted in a fragmented and scattered landscape of eCare applications. Most of the services have individual and standalone characteristics but interoperability often lacks [4].

Smart Care Platforms
In response to this barrier of noninteroperability and nonintegrated eCare services, the introduction of smart care platforms (SCPs) can be witnessed [5-9]. These SCPs allow integration, monitoring, and data exchange between a set of home care applications and services that run on a central cloud-like platform. Smart care platforms foster better care communication and information sharing among the professional, informal care providers, and care receivers [10]; therefore, SCPs are not the same as telecare services though they can support them. Furthermore, many SCPs allow the integration with various monitoring sensors that provide specific context information (eg, room temperature, movement of the person, bed detection, sound level) [11]. Longitudinal analyses of these data give meaningful insights in evolution of the condition of the care receivers and their daily life patterns. In general, the functionalities of SCPs in terms of providing services can be categorized and summarized as follows [9]:

Support Care and Care Processes
Examples of these services are: online meal delivery services, alerting specific care actors in case of certain events, care journals, and care agendas.

Sharing Care Information and Care Communication
According to the role-based rights of the involved actors (eg, GP vs informal caregiver vs care receivers), one can add, change, erase, or annotate particular information of the care receiver.

Support Social Life and Activities
Making video calls with friends or relatives or being able to share some memories with family are just some of these services that support the social life of the home care receiver.

Monitoring Services
Integration of various sensors into the homes of the care receivers allows monitoring of context data such as movement, pressure sensors to detect bed or couch presence, accelerometers to detect falls, light, noise, temperature, humidity, smoke detectors, weighing scales, and so on. Through these sensors all kinds of biometric or context information can be captured. Analysis of sensor data allows evaluations of lifestyle trends.

Most SCPs exist with one or more of the above described functionalities. In other cases, SCPs provide the basic set of functionalities, which can easily be extended by adding modular services [12]. O’CareClouds (OCCS) [12], the SCP developed in the identically named research project is a complete cloud-based platform. The basic service set of OCCS does provide several services to foster better care information sharing and social connectivity. The complete service set covers: (1) consulting and annotating the shared care record, (2) time and task registration of the care givers, (3) care agenda and a smart task list, (4) social calendar, (5) smart messaging service, and (6) a service catalogue for additional OCCS services. In addition, modular lifestyle monitoring services can be added by installing the necessary sensors. Although SCPs can support care provisioning for all types of home care receivers, in this work focus is on elderly, as it can be expected that more elderly will stay longer at home.

Evaluating Smart Care Platforms
SCP are believed to have a positive impact on the quality and the cost efficiency of care. But at the same time the main characteristic of SCPs, the ability to connect multiple actors, poses challenges for its adoption. Multi-actor or multi-stakeholders systems require at least a neutral and preferably a positive perceived impact for every actor involved before a successful adoption is possible [13]. Also it’s not clear which actor will initiate the adoption of SCPs.

Therefore, this paper focuses on determining and quantifying the impact of integrating SCPs into present home care processes for the elderly; in other words, evaluating the potential effect or added value of SCPs.

In the literature, previous work on several aspects of the evaluation of SCPs can be found. We distinguish (1) research on the evaluation methodology and (2) results of evaluation processes of eCare services.

http://medinform.jmir.org/2016/4/e33/
The nature of SCPs and eCare services in general requires a multi-aspect evaluation method. Evaluating these services solely based on their medical impact would be insufficient; also focusing on economic impact would be too narrow. Evaluating eCare services in their totality requires looking at them from several angles such as the economic perspective, the medical impact, the social aspect, the impact on the involved actors, legal issues, and technical barriers [13, 14].

In this knowledge, different frameworks are developed especially for evaluating eCare services [13-16]. All of them present a model or framework that takes into account several perspectives of the impact of integrating eCare or SCP services. Salvi et al [17] presents an overall evaluation framework based on quality of eCare services in the context of ambient assisted living. This incorporates many quality characteristics such as functionality, reliability, efficiency, and usability. However, the framework does not take the economic perspective into account.

In addition to the literature on the methodologies used for evaluating eCare services or SCPs, previous work on the impact of the integration and adoption of SCPs is also available.

Bossen et al [9] conclude that integrating SCPs in the home environment of care receivers can facilitate and augment the current home care processes and enhance the cooperation between the several involved actors even more. Although larger pilot tests are needed to further evaluate the CareCoor system, initial tests revealed promising results and positive impacts for the care network.

In contrast with the results of Bossen et al, findings from the Whole Systems Demonstrator cluster randomized trials indicate that the effects of “second-generation” telecare are very limited and even without significant impact [18-20]. Except for a small benefit on psychological outcomes, the gain in quality of life is very small [18]. This also results in a very high cost-effectiveness ratio, meaning that the costs needed to obtain that small increase in quality of life are very high and far above the willingness to pay for it. According to Steventon et al [19] the telecare services as implemented in the Whole System Demonstrator do not lead to significant cost reductions in the use of care services.

Contradiction of the results of these researches indicates that more research is needed to clarify the impact of ICT-supported care service. This lack of evidence is seen as one of the barriers for adoption of eCare services [21]. The absence of the proof of positive effects also affects the formulation of policies or new reimbursement systems [22]. This can affect the complete business model of the eCare service provider [10].

This paper identifies the expected impact of SCP integration for all actors involved. Via economic analyses, from the perspective of home care organizations, potential benefits and costs are compared with costs of current processes. Doing so, this research provides more clarity on viable economic business cases for SCPs.

**Methods**

**Overview**

The methodology consists of 2 phases (see Figure 1). In the first phase, all various forms of potential impact and benefits are identified. During a second phase a 4-step economic cost-benefit analysis was modeled from the perspective of home care organizations.

**Phase 1: Impact Identification**

First, expected fields of impact should be identified for each actor within the context of home care provisioning. The methodology known as the innovation Binder Approach [23] resulted after multiple iterations in input data from various perspectives such as technology, user or social, and business. Additionally input for this identification process resulted from workshops, focus groups, and semistructured and informal interviews with field experts such as managers and administrative staff members of home care organizations, home care providers, and technology providers. Both qualitative (eg, less anxiety, increased peace of mind, decreased burden of care) and quantitative impacts (eg, process excellence such as less administration or faster billing procedures) can be expected for the actors.

**Phase 2: Cost-Benefit Analysis From the Perspective of Home Care Organizations**

**Step 1: Identifying the Affected Home Care Processes via Process Breakdown Analyses**

Adopting SCPs will affect several processes needed to provide home care such as administration tasks, communication, and sharing information. Via a high-level home care process breakdown, home care organizations were able to locate the most resource-intensive processes that could be affected after integrating SCPs. After this step, the identified process steps, care scheduling and billing processes in this case, were further decomposed.

**Step 2: Quantification of Costs of the Current Business as Usual and Integrated Smart Care Platform Scenario**

Effects such as better scheduling and task coordination have direct quantitative impacts in terms of monetary or time savings. In this project, no qualitative or quantitative research has been carried out on the impact on health utility for care receivers such as surveying the quality of life. Therefore, this work focuses on the changes in the care scheduling and billing processes of a care organization (direct quantitative benefits).

To do so, first the annual expense of the BAU was quantified. After SCP integration, the BAU could be affected, resulting in new costs. This assumed impact, provided by home care managers and staff members during focus groups and semistructured interviews, is modeled in as well. The difference or delta between the 2 scenarios is defined as a direct benefit if the costs of the integrated SCP scenario are lower than the costs of the BAU scenario.
Step 3: Economic Evaluation: Comparing the Integrated Smart Care Platform Scenario With the Business as Usual Scenario

The goal is to research whereas the resulting benefits justify all the operational costs and investments that are needed for adopting SCPs. Thus, after quantifying the expected effects, the BAU is compared with the new “Integrated SCP scenario.” Therefore, the costs of SCP integration are also modeled.

Step 4: Dealing With Uncertainty via Sensitivity Analyses

Although this cost-benefit model is developed with realistic data provided by service providers and experts from home care organizations, it is likely that variations of the values will occur. Therefore, we need to check whether the model still behaves normally with varying input values. Sensitivity analysis also provides us with a confidence interval for the result based on the input parameters modeled with known variations.

Results

Phase 1: Overview of Potential Impact Per Actor

In the first step of this research, the potential impacts or added values, resulting from the adoption of SCPs, are identified per actor involved. Methodologies used to identify the impacts are: the “Innovation Binder Approach,” as described in [23], informal and semistructured interviews with managers of care organizations, informal and professional care providers and care receivers.

Table 1 presents the various expected added values identified per actor along with the nature of impact (qualitative or quantitative). Within the context of home care, the following actors are included: (1) care recipient or patient, (2) informal care giver, (3) formal or professional care giver and home care organization, (4) care insurers or payers and society, (5) primary care, and (6) secondary and tertiary care.
Table 1. Identification of added values that can be expected per actor.

<table>
<thead>
<tr>
<th>Actor</th>
<th>Added value description</th>
<th>Impact type: qualitative or quantitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care receiver</td>
<td>Control of the organization of care &lt;br&gt;Strengthened involvement and empowerment &lt;br&gt;Higher quality of care &lt;br&gt;Higher state of peace of mind &lt;br&gt;Higher state of self-management, less care dependent &lt;br&gt;Lowered barriers for social contact and decrease of social isolation &lt;br&gt;Better informed of existing and practical care support services</td>
<td>Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative</td>
</tr>
<tr>
<td>Informal care giver</td>
<td>Better care task coordination &lt;br&gt;Improved quality of care or work atmosphere &lt;br&gt;Less stress, less unexpected tasks, increased state of peace of mind &lt;br&gt;Being better (and real time) informed</td>
<td>Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative</td>
</tr>
<tr>
<td>Primary care (GPs)</td>
<td>Access to more complete care and context data &lt;br&gt;Improved quality of care, faster and more complete diagnoses &lt;br&gt;Being better (and real time) informed</td>
<td>Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative</td>
</tr>
<tr>
<td>Secondary and tertiary care</td>
<td>Access to more complete care and context data &lt;br&gt;Being better informed &lt;br&gt;Improved quality of care, faster and more complete diagnoses</td>
<td>Qualitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative</td>
</tr>
<tr>
<td>Care insurer or payer and society</td>
<td>More opportunities for prevention &lt;br&gt;Savings because of delayed transition to care home &lt;br&gt;Increase in cost-efficiency &lt;br&gt;Overall higher quality of care &lt;br&gt;Transition from curative to preventive care</td>
<td>Qualitative &lt;br&gt;Quantitative &lt;br&gt;Quantitative &lt;br&gt;Qualitative &lt;br&gt;Qualitative</td>
</tr>
</tbody>
</table>

Although the potential impact for every care giver is considerable, in what follows only the impact for the care organization is quantified. This actor is considered as an SCP initiator for 2 reasons:

- Several home care organizations already provide monitoring services such as personal alarm system and work with call centers. Offering SCPs toward their clients would extend the current service offers.
- SCPs have the potential to simplify and decrease the costs for organizing home care. Therefore, home care organizations have a potential incentive to adopt SCPs.

Phase 2: Cost-Benefit Analysis From the Perspective of Home Care Organizations

The home care organizations themselves are convinced that a lot of improvement is possible in the process of home care provisioning. In order to detect which process steps would be affected by SCPs, semistructured interviews and focus groups with care organizations were carried out to collect data to be able to quantify the current costs for billing and rescheduling processes.

These data served as input for a numerical model to calculate the potential benefits and costs. In what follows, all results of the 4-step model (Figure 1) are discussed.

**Step 1: Process Impact Identification**

In the first step, the complete process of home care provision is broken down into several main and sub process blocks. This allowed the managers and staff members of the home care organization to locate process steps that potentially would be affected when integrating SCPs.

**Figure 2** presents the high - level process spider chart for home care provisioning. The main process blocks for home care provisioning are patient intake phase, preparation of the care delivery, actual care delivery, and care delivery administration.
Two-process steps were identified by the expert team as potentially impacted by adopting SCP. First, the current process for billing for home care was identified and second, the process that takes place when something has to change to the actual care schedule. For instance, when a caregiver gets sick, all planned appointments need to be reallocated to other care givers. A second example provided by the expert group is: when a client visits the hospital, all planned care visits should be replaced with others, otherwise the care givers would have no work. A more detailed decomposition of both processes is shown in Figure 3.

**Figure 2.** High-level process breakdown of home care delivery.

---

**Step 2: Quantification of Costs of the Current Business as Usual and Integrated Smart Care Platform Scenario**

**The Process Break Down and Resource Usage of the Current Business as Usual Scenario**

In the next step each process block of the current billing process is quantified in terms of cost per year. The same is done for the rescheduling process. Relevant data in order to calculate the cost of the current processes or business as usual are presented in Table 2.
Figure 3. Process decomposition of current billing and care rescheduling processes—business as usual (BAU) scenario.

Table 2. Cost parameters and drivers used to calculate the cost of the business as usual (BAU) process.

<table>
<thead>
<tr>
<th>Numerical parameters for the current billing process</th>
<th>Numerical parameters for the current rescheduling process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of care visits per month</td>
<td>Frequency of care rescheduling in terms of percentage of the total amount of planned care visits</td>
</tr>
<tr>
<td>Total amount of care givers</td>
<td>Telecommunication costs for calling the central administration office</td>
</tr>
<tr>
<td>Full-time equivalents (FTEs) of care providers</td>
<td>Average time needed to make the rescheduling exercise (not every care provider can be reallocated to a changed care visit due to professional or personal reasons (eg, care provider must speak Dutch, cannot be pregnant because of potential diseases of the cat of the care receiver)</td>
</tr>
<tr>
<td>Time needed to input the data into the back-end system</td>
<td>Time needed to inform the original dedicated care giver</td>
</tr>
<tr>
<td>Cost for mailing the monthly visit records of the care giver to the care organization</td>
<td>Scheduled visits per month</td>
</tr>
<tr>
<td>Time needed for inputting the data after each visit</td>
<td>Number of rescheduled visits per month</td>
</tr>
<tr>
<td>Average wages of the administration staff and the care providers</td>
<td></td>
</tr>
<tr>
<td>Transport time</td>
<td></td>
</tr>
<tr>
<td>Transport frequency</td>
<td></td>
</tr>
<tr>
<td>Time needed for rework due to errors</td>
<td></td>
</tr>
</tbody>
</table>
The costs for the current rescheduling activities are more than 3 times higher than the current costs for billing administration. This is mainly caused by the wages of central office staff members who do the actual rescheduling (see Multimedia Appendix 1).

The model was initially designed for an East Flemish Care organization involved in the OCCS project, but is not limited to this organization. This region counts about 881 full-time equivalent home care givers who are members of the care organization. All data and results are valid within the scope of the OCCS project [12]. According to the managers of the care organizations, the input provided and process issues described are similar for all Flemish and even Belgian care organizations. For detailed data of current billing and rescheduling processes see Multimedia Appendix 1.

Figure 4 presents the current cumulative cash outflows per quartile for both the billing and rescheduling processes. In total, these 2 processes cost about €510,000 per year for this provincial division of the Flemish care organization involved in the OCCS project.

For detailed data on the affected process parameters, see Multimedia Appendix 2. Figure 6 shows the expected cumulative cash outflows of the new processes.

Given the validated impact assumptions such as reduced time needed for putting in the billing information, fewer telephone calls, no correspondence needed anymore, and so on, the total annual expense of the new processes, investments in SCP excluded would decrease to €160,000 per year. This means a reduction of 69% of the total cost of the current billing and rescheduling processes can be obtained. Figure 7 presents the comparison between the cumulative expected costs of the current and future billing and rescheduling processes.

A clear difference between the costs of the current and potential new billing and care rescheduling processes can be seen. But the latter requires a significant investment in order to reach these potential savings. Furthermore, it is expected that the data inputting process could be more time-efficient for the care provider by the use of the smart care app on the mobile phone. For the provincial home care organization involved in the OCCS project, this could free up nearly 11,000 h per year ([1488 min/year − 744 min/year] × 881 FTEs); see Multimedia Appendices 1 and for data. This time could be spent with the care receiver, resulting in better quality of care (more quality time for the patient) without affecting the cost.
Figure 5. Process decomposition of new billing and care rescheduling processes (adaptations are indicated in green)—integrated smart care platform (SCP) scenario.

Figure 6. In the new integrated smart care platform scenario, the billing process is almost completely automated. That explains the low cumulative cash outflow due to the future billing processes (see Multimedia Appendix 2).
Figure 7. Automating the billing processes and rescheduling processes would lead to a process cost reduction of 69%.

Table 3. Investments to integrate O’CareCloudS (OCCS), based on expert estimations within OCCS and sector averages.

<table>
<thead>
<tr>
<th>Description of investment</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Every care provider needs a (basic) mobile phone, not only the people who work full-time, but also the people who work part time. (The lifetime of these devices is currently set at 3 years. Then they need to be replaced)</td>
<td>80</td>
<td>€/care provider</td>
</tr>
<tr>
<td>Every care provider needs a mobile telecommunication subscription. (There exist special group tariffs for care organization, that is why this annual expense is initially modeled rather low)</td>
<td>40</td>
<td>€/year per care provider</td>
</tr>
<tr>
<td>Each care provider needs to have access to OCCS. An annual subscription cost is modeled per care provider.</td>
<td>20</td>
<td>€/year per care provider</td>
</tr>
<tr>
<td>Each care provider needs to be educated to understand the functionalities of the SCP (2 h of education)</td>
<td>31</td>
<td>€/care provider</td>
</tr>
<tr>
<td>The SCP needs to be integrated into the back-end systems (1 FTE during 3 months)</td>
<td>14,700</td>
<td>€</td>
</tr>
<tr>
<td>An annual operational cost which is modeled as a percentage of the integration cost is needed to keep the SCP up and running</td>
<td>5%</td>
<td></td>
</tr>
</tbody>
</table>

Step 3: Investment Modeling and Economic Evaluation

Smart Care Platform Investment Modeling

The expected savings can only be obtained if the home care organization invests in an SCP system like OCCS. These investments are modeled in Table 3.

Furthermore, economies of scale are modeled for the SCP subscription cost per care provider. This is modeled as a staircase function, driven by the number of care providers connected with the SCP.

The rollout of an SCP within the complete care organization is modeled as a staircase function as well. This was asked by the managers of the home care organization. Each quartile, 25% of all care givers are provided with the needed hardware and the education time. After 1 year, all care givers are connected with the SCP.

Economic Evaluation: Comparing the Integrated Smart Care Platform Scenario With the Business as Usual Scenario

Now that the impact and costs of SCP integration are known, we can investigate whether the impact is still positive after taking into account all the costs for SCP deployment.

The following graph (Figure 8) shows the expected evolution of the undiscounted cash outflow in a situation in which a smart care system would be deployed in 1 year compared with the costs of current billing and rescheduling processes.

Based on the provided data, integrating an SCP would have a payback time which is less than 1 year. Within a period of 8 years after the investment, a total cost reduction of 38% can be expected.

From Figure 9 one can see that, according to this model, the total annual expense per care provider can maximum increase to about €150 per person per year. At that level, the expected costs of the SCP integration would be the same as the current costs, everything smaller than €150 would lead to savings.
**Figure 8.** In the first year, the cash outflow of the integrated smart care platform (SCP) scenario is the same as for the current business as usual (BAU) scenario because of the initial investments. But after that, one can see clearly the potential savings of integrating an SCP.

**Figure 9.** Expected evolution of the cumulative cash outflow in case the annual cost per care provider would be €150. This is the upper boundary for the yearly costs per care provider.

**Table 4.** Modeled distributions for uncertain input parameters, based on expert estimations within O’CareCloudS (OCCS).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Modeled distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hours needed for education (h)</td>
<td>Normal distribution with parameters mean=2.00, SD=0.32</td>
</tr>
<tr>
<td>Annual SCP maintenance costs (% of integration cost)</td>
<td>Normal distribution with parameters mean=0.05, SD=0.01</td>
</tr>
<tr>
<td>SCP back-end integration cost (€)</td>
<td>Lognormal distribution with parameters location=104,000, mean=14,700, SD=3498.6</td>
</tr>
<tr>
<td>Cost for mobile phone (€)</td>
<td>Maximum extreme distribution with parameters likeliest=80, scale=1.94</td>
</tr>
<tr>
<td>Yearly Telco subscription for the care provider (€/year)</td>
<td>Normal distribution with parameters mean=40, SD=11.76</td>
</tr>
<tr>
<td>Yearly smart care platform subscription cost for the care providers (€/year)</td>
<td>Beta distribution with parameters minimum=15, maximum=100, alpha=1.2, beta=2.6</td>
</tr>
</tbody>
</table>
Step 4: Dealing With Uncertainty

To take uncertainties into account, such as the assumed impacts on both affected processes, a sensitivity analysis is performed. Table 4 depicts the variations on uncertain input parameters.

The result of the sensitivity analysis indicates a 90% chance that within a period of 8 years after the investment in an SCP, the cumulative undiscounted cash outflow will lie between k€2400 and k€3400 (see Figure 10).

Figure 10. Expected undiscounted cumulative cash outflow with CIs 90%, 50%, 25%, and 10%. In the worst-case scenario, the cost of the billing and rescheduling process will still cost 18% less than in the current situation.

Testing the model robustness indicates that the SCP subscription cost is the driving parameter in this model (see Figure 11). This is acceptable as the variance on this parameter is rather high and because of the annual effect of it. The same is true for the Telco subscription cost. This means that it will be important to negotiate good subscription prices for both access to the SCP and for the telecommunication subscriptions.

Figure 11. The annual subscription cost for smart care platforms is expected to have the biggest impact on the expected savings, followed by the annual expenses for telecommunication.
Discussion

Principal Findings

Integrating SCPs such as OCCS could affect the care administration process of care organizations. Based on the provided process data of BAU and “integrated SCP scenario,” an annual cost reduction of 37-38% could be expected. This cost reduction does not result from the SCP’s main purpose, being sharing care data or monitoring care receivers, but from the fact that digitizing one or more parts of an often time-intensive manual process can save expensive resources.

The results indicate that at least for care organizations, which are often important actors in the home care provisioning for elderly, the impact of integrating SCPs within their own scheduling and billing software is positive. This is important because literature indicates that the impact of SCPs on the quality of life of care receivers is rather limited and still not convincing enough to drive a viable adoption.

This SCP integration would not require involvement of the care receivers or their informal caregiver. Only professional care givers within the organizations could consult the system. Initially, for the care receivers and informal care givers the added value of such a system would remain very limited.

Therefore, we believe that until the added value of SCPs for the care receiver increases to a critical level for which there exists a viable willingness to pay, the adoption of SCPs will be driven by a positive affected actor such as the care organizations. This could be a first step to digital integration and collaboration of care organizations and a first step toward a patient-centred care system.

Once all personnel of the care organization receive education and familiarize themselves with the functionalities, the home care organization can open the other functionalities of the SCPs also toward the care receivers, their informal care givers, and other care providers. In this way also other actors with a lower willingness to pay, because of the less direct quantitative benefits of SCPs, can experience the added values of SCPs.

As this research is a part of the Flemish OCCS project, the results are pertaining to the Flemish homecare organization involved in the project. As the field experts who provided data for this research stated that the situation is the same in the entire Belgium and is the same even in many Western European countries, therefore, the findings could be generalized.

Limitations

Although there are many beneficial impacts due to SCP integration, it should be noted that SCP adoption will result in some challenges and threats. Often there are concerns about privacy, data ownership, and replacing human care toward automated less personal care. It was not the focus of this research to describe all potential barriers. The results of the economic evaluation should not be affected by taking these challenges and threats into account.

Another point of remark is the single-sided perspective of the economic evaluation. Considering the case of the home care organizations alone is a well-considered choice because we strongly believe that these actors will drive adoption for SCPs. However, other actors such as society, care payer, and formal care providers could also experience economic impacts. From that point of view, the results of the analyses are probably an underestimation of the real effects. Future research on the evaluation from more perspectives complemented with a study on the impact on quality of life can bring more clarity.

Conclusions

This work envisions to identify, describe, quantify, and evaluate the impact of integrating new “Cloud-like” smart care platforms into the current home care processes. The goal of these platforms is to offer trusted information and knowledge-based services related to the care organization and delivery to the client or patient. These services aim to support and foster communication on the daily care-related needs, the social needs, and daily life assistance.

One of the goals of integrating SCPs is to foster open communication and data sharing among all the involved actors (eg, care organization, general practitioner, formal and informal care givers). Thus, in order to stimulate usage of SCPs, all actors involved should benefit from it or at least not be affected negatively.

The research indicates that all actors could benefit from the integration of SCPs. Care receivers can expect a higher quality of life, informal care givers could face a higher state of peace of mind, and formal care providers can provide the same quality of care while there could be more quality time available. Care organizations can optimize their care administration processes and push the level of digitization even further. Finally, care insurers and society in general could profit because of the possibility to provide personalized prevention and decrease or postpone the move to care homes and let the elderly stay at home instead. Although these expected effects sound acceptable, it is not clear yet whether these impacts will convince care receivers to adopt SCPs.

However, when we step away from the main goals of integrating SCPs and focus on the potential effects that result from digitizing and optimizing the current administration of home care processes (billing and care scheduling in particular), our quantification model indicates that a cost reduction for the home care organization of 37-38% could be expected and thousands of hours per year could be freed up for providing quality care by optimizing the current administrative tasks. Thus, if SCPs could be integrated within the already existing back-end systems of care organizations or vice versa, the savings potential could be a viable driver for the adoption of SCPs by home care organizations.
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Abstract

Background: Email between patients and their health care providers can serve as a continuous and collaborative forum to improve access to care, enhance convenience of communication, reduce administrative costs and missed appointments, and improve satisfaction with the patient-provider relationship.

 Objective: The main objective of this study was to investigate the attitudes of patients aged 16 years and older toward receiving email communication for health-related purposes from an academic inner-city family health team in Southern Ontario. In addition to exploring the proportion of patients with a functioning email address and interest in email communication with their health care provider, we also examined patient-level predictors of interest in email communication.

 Methods: A cross-sectional study was conducted using a self-administered, 1-page survey of attitudes toward electronic communication for health purposes. Participants were recruited from attending patients at the McMaster Family Practice in Hamilton, Ontario, Canada. These patients were aged 16 years and older and were approached consecutively to complete the self-administered survey (N=624). Descriptive analyses were conducted using the Pearson chi-square test to examine correlations between variables. A logistic regression analysis was conducted to determine statistically significant predictors of interest in email communication (yes or no).

 Results: The majority of respondents (73.2%, 457/624) reported that they would be willing to have their health care provider (from the McMaster Family Practice) contact them via email to communicate health-related information. Those respondents who checked their personal email more frequently were less likely to want to engage in this electronic communication. Among respondents who check their email less frequently (fewer than every 3 days), 46% (37/81) preferred to communicate with the McMaster Family Practice via email.

 Conclusions: Online applications, including email, are emerging as a viable avenue for patient communication. With increasing utility of mobile devices in the general population, the proportion of patients interested in email communication with their health care providers may continue to increase. When following best practices and appropriate guidelines, health care providers can use this resource to enhance patient-provider communication in their clinical work, ultimately leading to improved health outcomes and satisfaction with care among their patients.
Introduction

The use of the Internet and electronic communication for day-to-day purposes is becoming an increasingly ubiquitous resource in many developed countries around the world [1]. The use of technology and electronics in health care delivery is also continuing to rise in prevalence [2-7]. Among other modalities [8], email between patients and their health care providers can serve as a continuous and collaborative forum to improve access to care, enhance convenience of communication outside of traditional office hours, reduce administrative costs and missed appointments, and improve satisfaction with the patient-provider relationship [2,9-14]. A systematic review conducted by Ye et al (2010) included content analyses of email messages between patients and health care providers and indicated that emails were commonly used for medical information exchange, medical condition or update, medication information, and subspecialty evaluation [12].

The benefits and risks associated with using email communication have been well-articulated in previous literature [2,6,7,9,14,15]. The potential advantages of email in delivering health care include (1) increased convenience for patients and providers (eg, time savings, avoiding need for in-person visit) [2,9-11]; (2) the continuous recording of health-related information (eg, tests results, addresses and telephone numbers of referrals, postoperative instructions) [2,10]; (3) increased opportunity for information sharing (eg, sending educational material relevant to their health) [2,10]; and (4) a user-friendly medium for patients to ask clarification questions after a face-to-face consultation [2,12]. However, there is concern from health care providers that improper use of this resource may hinder the patient-provider relationship [2,4,5], become a source of legal liability [12,15], increase the risk of diagnostic or communication errors [2,17], highlight social disparities among patients [2,14,16], and threaten patient privacy [2,4,12,15,17-19]. Providers have also been wary of adopting email as a major mode of communication with their patients, citing concerns of reimbursement, inundation with email, time demands, and the possibility of dealing with trivial issues or topics that are inappropriate to manage over email [4,17,19-21]. Despite these concerns, some studies have indicated that the email medium has promise in improving communication and access in health care. For example, patients tended to use the format appropriately by avoiding emergent issues, limiting the content to medical and administrative-oriented topics (eg, arranging appointments), and including only one request per email [9,12,22,23].

The main objective of this study, conducted as part of a Quality Assurance project at McMaster Family Practice, is to investigate the attitudes of patients aged 16 years and older toward receiving email communication for health-related purposes from an academic inner-city family health team in Southern Ontario. This was achieved through the development and distribution of a questionnaire by the study authors that identified patient concerns around email communication, their willingness to use this modality for communication from the clinic, and what specific purposes they felt would be most useful.

Methods

Setting and Study Sample

The project took place at McMaster Family Practice in Hamilton, Ontario, Canada. McMaster Family Practice is a large academic family medicine clinic situated in the downtown of an urban region that provides a full range of comprehensive primary care, with a particular focus on inner city health issues. Patients aged 16 years and older, who attended the clinic, were eligible to participate in the survey. Patient recruitment occurred during the time of checking in for a clinic visit with the medical office assistant. Patients meeting eligibility criteria (greater than 16 years of age, fluent in English, and without any diagnosis of cognitive impairment) were offered the opportunity to participate in the study. If they agreed, they were provided with a clipboard with the questionnaire and a pen—there was no digital modality offered for this questionnaire. Patients who agreed to complete the pseudonymous survey were compensated for their participation with a small treat (value less than Can $1), and completed the survey in the practice waiting room before their health care encounter. Approval for the project was granted by the Hamilton Integrated Research Ethic Board.

Study Design and Data Collection

The study was a cross-sectional, self-administered survey of patients who met the inclusion criteria at the date of data collection. The survey instrument was a 1-page, 2-sided document that was developed by the authors following a literature review and discussion (see Multimedia Appendix 1). In addition to demographic characteristics, respondents were asked about their satisfaction or dissatisfaction of the potential to use email communication with their health care provider. Responses from completed surveys were entered into an electronic database for analysis. Surveys were completed anonymously, with only their personal identifiers (the first three digits of the patient’s residential postal code) and patient age at date of data collection.

Data Analysis

Descriptive analyses were conducted to examine participant characteristics, frequencies of responses, and relationships between key variables. A Pearson chi-square test was conducted to explore correlations between variables, and a stepwise logistic regression analysis was conducted to identify the independent variables that were statistically significant predictors of the dependent variable, which was patient interest in email communication (yes or no). The distribution of independent and dependent variables was explored before analysis. The significance level was set to .05, while case-wise deletion was
Results

Participant Characteristics

A summary of all participant characteristics and demographics is presented in Table 1. Overall, 49.7% (310/624) of respondents were female and 17.6% (110/624) were between the ages of 35 and 44 years. Slightly less than half of the respondents had completed university-level education (43.1%, 269/624) and were employed at the time of the study (47.6%, 297/624). While 87.5% (546/624) of respondents stated that they had a personal email address, 73.2% (457/624) of patients stated that they would be willing to have health-related email communication with the McMaster Family Practice.

Table 1. Characteristics and demographics of study participants (N=624).

<table>
<thead>
<tr>
<th>Patient Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>186 (29.8)</td>
</tr>
<tr>
<td>Female</td>
<td>310 (49.7)</td>
</tr>
<tr>
<td>Not specified</td>
<td>128 (20.5)</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>16-24</td>
<td>47 (7.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>102 (16.3)</td>
</tr>
<tr>
<td>35-44</td>
<td>110 (17.6)</td>
</tr>
<tr>
<td>45-54</td>
<td>105 (16.8)</td>
</tr>
<tr>
<td>55-64</td>
<td>86 (13.8)</td>
</tr>
<tr>
<td>65-74</td>
<td>51 (8.2)</td>
</tr>
<tr>
<td>75-84</td>
<td>26 (4.2)</td>
</tr>
<tr>
<td>85-94</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>Not specified</td>
<td>94 (15.1)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>16 (2.6)</td>
</tr>
<tr>
<td>High school</td>
<td>75 (12.0)</td>
</tr>
<tr>
<td>College</td>
<td>129 (20.7)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>134 (21.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>135 (21.6)</td>
</tr>
<tr>
<td>Not specified</td>
<td>135 (21.6)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>297 (47.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>98 (15.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>67 (10.7)</td>
</tr>
<tr>
<td>Not specified</td>
<td>162 (26.0)</td>
</tr>
</tbody>
</table>

Willingness to Use Email Communication

The correlation between how often a participant checked their email and their willingness to receive email communication was assessed and is presented in Table 2. A total of 90.6% (414/457) of respondents who checked their email frequently (at least once every 3 days) were willing to be contacted by email, as compared to 45.7% (37/81) of participants who checked their email less frequently (P<.001). Interestingly, the willingness to be contacted did not vary by patient age (P=.30) or patient sex (P=.95). In examining the influence of education level, 88.1% (119/135) of patients who did have a postgraduate education were open to email communication, while 77.0% (271/352) of respondents who did not have a postgraduate education were still open to email communication (P<.001). A total of 70.0% (437/624) of patient respondents did not have an interest in SMS text messaging (short message service, SMS) communication. This trend was evident regardless of age group. When asked about privacy concerns, 63.3% (395/624) of respondents were not concerned or only somewhat concerned. However, 24.7% (154/624) of patients stated that privacy was a serious concern and the remaining 12.0% (75/624) of respondents were unsure or undecided. Among patients that were not concerned or only somewhat concerned about privacy,
87.7% (270/308) were willing to be contacted by email, as compared to 74.2% (89/120) of respondents who were concerned or very concerned about privacy \((P<.001)\).

In the logistic regression analysis, which determined predictors of respondent interest in health-related email communication, 3 independent variables were found to be statistically significant \((P<.05)\). The final model is presented in Table 3. Among those patients who accepted text messages, there was a 3.7-fold increase in odds of whether these patients would also want to utilize email communication \((P=.002)\), holding all other variables constant. Among patients who utilized personal email, there was an 8.3-fold increase in odds of whether the patient would also want to utilize email communication with their health care provider \((P=.03)\), holding all other variables constant. Finally, patients who checked their email frequently were 58% less likely to be interested in email communication \((P<.001)\), holding all other variables constant.

### Table 2. Variable correlation with participant interest in health-related email communication.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Chi square test (P) value (degrees of freedom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concerned about privacy</td>
<td>(&lt;.001^a) (5)</td>
</tr>
<tr>
<td>Concerned about junk mail</td>
<td>.45 (4)</td>
</tr>
<tr>
<td>Email benefit</td>
<td>(&lt;.001^a) (4)</td>
</tr>
<tr>
<td>Frequently checks email</td>
<td>(&lt;.001^a) (4)</td>
</tr>
<tr>
<td>Forgetting appointments</td>
<td>.01(^b) (5)</td>
</tr>
<tr>
<td>Overall satisfaction with current communication</td>
<td>.10 (4)</td>
</tr>
</tbody>
</table>

\(^a\)Statistically significant, \(P<.01\).
\(^b\)Statistically significant, \(P<.05\).

### Table 3. Logistic regression analysis examining predictor variables of participant interest in health-related email communication.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>(exp(B)^a)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age category</td>
<td>1.16</td>
<td>.16</td>
</tr>
<tr>
<td>Sex</td>
<td>1.15</td>
<td>.67</td>
</tr>
<tr>
<td>More education</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Less education</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Employed</td>
<td>0.73</td>
<td>.33</td>
</tr>
<tr>
<td>Use of text messaging</td>
<td>3.72</td>
<td>&lt;.001(^c)</td>
</tr>
<tr>
<td>Frequently checks email</td>
<td>0.42</td>
<td>&lt;.001(^c)</td>
</tr>
<tr>
<td>Personal email</td>
<td>8.29</td>
<td>.03(^d)</td>
</tr>
<tr>
<td>Overall satisfaction with current communication</td>
<td>1.00</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

\(^a\)Exponentiation of the \(B\) coefficient (odds ratio).
\(^b\)Controlling for all other independent variables in the model.
\(^c\)Statistically significant, \(P<.01\).
\(^d\)Statistically significant, \(P<.05\).

### Discussion

#### Principal Findings

The vast majority of respondents \((73.2\%, 457/624)\) reported willingness to communicate electronically with their family practice for health-related purposes, which is comparable to previous research that has found a large proportion of patients \((70\% \text{ to } 90\%)\) had access to email and interest in using email to communicate with their health care provider \([14,16,17,20]\). Increasing interest and openness to electronic communication highlights the “technological revolution” that has occurred in everyday life for patients \([1]\). The disinterest in text messaging and concerns regarding privacy in our survey respondents has likely lessened as a result of increased utility of mobile devices in general publication since the time of this study, as well as the improved public perception and comfort with health-related use of information technology \([24]\). Our study indicated that despite concern for confidentiality, 74.2\% \((194/334)\) of these patients would still allow for email communication. Those respondents who checked their personal email more frequently were also more likely to want to engage in health-related email communication. These individuals may have technology and electronic communication more fully integrated into their daily lives, such as through the use of mobile devices. However, those patients who did not have a personal email and who were not interested in engaging with their health care providers electronically represent an important demographic, who must
not be left behind in this “technological revolution.” Interestingly, of the respondents who check their email less frequently than every 3 days, 45.7% (37/81) would still be interested in communicating with the McMaster Family Practice via email. This finding may indicate that patients would be interested in making use of their email for specific purposes, such as for health-related communication and decisions.

**Implications for Practice, Policy, and Research**

This study indicates that email communication could provide an important avenue for health-related information between interested patients and providers. When used to its highest potential, electronic communication could enhance convenience, access, information sharing, satisfaction, and quality of care. However, at its basic level, email communication can have an impact on allowing for electronic scheduling and appointment reminders, as well as the opportunity for clarification after a face-to-face encounter with a primary health care provider or a specialist. While this is an ideal outcome of this technology, it is crucial that the “technological divide” does not hinder patient experience [2,14,16]. For example, patients who do not have interest or access to regular email must be able to maintain relationships with their providers. While patients may become increasingly accepting of the use of technology in their health care encounters, regulations must be in place to ensure that confidentiality and privacy in email communication remains a priority.

**Limitations**

There are four key limitations to this study that have been identified. Firstly, participants in the survey were derived from a convenient sample of consecutive patients who were at least 16 years of age and who were attending the family practice on the date of data collection. While the final sample size was just over 600 patients, future studies should randomly select and survey members of the general and patient population. Secondly, those patients who did not use email at all (eg, patients who may be older, in poor health or of lower socioeconomic status) may have been less inclined to participate and complete the survey, or may not have been part of the population able to attend the clinic. As such, selection bias may have occurred in data collection and may have influenced the findings of this study. Thirdly, the patient characteristics of this family practice, which is an academic practice in an urban setting, should be considered when generalizing the results of this study. This study provides pertinent information for email communication at the McMaster Family Practice and the generalizability of these findings to other contexts or populations should be carefully assessed. Finally, opportunities for improvement of the study questionnaire itself have been identified, including the use of a scaled response grade for the questions asking about willingness to receive email and text communication from the clinic (as opposed to the dichotomous “yes” and “no” used), and asking about access to mobile devices and Internet.

**Conclusions**

Our survey found that the majority of participating patients have a functioning email address and are willing to use email for health-related communication with the McMaster Family Practice. The willingness to receive email communication was not significantly correlated with age, indicating that older patients were still interested in this health communication approach. Surprisingly, privacy was not a significant concern for many patients, despite privacy being a common potential issue discussed in previous literature. A wealth of research has demonstrated that effective communication between patients and providers may positively influence patient’s behaviors and well-being, including satisfaction with care, medication adherence, recall and comprehension of medical information, and even functional and physiological status [25-27]. Email communication between patients and their health care providers can serve as a viable resource to enhance dialogue both inside and outside of the clinic room. While research has shown that clinicians find email communication with patients useful for administrative purposes (eg, appointment bookings, invitations, and reminders for preventive care), future research should examine whether specific approaches (eg, integration into personal health record) would make email communication more desirable for patients and providers. Future research should also assess the influence of email communication on specific aspects of the patient-provider relationship (eg, patient literacy, shared decision-making) and the best practices to maximize the effectiveness and quality of email communication between patients and their health care providers.
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