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Abstract

Background: A unique study identifier serves as a key for linking research data about a study subject without revealing protected
health information in the identifier. While sufficient for single-site and limited-scale studies, the use of common unique study
identifiers has several drawbacks for large multicenter studies, where thousands of research participants may be recruited from
multiple sites. An important property of study identifiers is error tolerance (or validatable), in that inadvertent editing mistakes
during their transmission and use will most likely result in invalid study identifiers.

Objective: This paper introduces a novel method called "Randomized N-gram Hashing (NHash)," for generating unique study
identifiers in a distributed and validatable fashion, in multicenter research. NHash has a unique set of properties: (1) it is a
pseudonym serving the purpose of linking research data about a study participant for research purposes; (2) it can be generated
automatically in a completely distributed fashion with virtually no risk for identifier collision; (3) it incorporates a set of
cryptographic hash functions based on N-grams, with a combination of additional encryption techniques such as a shift cipher;
(d) it is validatable (error tolerant) in the sense that inadvertent edit errors will mostly result in invalid identifiers.

Methods: NHash consists of 2 phases. First, an intermediate string using randomized N-gram hashing is generated. This string
consists of a collection of N-gram hashes f1, f2, ..., fk. The input for each function fi has 3 components: a random number r, an
integer n, and input data m. The result, fi(r, n, m), is an n-gram of m with a starting position s, which is computed as (r mod |m|),
where |m| represents the length of m. The output for Step 1 is the concatenation of the sequence f1(r1, n1, m1), f2(r2, n2, m2), ...,
fk(rk, nk, mk). In the second phase, the intermediate string generated in Phase 1 is encrypted using techniques such as shift cipher.
The result of the encryption, concatenated with the random number r, is the final NHash study identifier.

Results: We performed experiments using a large synthesized dataset comparing NHash with random strings, and demonstrated
neglegible probability for collision. We implemented NHash for the Center for SUDEP Research (CSR), a National Institute for
Neurological Disorders and Stroke-funded Center Without Walls for Collaborative Research in the Epilepsies. This multicenter
collaboration involves 14 institutions across the United States and Europe, bringing together extensive and diverse expertise to
understand sudden unexpected death in epilepsy patients (SUDEP).

Conclusions: The CSR Data Repository has successfully used NHash to link deidentified multimodal clinical data collected in
participating CSR institutions, meeting all desired objectives of NHash.

(JMIR Med Inform 2015;3(4):e35)   doi:10.2196/medinform.4959
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Introduction

Unique study identifiers, or pseudonyms, are alphanumeric
codes used in clinical and other research studies to uniquely
identify a study participant without revealing in the identifiers
any Personal Health Information (PHI) [1], such as name, full
date of birth (DOB), and medical record number (MRN) [2].
For a fictional study participant, Aaron Skotnica, with DOB
08/13/1956 and MRN 07172485, the unique study identifier
could be a number such as 57, representing the 57th enrolled
study subject. Or it could be a randomly generated number,
such as 28262. However, a large number of more sophisticated
mechanisms for generating unique study identifiers do exist. A
separate codebook, stored and managed in a secure environment,
links the unique study identifier to the actual research
participant. Electronic data files with unique study identifiers,
even de-identified, must be stored in a secure and protected
manner, with access granted only to authorized study personnel
approved by institutional review boards.

While sufficient for single-site and limited scale studies, the
use of common unique study identifiers has several drawbacks
for large multicenter studies, where thousands of research
participants may be recruited from multiple sites. These
drawbacks include (1) the need for coordination so that different
sites use distinct blocks of non-overlapping codes for unique
study identifier to avoid collision (ie, the same identifier is
generated for distinct subjects), (2) difficulty validating if a
piece of alphanumeric code is a legitimate unique study
identifier or not (eg, if the unique study identifier 57 is
inadvertently transposed to 75, the result could be another valid
unique study identifier, but for a different study participant),
and (3) the possibility that aggregated site-specific information
could easily be derived, which may be undesirable if distinct
code segments are used for distinct sites, after merging study
data in a central study repository.

This paper introduces a novel method called Randomized
N-gram Hashing (NHash), for generating unique study
identifiers for multicenter research. A study identifier generated
using NHash has a unique set of properties: (1) as a unique
study identifier, it is a pseudonym serving the purpose of linking
research data about a study subject for research purposes, (2) it

can be generated automatically in a completely distributed and
decentralized fashion, yet allowing data integration with
virtually no risk for identifier collision, (3) it incorporates a set
of cryptographic hash functions based on N-grams for its
generation, which can be further encrypted if desired, using
encryption techniques such as shift-encryption, and (4) it is
validatable in the sense that inadvertent edit errors on NHash
identifiers, during their use, will almost always result in invalid
identifiers. Furthermore, it is straightforward to validate if the
codebook linking study subject and the associated NHash
identifier contains errors, simply by regenerating the NHash
identifier using the random number with patient information to
generate the decryption keys.

For the same fictional study participant, Aaron Skotnica, an
NHash identifier is TSXP606170783305. This is achieved by
first obtaining an intermediate string, ONSK717281, based on
a randomly generated number, 783305. The intermediate string
is obtained as the concatenation of the 4-gram of
first-name-last-name starting from position x, the 4-gram of
MRN starting from position y, and the 2-gram of DOB starting
from position z (see Figure 1), where x=3 (783305 mod 13),
y=1 (783305 mod 8), and z=1 (783305 mod 8).

The intermediate string, ONSK717281, is then further encrypted
to obtain TSXP606170 by shifting each letter in the alphabetic
order by 5 (239 mod 26) and each digit by 9 (239 mod 10). The
number 239 is calculated using Cantor paring function:
½(k1+k2)(k1+k2+1)+k2. Here k1=13 (length of the participant’s
full name) and k2=8 (the participant’s birth month).
Concatenating TSXP606170 with the random number, 783305,
obtains TSXP606170783305 as the final NHash identifier.

We have implemented NHash for the Center for SUDEP
Research (CSR), a National Institute for Neurological Disorders
and Stroke (NINDS)–funded Center Without Walls for
Collaborative Research in the Epilepsies. The CSR Data
Repository uses NHash-identifiers to link de-identified
multimodal clinical data collected in participating institutions.
Since the official launching of CSR in December 2014, 341
study subjects have been enrolled in the Sudden Unexpected
Death in Epilepsy Patients (SUDEP) study, with nearly 7TB of
EEG signals linked using NHash-identifiers.

Figure 1. An intermediate string, ONSK717281, is generated using the concatenation of 4-gram ONSK from name, 4-gram 7172 from MRN, and
2-gram 81 from DOB, with N-gram hash functions based on a random number 783305.
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Background

Protected Health Information
The broader context for effort in the creation of unique study
identifiers is the Privacy Rule of the Health Insurance Portability
and Accountability Act of 1996 (HIPAA). HIPPA creates a set
of requirements and restrictions for the handling of PHI, which
is defined as a subset of individually identifiable health
information created or received by a health care provider in a
variety of forms, including identifiers that could be used to
uniquely determine the individual. PHI can come from
demographic information, medical history, test and laboratory
results, insurance information, and other data that are collected
by a health care professional during the delivery of care.

De-identification is a process in which PHI elements are
eliminated or manipulated with the purpose of hindering the
possibility of revealing PHI contained in the original dataset.
This involves removing all identifying data to create unlinkable
data. One method of de-identification under HIPPA (called the
Safe Harbor Method) used for the current study is when data
have been stripped of 18 common identifiers found in patient
names, geographic data, all elements of dates, telephone
numbers, fax numbers, email addresses, social security numbers,
or medical record numbers.

Unique Study Identifiers
A unique study identifier serves the purpose of linking research
data about a study subject without revealing PHI in the identifier.
With unique study identifiers, de-identified data can be coded
with the possibility of linking to the original, fully identified
dataset kept by an honest broker or authorized study personnel.
The methods for the creation of unique study identifiers range
from manual, incremental counts, to completely randomized
and encrypted. For example, for the National Database for
Autism Research [3], a centralized method for generating global
unique identifiers to link collections of research data and
specimens is used. For generating such types of global unique
identifiers, a Web service is provided for an investigator to input
identifying information about a participant into a client
application. This information is then encrypted and sent to a
server application, returning a generated global unique identifier
to the original requester.

Center for SUDEP Research
Epilepsy is the most common serious neurological disorder,
affecting 65 million persons worldwide; 200,000 new cases of
epilepsy are diagnosed in the United States each year [4]. A
third of epilepsy patients fail medical treatment and continue
to have seizures [5,6]. SUDEP is the leading mode of
epilepsy-related death and is most common in patients with
intractable, frequent, and continuing seizures.

The Center for SUDEP Research (CSR) is a National Institute
for Neurological Disorders and Stroke (NINDS)–funded Center
Without Walls for Collaborative Research in the Epilepsies.
This milestone-driven collaboration is composed of researchers
from 14 institutions across the United States and Europe and
brings together extensive and diverse expertise to SUDEP.

To address the challenges of data integration and data access
from multiple Epilepsy Monitoring Units (EMUs), we developed
the Multi-Modality Epilepsy Data Capture and Integration
System (MEDCIS) [7] that combines retrospective clinical
free-text processing using natural language processing (NLP),
prospective structured data capture using an ontology-driven
interface, and interfaces for cohort search and signal
visualization, all in a single integrated environment. A dedicated
Epilepsy and Seizure Ontology [8] has been used to streamline
the user interfaces, enhance usability, and enable mappings
across distributed databases so that federated queries can be
executed.

The data capturing component of MEDCIS is called OPIC:
Ontology-driven Patient Information Capture [9]. Among the
14 participating institutions, each of the 9 clinical sites will
deploy an OPIC instance in their hospital EMUs. A
decentralized or distributed study identifier generation method
is therefore needed for CSR because (1) there is no centralized
management of the codebook to link study identifiers to unique
patients, and (2) a global unique identifier generation service
involves extra book-keeping and the use of Web services outside
the hospital firewall environment.

Methods

Our NHash algorithm generates a unique study identifier for
each participant taking, for example, name, MRN, and DOB as
input, using randomized N-gram Hashing.

N-Grams
In the fields of computational linguistics, an N-gram is a
contiguous sequence of N items from a given sequence of text
or speech. The items are basic units of code appropriately
defined for each application: it can be syllables, letters, words,
or base pairs in bioinformatics. An N-gram of size 1 is referred
to as a “unigram,” size 2 is a “bigram,” and size 3 is a “trigram.”
For example, ONSK is a 4-gram from AARONSKOTNICA.

Cryptographic Hashing
A cryptographic hash function is a hash function that is
considered practically impossible to invert, that is, to recreate
the input data from its hash (output) value. These “one-way”
hash functions are basic building blocks of modern
cryptography. A good cryptographic hash function should have
four main properties: (1) it is easy to compute the hash value
for any given input data, (2) it is infeasible to generate the input
data from merely the hash value, (3) it is infeasible to modify
an input data without changing the hash value, and (4) it is
infeasible to find two different inputs with the same hash value
(false identity).

NHash: Randomized N-gram Hashing for Generating
Study Identifiers
NHash consists of two phases. First, an intermediate string using
randomized N-gram hashing is generated. This string consists
of a collection of N-gram hashes f1, f2, … , fk. The input for each
function fi has three components: a random number r, an integer
n, and input data m. The result, fi(r, n, m), is an n-gram of m
with a starting position s, which is computed as (r mod |m|),
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where |m| represents the length of m. The output for Step 1 is
the concatenation of the sequence f1(r1, n1,m1), f2(r2, n2, m2), …
, fk(rk, nk, mk).

In the second phase, the intermediate string generated in the
first phase is encrypted using techniques such as shift-cipher in
order not to reveal actual letters in patient names nor digits in
DOB or MRN. The result of the encryption, concatenated with
the random number r, is the final NHash study identifier.

For the CSR clinical and research data platform, we take k=3,
r=r1=r2=r3, and m1 to be the first-name last-name string, m2 to
be the MRN number, and m3 to be the digital version of DOB.
Further, we take n1=4, n2=4, and n3=2, that is, a 4-gram of name,
a 4-gram of MRN, and a 2-gram of DOB. The starting positions
for these N-grams are determined by r modular the length of
m1, m2, and m3, respectively. Table 1 contains an example
illustrating the notion of N-gram hash functions based on the
fictional study participant, Aaron Skotnica (also shown in Figure
1).

Table 1. Example of the N-gram hash functions used for CSR, generating the final output TSXP606170783305.

Shift-cipherfi(ri, ni,mi)si =(ri mod |mi|)|mi|m in

i

r ii

TSXPONSK313AARONSKOTNICA47833051

60617172180717248547833052

7081180813195627833053

Figure 2 illustrates the CSR NHash study identifier generation
in 6 steps. Given a study participant with required information
on name, MRN, and DOB, the input is sanitized first by
removing possible punctuation in the name and formatting the
date of birth in the format “mmddyyyy.” A random number R
between 0 and 1,000,000 is generated next. In the third step, a
4-gram from name (name component), a 4-gram of medical
record number (MRN component), and a 2-gram from date of
birth (DOB component) are extracted from the sanitized input.
The starting position for each N-gram is calculated using

modular arithmetic. In Step 4, we concatenate these 3
components. In Step 5, we encrypt the concatenated string from
Step 4 using such means as shift-cipher. In Step 6, we
concatenate the encrypted string and the random number and
output it as the unique study identifier. In the same step, we
also invoke a duplication check to see if an NHash study ID
already exists in the local instance, before the generated study
ID is finally put into real use. Step 2 is repeated if a local
collision is detected. These six steps are captured more formally
as an algorithm in pseudo code (Figure 3).

Figure 2. Illustrative diagram for the algorithm to generate NHash study ID.
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Figure 3. NHash algorithm to generate unique study identifier given patient demographic information.

Integration With Ontology-Driven Patient Information
Capturing System for Epilepsy
The NHash study identifier generator is an integrated component
of OPIC. OPIC captures patient discharge summary reports in
EMUs and has a semi-automated built-in de-identification
process making clinical data suitable for research for properly
enrolled patients. Since one patient can make multiple clinical
visits to the EMU and each visit will produce a discharge
summary report, the patient study identifier itself is not sufficient
enough for naming discharge summary reports directly. To
address this phenomenon, we supplement the NHash identifier
with an additional 2-digit number and postfix it to the NHash
identifier. This way, a discharge summary report is uniquely
identified by the NHash identifier plus a 2-digit number postfix.
For example, TSXP60617078330501.pdf,
TSXP60617078330502.pdf, TSXP60617078330503.pdf,
TSXP60617078330504.pdf, if they exist in OPIC, would be the
names of discharge summary reports for the first four visits of
fictional study subject, Aaron Skotnica.

Linking CSR Multimodal and Multicenter Clinical
Research Data
Figure 4 is the CSR data flow architecture for linking
multimodal epilepsy research data that includes
electrophysiological data in EDF format, imaging data in
DICOM format, and genomic data as well. Data flow consists
of the following main steps: (1) patient demographics are
entered, and unique CSR study identifiers are generated; EMU
reports are generated using NHash identifier, (2) larger files
(eg, EEG, imaging) are generated from patient care and named
using NHash identifier, (3) patient data (demographics, history,
medication, diagnosis) and EMU reports are de-identified and
exported to the CSR central data repository (IDAC), (4) EEG,
imaging, and other larger files are also de-identified and
exported to IDAC, and (5) exported data from all CSR clinical
sites are aggregated into a single repository (MEDCIS) for
searching, querying, and sharing.
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Figure 4. CSR data flow and record linking enabled by NHash identifier.

Results

NHash Identifier Generation in Ontology-Driven
Patient Information Capture
An NHash identifier is generated at patient enrollment phase
using the algorithm in Figure 3 and managed through the Patient
Demographics module of OPIC. Figure 5 shows the patient

registration interface using our fictional study participant, Aaron
Skotnica (left part of Figure 5). For CSR, we use DOB
08/13/1956 and MRN 07172485, among all captured data
elements, to generate the unique NHash identifier
TSXP606170783305 (top right, Figure 5). Ten additional actual
NHash identifiers are displayed inside the area marked by a red
rectangle.

Figure 5. Screenshot of OPIC interface generating and displaying NHash identifiers.

Linking Multimodal Data in MEDCIS
MEDCIS is implemented using agile Web development with
the Web application framework, Ruby on Rails. MEDCIS has
been deployed [10] for searching, querying, and sharing the

CSR multimodal clinical data linked by NHash identifiers.
Figure 6 shows a screenshot of the MEDCIS query interface
for CSR. The top part is the MEDCIS ontology-driven query
interface [7] following the VISAGE design [11]. The results of
the query include key characteristics of seizures, as well as links
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to related multimodal clinical data, displayed below for
discharge summary report in PDF and EEG signals in EDF
format. The query result returns the number of study participant
reports satisfying the query criteria, as well as detailed
participant information including NHash identifier, gender,
epileptogenic zone, seizure semiology, and epileptiform
discharge. Moreover, MEDCIS provides two hyperlinks (below

the NHash identifier) to the de-identified discharge summary
report (in PDF) and electrophysiological signal data (in EDF)
of the study participant, which can be downloaded or viewed.
As indicated in the lower part of Figure 6, NHash identifiers
are directly used for linking with associated multimodal clinical
data for immediate access.

Figure 6. Screenshot of the MEDCIS query interface for searching, querying, and sharing linked multimodal clinical data.

Deployment
The CSR Institutional Review Board and Data Use Agreements
were approved by nine clinical sites involved in the recruitment
of patients for the SUDEP study and the deployment of the
MEDCIS tools including OPIC, using a common template
accessible by participating institutions [12]. Secure Sockets
Layer (SSL) has been used for all Web accesses of CSR
resources. SSL provides a secure connection between Internet
browsers and websites, allowing the transmission of data in
encrypted form in transit. Access to the CSR data resource is
password-protected, with built-in administrative auditing tools
for tracking resource usage activities.

De-identified data were ported to the center repository according
to CSR data flow (shown in Figure 4) in two ways: (1) a regular
structured database dump to the MEDCIS Web server for cohort
search, and (2) secure file transfer protocol (SFTP) to upload
larger multimodal files from within hospital firewalls to the
data repository. Since the CSR project inception in October
2014, 341 patients have been enrolled (including those enrolled

in the pilot phase of the study), and 7TB of data have been
moved into the CSR data repository for sharing.

Evaluation
One of the key trade-offs in designing NHash study identifiers
is the need for exclusion of any sensitive pieces of data, versus
the desire to be able to easily check the validity of a study
identifier (even without using the protected codebook). In one
extreme of the NHash identifier design, one could use random
numbers only, without any of the N-gram hashes (ie, using
0-grams for all components of the identifier). The other extreme
is the use of longer N-grams, which would not be desirable
because more PHI-related information bits would be revealed.

We believe that a balance could be reached between the two
extremes with NHash because our general design of the NHash
study identifier is flexible in a number of ways. One is that it
allows a variety of study participant information to be included
(or not included) for the hash functions. The second is that the
sizes of the N-grams (the N) involved are parameters that can
be adjusted from study to study, based on specific needs.
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Table 2. Analysis of probability for collision.

Inverse probability (upper bound)Inverse probability (lower bound)N-grams

264104Name

10494MRN

102102DOB

106106Random number

4.6 × 10176.6 × 1015Total

1.09× 10-60.000076EC for 106 records

1.09× 10-40.0076EC for 107 records

0.01090.76EC for 108 records

The shift operation in the shift-cipher does not change the
inverse probability of the ID generation, thus the expected
collision is the same with or without the encryption in the last
step of NHash. For CSR, we used a 4-gram from name (name
component), a 4-gram of medical record number (MRN
component), and a 2-gram from date of birth (DOB component),
together with a random number between 0 and 1,000,000 to
generate the NHash identifier.

One of the basic desired properties of study identifiers is
uniqueness: each study participant should have an identifier
that is distinct from all other (current and future) identifiers for
a study. This uniqueness property is sometimes called
collision-free, or free of false identity [3]. Given a hash function
with inverse probability of N, the expected number of collisions

(EC) after I insertions is EC=I - N + N(1 - 1/N)I.

To see how this formula is derived, let EE be the expected
number of empty slots. Then EC=I – (N – EE) since N – EE is
the number of occupied slots. For insertion, the probability that
a specific slot is occupied is 1/N. Thus the probability of a slot
not being occupied by this element is (1 – 1/N). After I
insertions, the probability of a slot remaining unoccupied is (1

– 1/N)I. With N slots, the expected number of empty slots is

N(1 – 1/N)I.

For example, if the inverse probability of the hash function is

6.6 × 1015(the lower bound inverse probability in Table 2), after
1,000,000 records, the expected number of collisions is

1,000,000 – 6.6 × 1015 + 6.6 × 1015(1 – 1/6.6 × 1015)1,000,000.
This equals 0.000076. In Table 2, we used the lengths of the
overwhelming majority of surnames (5) and given names (5)
[13,14]. The MRN number is assumed to be 8 digits long, with
the possibility of the leading digit being 0. Even though the
entire DOB has 8 digits, the year range has only 2 effective
digits that can vary in the full range for the current population.

Thus, we underestimate the possibility of 2-grams to be 102

only. The expected number of collisions also implies that there
is only 0.0076% chance for generating a collision after inserting
1,000,000 records. Therefore, for CSR, the probability of
collision or false-identity is extremely low, and we have so far
encountered no collisions at all in its deployment within a local
instance.

Simulation
To further validate the effectiveness of NHash, we performed
experiments using a large synthesized dataset comparing NHash
with random strings. There are two goals using random string
methods in our study: (1) random strings are good benchmark
methods for generating unique strings, and (2) validating our
experiment design by comparing the expected collision and the
number of collisions from the experiment.

It should be noted that the goal of NHash is not to outperform
the random string methods in terms of minimizing collision but
to provide a hash function with comparable expected collision
and the desirable features presented in previous sections.

The synthesized datasets are generated using random names,
MRN, and DOB. The names are generated based on the list of
top 5000 surnames and 2500 first names in the United States.
The frequency of the names is factored in our simulation. The
MRN is generated as an 8-digit random number, and the date
of birth is a random date from 1910 to 2015. We generated five
datasets with 100 million records each.

Table 3 lists the number of collisions using different hash
functions. The expected number of collisions is very close to
the average number of collisions for all hash functions, and the
derivation from the average is low. From Table 3, the number
of collisions in NHash-15 is very close to Random-13 and
NHash-16 is very close to Random-14, thus clearly indicating
the effectiveness of NHash.
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Table 3. Number of collisions on synthesized dataset of 100 million (n in Random-n indicates the length of the random string; NHash-15 uses random
numbers of length 5 and NHash-16 uses random numbers of length 6).

ECAverageRun 5Run 4Run 3Run 2Run 1

1086.951108.811341131110310881088Random -11

108.70115108123128106110Random-12

10.8711.21816139Random-13

1.090.402000Random-14

7.584.641576NHash-15

0.760.200100NHash-16

Discussion

Principal Findings
NHash is a generalizable mechanism for generating study
identifiers in a multicenter research setting. In the first phase
of generating an intermediate string, the size of randomized
N-gram, that is, the number N, is adjustable. In the second phase
of further encryption, we used the Cantor paring function for
shift-cipher. Other functions and encryption techniques can also
be utilized in this phase. The encryption phase provides the
mechanism to prevent the NHash scheme from dictionary
attacks.

In related work, Johnson [3] proposed a centralized method for
generating global unique identifiers to link collections of
research data and specimens for Autism spectrum disorder.
There are two ways our approach differs. One is that our NHash
identifiers are generated distributively, rather than using a
centralized Web service. This has advantages in reduced
administrative overhead and simplified workflow (since
everything is local). Another advantage is that NHash does not
require the input of identifiable information into a centralized
Web service, which can be perceived as a risk by local sites.
The disadvantage is the possibility for false-split: if a study
participant is enrolled in two or more sites (on rare occasion),
then the participant would be treated as distinct.

The second distinction is in the use of a nondeterministic random
number. In Johnson’s work [3], the central random identifier
generated is the global unique identifier, with a common prefix.
For NHash, the random number is part of the identifier but it is
also used for generating N-gram hashes that are part of the
identifier. This feature makes NHash validatable and much more
robust to manual errors compared with typical hash functions.
One simple typical method is to assign study participants with
sequential unique identifiers according to the creation time. For
example, 00001 is assigned for the first study participant, 00002
is assigned for the second study participant, and so forth. Such
methods are prone to manual errors, for instance, the study
identifier of the first study participant is incorrectly typed as
00002 instead of 00001. In this case, researchers will not be
able to tell if the identifier is correct since the study identifier,
00002, by itself represents a valid study participant. However,
NHash can easily detect the correctness of the identifier. Taking
the same fictional study participant, Aaron Skotnica, as an
example. His study identifier is TSXP606170783305. If it is

typed as TSXP606170783306 by mistake, NHash is able to
detect that it is an invalid study identifier. Based on the
algorithm in Figure 3, we know that the postfix 783306 is the
random number and that the study identifier would be
SXPT06130208783306.

Limitations
The first limitation concerns managing identifier collision in a
decentralized setting. Our implementation involves local
collision checking (Figure 2) so that all possible identifier
collisions within a site are already avoided. We do not have an
automated method for checking identifier collision across sites.
Even though the probability of identifier collision is extremely
small, a process needs to be in place to address it when it
happens. We address cross-site identifier collision at data
merging stage (see Figure 4). If and when a new batch of data
involves an identifier that already exists in the central repository,
the local site will regenerate an identifier that is distinct from
existing ones. All associated data will be renamed accordingly.
However, if the same patient appears at two participating sites,
the proposed identifier generation mechanism might not be able
to find out that they are the same person.

The second limitation relates to the required data fields to be
used for generating NHash. If data for any of the fields are
missing or inaccurate, it could create undesirable results. We
address this limitation in CSR by reviewing the accuracy and
completeness of the patient record before the NHash identifier
is generated.

Conclusions
This paper introduces a novel method, NHash, for generating
unique study identifiers in a distributed and validatable fashion,
in multicenter research involving prospectively collected and
de-identified study data. NHash has been deployed for linking
multimodal, multicenter data for the Center for SUDEP
Research, a National Institute for Neurological Disorders and
Stroke–funded Center Without Walls for Collaborative Research
in the Epilepsies. Since the official launching of CSR in
December 2014, 341 study subjects have enrolled in the SUDEP
study, with nearly 7TB of EEG signals linked using identifiers
generated using NHash. NHash provides a de-centralized,
lightweight study identifier algorithm that offers choices for
balancing the trade-offs among the competing requirements of
freedom from false-identity and split-identity, and minimal risk
for attacks.
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Abstract

Background: Analytics-as-a-service (AaaS) is one of the latest provisions emerging from the cloud services family. Utilizing
this paradigm of computing in health informatics will benefit patients, care providers, and governments significantly. This work
is a novel approach to realize health analytics as services in critical care units in particular.

Objective: To design, implement, evaluate, and deploy an extendable big-data compatible framework for
health-analytics-as-a-service that offers both real-time and retrospective analysis.

Methods: We present a novel framework that can realize health data analytics-as-a-service. The framework is flexible and
configurable for different scenarios by utilizing the latest technologies and best practices for data acquisition, transformation,
storage, analytics, knowledge extraction, and visualization. We have instantiated the proposed method, through the Artemis
project, that is, a customization of the framework for live monitoring and retrospective research on premature babies and ill term
infants in neonatal intensive care units (NICUs).

Results: We demonstrated the proposed framework in this paper for monitoring NICUs and refer to it as the Artemis-In-Cloud
(Artemis-IC) project. A pilot of Artemis has been deployed in the SickKids hospital NICU. By infusing the output of this pilot
set up to an analytical model, we predict important performance measures for the final deployment of Artemis-IC. This process
can be carried out for other hospitals following the same steps with minimal effort. SickKids’ NICU has 36 beds and can classify
the patients generally into 5 different types including surgical and premature babies. The arrival rate is estimated as 4.5 patients
per day, and the average length of stay was calculated as 16 days. Mean number of medical monitoring algorithms per patient is
9, which renders 311 live algorithms for the whole NICU running on the framework. The memory and computation power required
for Artemis-IC to handle the SickKids NICU will be 32 GB and 16 CPU cores, respectively. The required amount of storage was
estimated as 8.6 TB per year. There will always be 34.9 patients in SickKids NICU on average. Currently, 46% of patients cannot
get admitted to SickKids NICU due to lack of resources. By increasing the capacity to 90 beds, all patients can be accommodated.
For such a provisioning, Artemis-IC will need 16 TB of storage per year, 55 GB of memory, and 28 CPU cores.

Conclusions: Our contributions in this work relate to a cloud architecture for the analysis of physiological data for clinical
decisions support for tertiary care use. We demonstrate how to size the equipment needed in the cloud for that architecture based
on a very realistic assessment of the patient characteristics and the associated clinical decision support algorithms that would be
required to run for those patients. We show the principle of how this could be performed and furthermore that it can be replicated
for any critical care setting within a tertiary institution.
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Introduction

Over the past few decades, our society has transitioned to a state
where bottlenecks have shifted from a lack of data to limitations
in extracting meaningful knowledge from an abundance of data
and subsequently using that knowledge to drive decisions. This
data-rich, knowledge-poor oxymoron is particularly true in
computationally driven clinical decision support systems
(CDSSs), where advances in automated high-throughput data
acquisition and electronic health records (EHRs) have yet to be
translated into knowledge extraction [1].

Adoption of EHRs and systematic collection of physiological
data by health care providers were predicted to vastly improve
the efficiency and quality of patient care [2]. Unfortunately,
despite advances in data collection and storage, these gains have
yet to be realized [3,4]. One reason for this failure is that our
power to utilize complex, large-scale datasets to generate
knowledge and inform clinical decisions remains limited. For
example, while CDSSs have existed for decades, they are mostly
limited to local alert systems and (data-oblivious) agent-based
suggestions that rely on hard-coded criteria.

Recently, enabled by cloud computing Web services, advanced
analytics methods have been applied and utilized across a wide
spectrum of health care settings for many purposes. Cloud
computing has special features for clients (eg, radiologists,
physicians, researchers, and patients), aiming to reduce the
burden of heavy investments and to utilize resource outsourcing,
software, hardware, automated resource management, parallel
computing, virtualization, and utility computing [5]. The
objectives of such usage include improving patient care,
augmenting less-sophisticated rules-based systems, analyzing
continuous feeds of physiological data, optimizing financial
processes, and resource utilization [6].

Health analytics offers many different methods for the potential
improvement of patient care [7]. For example, one predictive
risk assessment platform involves using risk assessment
analytics to process EHR data to identify patients at the greatest
risk for utilizing more resources than their peers with the goal
of improving patient outcomes and managing costs. The EHR
data were input into a common data model that was then
processed by various analytic techniques to stratify patients as
“high risk” [8]. Another method described in the literature
focused on the potential value of aggregating data enhanced
with real-time analytics to provide point-of-care information to
oncologists that was tailored to individual patients [9]. One
group reported the application of predictive analytics for better
targeting of disease management and innovative patient care
approaches, while also warning of the unintended consequences
that may arise such as excluding disadvantaged populations
[10]. Unlabeled and free-text databases such as mammography
data can be transformed into computationally accessible

collections that are usable for large-scale health analytics
[11,12]. Analytics can supplement real-time analysis of
physiological data streams in the neonatal intensive care unit
(ICU) for earlier detection of worsening medical conditions
[13].

Analytics is also utilized in health care applications outside of
the traditional inpatient and outpatient patient care settings, such
as wearable monitors that patients use at home. Wearable health
monitoring systems consist of a variety of sensors, actuators,
and multimedia devices, and enable low-cost, noninvasive
options for continuous monitoring of health, activity, mobility,
and mental status, both indoors and outdoors [14]. Thus,
wearable monitoring systems provide continuous physiological
data that may reflect the general health of the monitored
individuals. The use of wearable sensors in health monitoring
systems is an emerging health care field that necessitates data
mining and analytics of physiological measurements in a
nonclinical setting [15]. Such health monitoring systems may
reduce health care costs by disease prevention and enhance the
quality of life with disease management and can be tailored to
specific uses such as intelligent health monitoring of the elderly
individuals in nursing homes and for individuals with dementia
or Parkinson’s disease [16,17].

These rich sources of data along with aforementioned analytics
capabilities have potential for an increased understanding of
disease mechanisms and better health care; however, the volume,
velocity, variety, veracity, and value of medical data (ie, big
data characteristics) present many challenges that limit the
effectiveness of outcome for all stakeholders [8]. One promising
solution that addresses all these barriers is the
Health-Analytics-as-a-Service (HAaaS) paradigm.
Analytics-as-a-service (AaaS), in general, is a new
“as-a-service,” and it is more than just simplifying access to
technology. AaaS combines the on-demand aspects of cloud
computing with the democratization of information enabled by
big data analytics.

In this paper, we present and evaluate a cloud-based reference
framework for providing HAaaS for both real-time and
retrospective analysis. The framework has the capability to
provide all 4 types of analytics, that is, descriptive, predictive,
prescriptive, and discovery [18], in a service-oriented fashion.
It leverages the latest technologies and best practices for big
data analytics and also utilizes the security and privacy measures
appropriate for health and medical data. The architecture has
been realized (or customized) for neonatal intensive care units
(NICUs) at The Hospital for Sick Children (SickKids Hospital)
in Toronto and is known as the Artemis project. We have also
developed an analytical model for evaluating the performance
and availability of an Artemis-IC platform in preparation for
migrating Artemis to Artemis-IC. We discuss the important
aspects of the system performance and capacity planning
process. The main functionalities of the framework are presented
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via one of our developed algorithms (ie, Sepsis disease
detection). We also present a high-level security and privacy
schema for the framework that can be customized and extended
for different health applications and use cases. We show the
principle of how this could be performed and show that it can
be replicated for any critical care setting within a tertiary
institution that has critical care.

Methods

In this section, we highlight the functional and nonfunctional
characteristics of the framework. Two editions of the framework,
research and clinical editions, are designed in such a way that
support acquisition and storage of physiological data as well as
clinical information, for example, EHR, for the purpose of
real-time/retrospective analytics and visualization. The
framework is capable of gathering physiological data from a
vast variety of medical devices and transfers them in a secure
way toward the back-end system residing on the cloud.
However, anonymization and potential translation are in order
before data leave the hospitals.

The framework has an interface for communication with each
hospital’s clinical information management system to obtain
complementary information (eg, admission information,
laboratory test results) of patients. The framework utilizes a
hospital interface, which facilitates the management of hospitals’
connectivity in various geographic locations. A hospital interface
can also be used for “extract, transform, and load” (ETL)
purposes as well as load balancing.

Even though the research edition is for retrospective analysis
and historic data visualization, it is capable of medical rule
deployment and real-time analytics. This is only for testing the
new and modified medical rules before undergoing further
assessment and auditing. By contrast, the clinical edition was
specifically designed for real-time monitoring/visualization,
and here human domain experts deploy new or modified medical
rules after being extensively validated and certified.

Research Edition
Researchers are the main users of the research edition (RE).
This edition can be considered as a comprehensive solution that
facilitates retrospective analysis on large numbers of patient
data from different places. In addition to real-time analytics
capabilities, the RE is able to provide at-rest analytics for stored
data. Incorporating a big data analytics solution, that is, Apache
Hadoop, offers great power of analysis as well as persistent
storage. More specifically, the RE provides clean and
ready-to-process medical data (ie, physiological, medical,
laboratory, and other complementary data) along with the tools
from the Hadoop ecosystem for the researchers to perform their
analytics much easier than in the past. Researchers may apply
knowledge discovery techniques, for example, temporal data
mining [13], machine learning, and statistical modeling, against
vast amounts of stored data and find new rules that may help
earlier detection of diseases. Such new rules or modified
parameters can be deployed to the real-time analysis framework
seamlessly. As can be seen in Figure 1, four distinct processes
can be identified in the research edition framework.

1. Data Ingestion: A process that makes sure that RE stores
all relevant data in the Hadoop-based platform.

2. Data Enrichment: Historical context that is generated from
the data analytics component to bootstrap analytics and
enrich incoming data on real-time processing component;
more specifically, patient medical data or other related
persistent data to enrich the live physiological data during
the online processing.

3. Adaptive Analytics: Models that are generated by analytics
such as data mining, machine learning, or statistical
modeling in Hadoop platform used as basis for analytics
on incoming physiological data in the real-time component
and updated based on online observations.

4. Data Visualization: A process that visualizes data and
information for different types of users.

In the “Sepsis Case Study” section, we elaborate the data flow
and processing steps of the RE in which we describe one of our
developed algorithms for detecting sepsis in neonates.
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Figure 1. General architecture of the framework (research edition).

Clinical Edition
Clinicians, nurses, specialists, and other authorized hospital
staff may use the clinical edition (CE; see Figure 2) to monitor
their patients in a much more effective manner in real time. The
CE can be considered as a CDSS that can continuously monitor
a large number of patients simultaneously and automatically.
This edition is capable of monitoring large numbers of patients’
physiological/clinical data and producing appropriate alarms in
case of any medical complication onset. In addition, it can
visualize a specific patient’s data either live or historically back
a week or more. The ontology for the collection of high-speed

synchronous physiological data provides a standardized
terminology for acquired physiological data, including
measurement metrics, sampling frequency, and acceptable
ranges for the received values [19]. As with the collection of
physiological data, asynchronous clinical data collection is
supported by an ontology that specifies acceptable ranges for
the collected values. Examples of clinical data include age,
gender, medical history, and laboratory results. The core of the
CE is a stream computing middleware component, which
provides scalable processing of multiple streams of high-volume,
high-rate data.
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Figure 2. General architecture of the framework (clinical edition).

High-Level Security and Privacy Schema
In this section, we present a high-level security architectural
view of the framework. The details and implementation could
vary depending on circumstances and applications. As can be
seen in Figure 3, hospitals and research institutes are connected
to the framework back end through secure channels. Two
firewalls have been designed to isolate the framework from the
outside world sequentially. The outer one separates the proxy
server (ie, framework gateway), which is the edge server of the
framework from the Internet. The inner firewall isolates the
core of framework from the proxy server. Depending on the
granularity of health analytics services, different type of users

with various permission and data access levels could be defined.
In Artemis-IC, we used a deidentification technique by which
we eliminate the properties that might be used to identify
patients. Personal data such as medical record number (MRN),
name, address, and exact birth date were removed. The MRN
was replaced with a study identifier with the translation between
the two known only within the hospital. The exact date of birth
was replaced with an admission age range of the form 0-3 days
old, 4-7 days old, 8-10 days old, and greater than 10 days old.
These ranges were chosen for clinically significant reasons.
This process is performed in the De/Reidentification Server at
hospitals (Figure 2).

Figure 3. Security and privacy perspective of the Artemis-IC framework.
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Tailoring of the Method for Monitoring Premature
Babies
Premature birth, also known as “preterm birth,” is defined as
birth before 37 weeks’ gestational age. It has been identified as
one of the most important perinatal health problems in
industrialized nations. NICUs internationally provide critical
care for premature and ill term infants. Premature infants in
NICUs can be as young as 23 weeks’ gestation [20].

Vital organ monitoring together with ventilation support and
nutrition or drug titration through smart infusion pumps all
generate large volumes of data at high frequency. An
electrocardiogram (ECG) graph can be generated based on 1000
readings a second. Heart rate, respiration rate, and blood oxygen
are displayed each second resulting in 86,400 readings each
day. A premature newborn infant’s heart beats more than 7000
times an hour, which is approximately 170,000 times a day. Yet
traditional charting protocols, whether documented on paper or
within an EHR, typically enable the persistent storage of one
value per hour of an indicative heart rate for that hour. A
newborn infant’s neurological function could also be monitored
resulting in multiple waveforms each generating tens of millions
of data points per patient per day. Drug and nutrition infusion
data from smart infusion pumps can be more than 60 different
fields provided every 10 seconds. Given that these infants can
have more than 10 infusions concurrently, infusion can generate
more than 1 GB of drug infusion data from a single patient per
day [21].

We propose a customized version of the framework, Artemis-IC,
for monitoring preterm/surgical babies at NICUs. The
Artemis-IC provides HAaaS for concurrent multipatient,
multistream, and multidiagnosis through temporal analysis to
support real-time clinical decision support and clinical research
[22,23]. We deployed a pilot project by implementing
Artemis-IC at Toronto’s SickKids hospital and proposed an
analytical model [24] to enable performance evaluation and
capacity planning in advance of final deployment. In addition,
there is another pilot of the Artemis-IC at Women and Infants
Hospital of Rhode Island (WIHRI), which is collecting

physiological data for analytical and simulation modeling
purposes. Figure 4 shows the customization and tools that we
employed to deploy Artemis-IC framework in SickKids
Hospital. As IBM is one of the partners in this research, we
used IBM products to implement the framework.

To date, these environments (ie, SickKids and WIHRI
deployments) support clinical studies on late-onset neonatal
sepsis [22,25]; apnea of prematurity, in which the infant
experiences pauses in breathing and reductions in heart rate and
blood oxygen saturation [26]; retinopathy of prematurity, which
can result in permanent blindness [27]; and pain [28].

Clinicians and researchers are leading these studies from
different institutes toward the certification and formal approval
of the medical algorithms. Algorithms for the Artemis-IC
platform are developed either using data mining techniques that
have not previously been detectable, such as our work on
late-onset neonatal sepsis [22,25] or identifying patterns
described in the medical literature using automated methods
such as our work on apnea of prematurity [26]. These algorithms
are validated in robust clinical trials before being used to provide
decision support for clinicians. For example, the clinical rule
states that “If a pause in breathing occurs for greater than 20
seconds, or a pause in breathing that is associated with a change
in heart rate, or blood oxygen saturations happens,” then a
reportable condition of apnea is present [26].

The current Artemis-IC implementations at SickKids and
WIHRI have no impact on bedside care, as yet. We are
comparing analytical results with current clinical observation
and treatment practices to discover new patterns in real-time
physiological data that could lead to the earlier detection and
prevention of various diseases [26]. From first quarter 2015,
we plan to deploy new research where we will be able to
compare the results of using Artemis-IC with clinical outcomes
using current clinical practices. Some of the algorithms that we
have validated when they were running in parallel are due to
be certified in 2015/2016 and will be deployed in target clinical
institutions. We plan to provide experimental evaluation from
multiple deployments of the Artemis-IC in our future reports.
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Figure 4. Artemis deployment at SickKids Hospital.

Sepsis Case Study
In this section, we elaborate the interactions between the main
components of Artemis-IC for sepsis detection. Sepsis is a
potentially life-threatening complication of an infection, which
causes whole-body inflammation. In addition to real-time
detection, we also demonstrate the knowledge extraction process
in detail. The Unified Modeling Language (UML) sequence
diagram shown in Figure 5 illustrates all steps including data
acquisition, online detection, temporary data storage, persistent
data storage within the big data platform, knowledge discovery,
knowledge translation, and rule deployment.

Initially, multiple concurrent physiological data streams along
with related clinical data are received by the hospital interface.
Data are sent to the physiological and clinical database via the
stream-computing platform. At the same time, the
stream-computing platform runs the current deployed medical
rule for sepsis detection. Upon patient discharge, their data
including physiological and clinical data will be loaded into the

big data platform by the relational database management system
(ie, bulk move). Temporal abstractions (TAs) are then performed
for the specific service of critical care, in this case sepsis
detection, which involves (1) reading from the clinical rules
and physiological/clinical tables, and (2) writing the patient TA
to the TA table. Temporal data mining then can be performed
on the TA results, possibly resulting in updates to the clinical
rule table, after null hypothesis-based testing or other rule
assessment, for example. Note that the resulting clinical rules
are modeled in a UML concurrent activity diagram [19]. The
rule modifier is notified of a rule modification and translates
the UML representations of the new clinical rule to stream
processing language (SPL) based on the SPL mappings active
ontology. Finally, the new rule can be deployed on the
stream-computing platform for upcoming real-time analysis.
Note that the rule deployment on the Artemis-IC clinical edition
will be performed under supervision of domain human experts
as opposed to here where we consider the Artemis-IC research
edition.
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Figure 5. UML sequence diagram of sepsis detection and temporal data mining steps.

Quality of Service
As the framework has a service-oriented architecture (SOA),
the quality of service (QoS) is of great importance. To assign
the proper amount of resources to each hospital, we present a
method to create an analytical model to enable an accurate
estimation of storage, memory, and computation power for the
real-time health analytics components and retrospective analytics
components. The model utilizes realistic patient population
distribution that is based on gestation age characteristics and
condition onset probabilities within those contexts. Both of
these variables dictate the predicted length of stay for that infant.
In the following section, we present the model within the context
of SickKids hospital. In future work, we will do this for other
hospitals before deployment. We also leave performance
modeling of the research edition as our future work in which
we concentrate on another type of users of the framework (ie,
researchers).

Analytical Modeling of the Method
The analytical modeling of Artemis-IC deployment at SickKids
hospital’s NICU is required before any deployment because
critical care units (CCUs)/ICUs are different in terms of types
of patients, arrival process of patients, mean hospitalization
time, type of services, required QoS, etc. Figure 6 shows the
patient journey in the NICU at SickKids hospital. SickKids has
36 NICU beds including different types of patients. Depending
on the type of patients, different numbers of algorithms for
various periods will be triggered.

After discharging of a patient, a new patient will be submitted
to NICU in 4-6 hours. Fifty percent of patients are term babies
who are referred to SickKids for surgical purposes. Surgical
babies stay in hospital for 5 days approximately, and 8 medical
algorithms will be applied for after-surgery monitoring. The
rest of patients, that is, preterm babies, are classified into three
categories: babies who are born at 32-35, 27-32, and 23-27

weeks of their gestation age. The first group (ie, 30% of the
patients) will be monitored by at most 8 medical algorithms for
a mean period of 8 days. The second group (15%) of preterm
babies will be monitored by 10 or fewer algorithms for an
average time of 1 month. The third group is divided into two
subclasses depending on medical conditions: 80% of this group
(ie, 4% of the whole population) needs to be monitored by 20
or more algorithms for 4 months, and 20% (ie, 1% of the whole
population) needs to be monitored by 20 or more algorithms
for approximately 6 months. As Figure 6 suggests, SickKids
NICU can be modeled as a single heterogeneous finite queue
with multiple service facilities. Each type of patient has distinct
characteristics in terms of length of stay and number of
algorithms. Algorithms are also different in terms of required
computational resources.

The SickKids NICU receives more admission requests than it
has space for and prioritizes neonatal surgical patients. Other
patients are typically redirected to either Sunnybrook Hospitals
or Mount Sinai Hospital’s NICU when SickKids is operating
at or near capacity. The total number of bed spaces available
for admission is thus 118, with 40 and 42 of these spaces
available at these other 2 hospitals, respectively. We model the
Artemis-IC platform as an M/G/m/m queuing system (M stands
for Markovian, ie, Poisson), which indicates that the interarrival
time of patient’s arrival is exponentially distributed with the
mean value of λ while patients’ resident time at NICU is
independently and identically distributed random variables that
follows a general distribution. The system under consideration
contains m servers (ie, bed spaces) that renders service in order
of patients’ arrivals (first-in-first-serve [FIFS]). The capacity
of system is m, which means there is no extra room for queuing
patients. As the population size of newborns is relatively high
while the probability that a given newborn baby to be preterm
is relatively small, the arrival process can be modeled as a
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Poisson process. The details of the performance modeling can be found in [24].

Figure 6. Types of patients and their medical service path at SickKids NICU.

Results

The analytical model has been implemented in Maple 17 [29]
in order to obtain the numerical results. First, we characterize
the performance metrics for the current configuration of
Artemis-IC at SickKids that was described earlier in the section.
Table 1 shows the performance metrics and important exogenous
parameters. The average length of stay for patients is 16 days,

and each patient requires 9 algorithms on average on the stream
computing platform (ie, IBM Streams). The mean number of
monitored patients (ie, occupancy rate) is 34.9, so that 311
algorithms will be running on Streams. Each algorithm is
consuming approximately 110 MB of memory, which indicates
the requirement of at least 32 GB of memory for the
stream-computing cluster. Note that this amount of memory is
just for application hosts and the management hosts require at
least 2 GB more of memory.
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Table 1. Configuration parameters and performance metrics for current capacity of SickKids NICU.

ValueParameter

36Beds in NICU, n

4.5Patient arrival (patient/day), mean rate

16Length of stay for patients (days), mean

9Number of algorithms for 1 patient, mean

311All running algorithms on Streams, n

0.062NICU’s service (patient/day), rate

0.455Blocking probability

34.9Number of patients in NICU, mean

110Memory per algorithm, mean MB

32Required memory on Streams cluster, GB

16Required CPU cores for Streams cluster, n

700Required storage for a patient’s data (per day), MB

8.6Required storage on BigInsights cluster (per year), TB

As can be seen in Table 1, the amount of minimum storage for
the Hadoop cluster (ie, BigInsights cluster) to only support the
accommodation of raw physiological data for 1 year is 8.6 TB.
Depending on the data schema design on the BigInsights cluster,
additional storage might be required for the metadata. Moreover,
the storage required for nonphysiological data such as patient
information, laboratory results, and other related medical data
should be added on top of this calculation.

Figure 7 shows the amount of storage for the BigInsights cluster,
for 10, 36, 50, 60, 70-120 beds in the NICU. Note that this
amount is only for raw physiological data acquired from NICU.
The amount of storage increases linearly with respect to NICU
capacity up to 60 beds. Then between 60 and 80 beds, it is
increases sublinearly and in the end flattens. After reaching the
capacity of 90 beds, the amount of required storage remains
unchanged, which indicates that the NICU entered into the
unsaturated regime and can accommodate all new patient
arrivals. In other words, for 1 year, 16 TB of storage is sufficient
for the SickKids NICU regardless of NICU’s capacity (ie, the
number of bed spaces).

We are also interested in studying the number of patients who
get blocked, that is, redirected to another NICU, due to the
capacity limitations of the NICU of interest. To this end, we

characterize the blocking probability for the NICU with the
capacity of 10-120 beds. As can be seen in Figure 8, for the
current capacity of SickKids NICU (ie, 36 beds), 46% of patients
get blocked. However, by increasing the capacity to 150 beds,
the blocking will be less than 1%.

We also investigated the amount of memory and computation
power for the stream-computing cluster for different
configurations. Figure 9 shows the trend of required memory
and number of CPU cores with respect to number of beds. For
up to 70 beds, there is a linear dependency between the required
memory and capacity; however, results show 60 GB of memory
suffices for the Streams cluster based on these arrival and
departure rates.

Our calculation for computation power is based on the standard
CPU cores, that is, 2.00-GHz core, on IBM Softlayer
cloud-based servers [30] and our experiments, which revealed
that for each 20 algorithms we need a dedicated CPU core. The
trend for computation power is almost similar to memory,
explained above. We shall repeat the fact that these amounts of
memory and computation power are just for application hosts.
Depending on the deployment of management servers, extra
resources might be needed.
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Figure 7. Required storage for BigInsights cluster for different configurations.

Figure 8. Blocking probability for different configurations.
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Figure 9. Required memory and computation power for Streams cluster for different configurations.

Discussion

Principal Considerations
We have described and evaluated the design, implementation,
and pilot deployments of a framework that provides health
analytics as services. This framework can be considered as a
general architecture that can be tailored for different use cases
in the health informatics domain. One such customization is the
Artemis-IC project that provides a way for clinicians to have
online, real-time execution of the clinical rules in an intensive
care environment. Moreover, Artemis-IC provides researchers
with a rich set of easy access data and analytics tools by which
knowledge discovery will be much more attainable than in the
past. Because Artemis-IC’s target environments are critical care
units, we have carried out extensive performance evaluation in
order to guarantee expected quality of service and a high level
of availability in particular. This work has three main aspects
to be compared with similar works in the area, namely, data
collection, real-time, and retrospective analysis. In the following
sections, we compare our research to related work with regard
to these three aspects.

Data Collection
Collection of the physiological data is the first step in the
development of a CDSS. As technology has progressed, the
amount of physiological data as well as clinical information
about patients, for example, EHR, has grown significantly [31].
As such, developing systems that record these data securely and
at a suitable sampling rate and make them highly available is a
research topic on its own [26,32,33].

Sukuvaara et al [34] developed a system called DataLog, which
would connect to bedside monitors through an RS232 serial
interface to collect physiological signals every 5 seconds. They
performed some trending analysis on the signals and combined
it with heuristic “if-then” rules to create a knowledge-based
alarm system. However, capturing a data point once every 5
seconds is not enough to implement complex algorithms in the
real-time environment, which is a part of our solution. In
addition, only numeric signals are collected with DataLog, and
no waveform data are captured, which is an important
component of detecting conditions in real time.

Moody et al [35] developed customized software to log the
signals coming from the Hewlett Packard content management
system (Merlin) bedside monitors that were being used in the
medical, surgical, and cardiac ICUs of Beth Israel Hospital,
Boston, using a pair of RS232 serial interface cards in the
monitor and communicating the data to a standard personal
computer over a serial interface. They were able to record 3
ECG signals each sampled at 500 Hz and 4 or 5 other signals
sampled at 125 Hz, in addition to periodic measurements and
alarm messages. While the amount of data collected is
impressive, their approach was to strictly record and store the
data for the purpose of retrospective analysis. There was no
functionality to serve the data for any online processing.

Saeed et al [36] designed a system that collected physiological
and clinical data from the information management system on
the hospital’s local area network for creating a temporal ICU
patient database called MIMIC II. They monitored patients
admitted to an 8-bed medical ICU and an 8-bed coronary care
unit. The physiological data consisted of 4 continuously
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monitored waveforms (2 leads of ECG, arterial blood pressure,
pulmonary artery pressure) sampled at 125 Hz, 1-minute
parameters (heart rate, blood pressure, oxygen saturation, and
cardiac output), as well as monitor-generated alarms. The
strength in their approach is the ability to vary the presentation
of data depending on the specific type of research for which the
data are being used. Users of the database can extract a detailed
record of a single signal, or more temporal analysis data from
many signals can be displayed in one view. However, this ability
to provide data temporally can be done only after considerable
preprocessing and data fusion and is inherently retrospective.

A pilot and customized implementation of our method (ie,
Artemis-IC) in SickKids Hospital is capable of collecting 15
data streams including 12 scalars (reading 1 integer per second)
and 3 waveform streams (reading 60 doubles per second) and
ECG (reading 512 double per second). In addition, the
Artemis-IC clinical information system (CIS) adapter interfaces
with the clinical information management system (CIMS) to
access the SickKids CIMS patient EHR and stream the data into
the framework [22].

Real-Time Patient Monitoring
Current cutting-edge health informatics research projects aim
to discover new condition onset behaviors that are evident in
physiological data streams earlier than traditional detection of
conditions in critical care data [23]. To this end, some hospitals
may participate in pilot programs that aim to collect real-time
patient data from network-enabled monitoring devices. These
collected data are then analyzed to extract relevant temporal
behaviors and usually stored for future data mining and analysis
operations.

Historically, physiological stream monitoring of ICU patients
has been provided by “black box” regulatory body-approved
medical devices located at the patients’ bedside. While there
has been a growing body of biomedical engineering and clinical
research over the past 20-30 years proposing newer approaches
for advanced physiological stream monitoring, they still
predominantly have a physiological stream, clinical condition,
or patient-centric approach [37]. Zhang et al [38] have discussed
the implementation of a Health Data Stream Analytics System
called the “Anesthetics Data Analyzer,” which has been
developed to provide anesthetists with the ability to monitor
and query trends in physiological signals data, a kind of stream
data from the health care domain.

The BioStream [39] research project was designed to support
the continuous monitoring of heart information of a patient on
top of a general-purpose stream processing software architecture.
The ECG was the main signal of interest. The goal of the group
was to develop the prototype and collaborate with a medical
institution on a pilot study. A Drexel University research team
set out to design a system that performed online continuous
processing of an ICU patient’s data stream and data capture to
perform offline analysis to develop new clinical hypotheses
[40].

As we propose a programmable component for the real-time
processing in our solution, it can be customized to track a vast
variety of diseases simultaneously. This capability is in part

because of a comprehensive data collection followed by efficient
ETL techniques that we employed in the design and
implementation process. Moreover, there exist five active studies
for developing and certifying medical algorithms to be deployed
on the real-time component.

Retrospective Analysis and Knowledge Discovery
The taxonomy for analytic workflow systems has already been
presented [41]. Based on the taxonomy and a study of the
existing analytic software and systems, the authors proposed
the conceptual architecture of CLoud-based
Analytics-as-a-Service (CLAaaS). They outline the features
that are important for CLAaaS as a service provisioning system
such as user- and domain-specific customization and assistance,
collaboration, modular architecture for scalable deployment,
and service level agreement (SLA). We considered the
aforementioned outlined features for designing the proposed
framework in this work.

Analytics have been utilized in various aspects of health care
including predictive risk assessment, clinical decision support,
home health monitoring, finance, and resource allocation [6].
The proliferation of big data and analytics in health care has
spawned a growing demand for clinical informatics professionals
who can bridge the gap between the medical and information
sciences.

John Tukey pioneered the use of exploratory data analysis nearly
four decades ago [42]. Various packages and languages that
support exploratory data analysis have been developed since.
This includes S, S-Plus, R, SPSS, SAS, OLAP, and MATLAB
[43,44]. A recent view of modern data exploration practices is
available from Behrens and Yu [45]. All these approaches can
be used as the knowledge discovery engine in our proposed
architecture.

The retrospective analysis of previously persistently stored
physiological data through the determination and assessment
of TA-based qualitative behaviors from the analysis of
quantitative physiological data has been widely employed.
However, research is either physiological stream-clinical
condition or patient centric [1]. A structured approach for the
translation of the knowledge gained from this research, which
is predominantly statistical and sometimes more recently data
mining in nature, has been lacking [37,46].

One approach to the Software-as-a-Service utilizes the SOA
approach to software design where software services are made
available to the cloud through a series of Web services.
Examples of early work showing the potential for the use of
cloud computing in health care are emerging [11,47]; however,
these research efforts do not provide functional support to
critical care. McGregor [48,49] proposes a functional set of
Web services to support critical care as part of her solution
manager service as applied to health care. However, aspects
such as rule definition are not clearly defined within that
functional set. The application of cloud computing for the
provision of a service of critical care supporting both real-time
patient monitoring and retrospective clinical research remains
an open research problem.
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Strengths and Limitations
One of the main strengths of our work is the openness of the
proposed framework. It is general enough to be applied to
various scenarios in health informatics. The stream computing
platform in the clinical edition can be programmed for
monitoring different types of patients including but not limited
to neonates, children, adults, and the elderly in critical care
units, home, work, and even in transit. Any medical diagnostic
approach that can be described algorithmically can be deployed
and programmed on a real-time processing unit. Another key
strength of the framework is the modular design of the
architecture. In the research edition, any interested big data
solution can be utilized. For example, any Hadoop distribution
(eg, Cloudera [50], Hortonworks [51]) or other big data analytics
tools such as Spark [52] can be employed for different types of
retrospective analytics, provided that different types of analytics
such as machine learning, statistical modeling, batch processing,
interactive, streaming, graph, and in-memory analysis are
accessible to researchers. In addition, our experience in
customization of the framework for the NICU revealed that it
could be deployed with minimum intervention with current
procedures and policies. For example, for Artemis-IC
deployment at SickKids we used only the spare port at the
bedside monitors. We also developed an interface to interact
with the clinical management information system to get the
EHR from the hospital. Moreover, the systematic performance
modeling can be easily extended or customized to support other
medical care units. Estimation and prediction of the appropriate
underlying infrastructure is no longer an unknown question.

However, there exist some limitations that need to be addressed
properly and according to the target deployment. First and
foremost is adopting appropriate privacy mechanisms for the
physiological and medical data. For Artemis-IC, we used a
simple deidentification technique that might not be completely
secure and efficient. We use this technique to enable a simple
reidentification process at hospitals. A more robust approach
may apply encryption and perform analytics on encrypted data
[53]. A second challenge is the ETL process for physiological
data. This process should eliminate noise inputs from valid data
efficiently; this is a research topic on its own [54,55]. Third,
the process of medical algorithms certification is a complex and
time-consuming process that prevents acquiring actual benefits
out of the system in a timely manner. In other words, the lack
of standardization seems to be an obstacle toward the adoption
of systems such as Artemis-IC.

Conclusion
Our work fills the gap by providing a solution that can utilize
the latest achievements in cloud-based analytics for health care
informatics; it provides both real-time and retrospective analysis
capabilities for various stakeholders. Moreover, we proposed a
performance model that can be used for the capacity planning
of the Artemis-IC in advance of its physical deployment.
Artemis-IC and the corresponding performance model can be
tailored for other ICUs as well; the architecture is plug-in–based
so that similar open-source or commercial components can be
integrated to realize the solution. Artemis-IC can also be
deployed on any other cloud environment (ie, cloud agnostic).
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Abstract

The health care system suffers from both inefficient and ineffective use of data. Data are suboptimally displayed to users,
undernetworked, underutilized, and wasted. Errors, inefficiencies, and increased costs occur on the basis of unavailable data in
a system that does not coordinate the exchange of information, or adequately support its use. Clinicians’ schedules are stretched
to the limit and yet the system in which they work exerts little effort to streamline and support carefully engineered care processes.
Information for decision-making is difficult to access in the context of hurried real-time workflows. This paper explores and
addresses these issues to formulate an improved design for clinical workflow, information exchange, and decision making based
on the use of electronic health records.

(JMIR Med Inform 2015;3(4):e34)   doi:10.2196/medinform.4192

KEYWORDS

clinical decision making; clinical decision support; electronic health records; electronic notes

Introduction

Weed introduced the “Subjective, Objective, Assessment, and
Plan” (SOAP) note in the late 1960s [1]. This note entails a
high-level structure that supports the thought process that goes
into decision-making: subjective data followed by ostensibly
more reliable objective data employed to formulate an
assessment and subsequent plan. The flow of information has
not fundamentally changed since that time, but the complexities
of the information, possible assessments, and therapeutic options
certainly have greatly expanded. Clinicians have not heretofore
created anything like an optimal data system for medicine [2,3].
Such a system is essential to streamline workflow and support
decision-making rather than adding to the time and frustration
of documentation [4].

What this optimal data system offers is not a radical departure
from the traditional thought processes that go into the production
of a thoughtful and useful note. However, in the current early
stage digitized medical system, it is still incumbent on the
decision maker/note creator to capture the relevant priors, and
to some extent, digitally scramble to collect all the necessary
updates. The capture of these priors is a particular challenge in
an era where care is more frequently turned over among different
caregivers than ever before. Finally, based on a familiarity of
the disease pathophysiology, the medical literature and
evidence-based medicine (EBM) resources, the user is tasked
with creating an optimal plan based on that assessment. In this
so-called digital age, the amount of memorization, search, and
assembly can be minimized and positively supported by a
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well-engineered system purposefully designed to assist clinicians
in note creation and, in the process, decision-making.

Since 2006, use of electronic health records (EHRs) by US
physicians increased by over 160% with 78% of office-based
physicians and 59% of hospitals having adopted an EHR by
2013 [5,6]. With implementation of federal incentive programs,
a majority of EHRs were required to have some form of built-in
clinical decision support tools by the end of 2012 with further
requirements mandated as the Affordable Care Act (ACA) rolls
out [7]. These requirements recognize the growing importance
of standardization and systematization of clinical

decision-making in the context of the rapidly changing, growing,
and advancing field of medical knowledge. There are already
EHRs and other technologies that exist, and some that are being
implemented, that integrate clinical decision support into their
functionality, but a more intelligent and supportive system can
be designed that capitalizes on the note writing process itself.
We should strive to optimize the note creation process as well
as the contents of the note in order to best facilitate
communication and care coordination. The following sections
characterize the elements and functions of this decision support
system (Figure 1).

Figure 1. Clinician documentation with fully integrated data systems support. Prior notes and data are input for the following note and decisions.
Machine analyzes input and displays suggested diagnoses and problem list, and test and treatment recommendations based on various levels of evidence:
CPG – clinical practice guidelines, UTD – Up to Date®, DCDM – Dynamic Clinical Data Mining.

Incorporating Data

Overwhelmingly, the most important characteristic of the
electronic note is its potential for the creation and reception of
what we term “bidirectional data streams” to inform both
decision-making and research. By bidirectional data exchange,
we mean that electronic notes have the potential to provide data
streams to the entirety of the EHR database and vice versa. The

data from the note can be recorded, stored, accessed, retrieved,
and mined for a variety of real-time and future uses. This process
should be an automatic and intrinsic property of clinical
information systems. The incoming data stream is currently
produced by the data that is slated for import into the note
according to the software requirements of the application and
the locally available interfaces [8]. The provision of information
from the note to the system has both short- and long-term
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benefits: in the short term, this information provides essential
elements for functions such as benchmarking and quality
reporting; and in the long term, the information provides the
afferent arm of the learning system that will identify
individualized best practices that can be applied to individual
patients in future formulations of plans.

Current patient data should include all the electronically
interfaced elements that are available and pertinent. In addition
to the usual elements that may be imported into notes (eg,
laboratory results and current medications), the data should
include the immediate prior diagnoses and treatment items, so
far as available (especially an issue for the first note in a care
sequence such as in the ICU), the active problem list, as well
as other updates such as imaging, other kinds of testing, and
consultant input. Patient input data should be included after
verification (eg, updated reviews of systems, allergies, actual
medications being taken, past medical history, family history,
substance use, social/travel history, and medical diary that may
include data from medical devices). These data priors provide
a starting point that is particularly critical for those note writers
who are not especially (or at all) familiar with the patient. They
represent historical (and yet dynamic) evidence intended to
inform decision-making rather than "text" to be thoughtlessly
carried forward or copied and pasted into the current note.

Although the amount and types of data collected are extremely
important, how it is used and displayed are paramount. Many
historical elements of note writing are inexcusably costly in
terms of clinician time and effort when viewed at a level
throughout the entire health care system. Redundant items such
as laboratory results and copy-and-pasted nursing flow sheet
data introduce a variety of “chartjunk” that clutters
documentation and makes the identification of truly important
information more difficult and potentially even introduces errors
that are then propagated throughout the chart [9,10]. Electronic
systems are poised to automatically capture the salient
components of care so far as these values are interfaced into the
system and can even generate an active problem list for the
providers. With significant amounts of free text and
“unstructured data” being entered, EHRs will need to incorporate
more sophisticated processes such as natural language
processing and machine learning to provide accurate
interpretation of text entered by a variety of different users,
from different sources, and in different formats, and then
translated into structured data that can be analyzed by the
system.

Optimally, a fully functional EHR would be able to provide
useful predictive data analytics including the identification of
patterns that characterize a patient’s normal physiologic state
(thereby enabling detection of significant change from that
state), as well as mapping of the predicted clinical trajectory,
such as prognosis of patients with sepsis under a number of
different clinical scenarios, and with the ability to suggest
potential interventions to improve morbidity or mortality [11].
Genomic and other “-omic” information will eventually be
useful in categorizing certain findings on the basis of individual
susceptibilities to various clinical problems such as sepsis,
auto-immune disease, and cancer, and in individualizing
diagnostic and treatment recommendations. In addition, an

embedded data analytic function will be able to recognize a
constellation of relatively subtle changes that are difficult or
impossible to detect, especially in the presence of chronic
co-morbidities (eg, changes consistent with pulmonary
embolism, which can be a subtle and difficult diagnosis in the
presence of long standing heart and/or lung disease) [12,13].

The data presentation section must be thoughtfully displayed
so that the user is not overwhelmed, but is still aware of what
elements are available, and directed to those aspects that are
most important. The user then has the tools at hand to construct
the truly cognitive sections of the note: the assessment and plan.
Data should be displayed in a fashion that efficiently and
effectively provides a maximally informationally rich and
minimally distracting graphic display. The fundamental principle
should result in a thoughtfully planned data display created on
the ethos of “just enough and no more,” as well as the
incorporation of clinical elements such as severity, acuity,
stability, and reversibility. In addition to the now classic
teachings of Edward Tufte in this regard, a number of new data
artists have entered the field [14]. There is room for much
innovation and improvement in this area, as medicine transitions
from paper to a digital format that provides enormous potential
and capability for new types of displays.

Integrating the Monitors

Bedside and telemetry monitoring systems have become an
element of the clinical information system but they do not yet
interact with the EHR in a bidirectional fashion to provide
decision support. In addition to the raw data elements, the
monitors can provide data analytics that could support real-time
clinical assessment as well as material for predictive purposes
apart from the traditional noisy alarms [15,16]. It may be less
apparent how the reverse stream (EHR to bedside monitor)
would work, but the EHR can set the context for the
interpretation of raw physiologic signals based on previously
digitally captured vital signs, patient co-morbidities and current
medications, as well as the acute clinical context.

In addition, the display could provide an indication of whether
technically ”out of normal range” vital signs (or labs in the
emergency screen described below) are actually “abnormal”
for this particular patient. For example, a particular type of
laboratory value for a patient may have been chronically out of
normal range and not represent a change requiring acute
investigation and/or treatment. This might be accomplished by
displaying these types of ”normally abnormal” values in purple
or green rather than red font for abnormal, or via some other
designating graphic. The purple font (or whatever display mode
was utilized) would designate the value as technically abnormal,
but perhaps not contextually abnormal. Such designations are
particularly important for caregivers who are not familiar with
the patient.

It also might be desirable to use a combination of accumulated
historical data from the monitor and the EHR to formulate
personalized alarm limits for each patient. Such personalized
alarm limits would provide a smarter range of acceptable values
for each patient and perhaps also act to reduce the unacceptable
number of false positive alarms that currently plague bedside
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caregivers (and patients) [17]. These alarm limits would be
dynamically based on the input data and subject to reformulation
as circumstances changed. We realize that any venture into
alarm settings becomes a regulatory and potentially medico-legal
issue, but these intimidating factors should not be allowed to
grind potentially beneficial innovations to a halt. For example,
“hard” limits could be built into the alarm machine so that the
custom alarm limits could not fall outside certain designated
values.

Supporting the Formulation of the
Assessment

Building on both prior and new, interfaced and manually entered
data as described above, the next framework element would
consist of the formulation of the note in real time. This would
consist of structured data so far as available and feasible, but is
more likely to require real-time natural language processing
performed on the free text being entered. Different takes on this
kind of templated structure have already been introduced into
several electronic systems. These include note templates created
for specific purposes such as end-of-life discussions, or
documentation of cardiopulmonary arrest. The very nature of
these note types provides a robust context for the content. We
also recognize that these shorter and more directed types of
notes are not likely to require the kind of extensive clinical
decision support (CDS) from which an admission or daily
progress note may benefit.

Until the developers of EHRs find a way to fit structured data
selection seamlessly and transparently into workflow, we will
have to do the best we can with the free text that we have
available. While this is a bit clunky in terms of data utilization
purposes, perhaps it is not totally undesirable, as free text inserts
a needed narrative element into the otherwise storyless EHR
environment. Medical care can be described as an ongoing story
and free text conveys this story in a much more effective and
interesting fashion than do selected structured data bits.
Furthermore, stories tend to be more distinctive than lists of
structured data entries, which sometimes seem to vary
remarkably little from patient to patient. But to extract the
necessary information, the computer still needs a processed
interpretation of that text. More complex systems are being
developed and actively researched to act more analogously to
our own ”human” form of clinical problem solving [18], but
until these systems are integrated into existing EHRs, clinicians
may be able to help by being trained to minimize the potential
confusion engendered by reducing completely unconstrained

free text entries and/or utilizing some degree of standardization
within the use of free text terminologies and contextual
modifiers.

Employing the prior data (eg, diagnoses X, Y, Z from the
previous note) and new data inputs (eg, laboratory results,
imaging reports, and consultants’ recommendations) in
conjunction with the assessment being entered, the system would
have the capability to check for inconsistencies and omissions
based on analysis of both prior and new entries. For example,
a patient in the ICU has increasing temperature and heart rate,
and decreasing oxygen saturation. These continuous variables
are referenced against other patient features and risk factors to
suggest the possibility that the patient has developed a
pulmonary embolism or an infectious ventilator-associated
complication. The system then displays these possible diagnoses
within the working assessment screen with hyperlinks to the
patient’s flow sheets and other data supporting the suggested
problems (Figure 2). The formulation of the assessment is
clearly not as potentially evidence-based as that of the plan;
however, there should still be dynamic, automatic and rapid
searches performed for pertinent supporting material in the
formulation of the assessment. These would include the medical
literature, including textbooks, online databases, and applications
such as WebMD. The relevant literature that the system has
identified, supporting the associations listed in the assessment
and plan, can then be screened by the user for accuracy and
pertinence to the specific clinical context. Another potentially
useful CDS tool for assessment formulation is a modality we
have termed dynamic clinical data mining (DCDM) [19]. DCDM
draws upon the power of large sets of population health data to
provide differential diagnoses associated with groupings or
constellations of symptoms and findings. Similar to the process
just described, the clinician would then have the ability to review
and incorporate these suggestions or not.

An optional active search function would also be provided
throughout the note creation process for additional
flexibility—clinicians are already using search engines, but
doing so sometimes in the absence of specific clinical search
algorithms (eg, a generic search engine such Google). This may
produce search results that are not always of the highest possible
quality [20,21]. The EHR-embedded search engine would have
its algorithm modified to meet the task as Google has done
previously for its search engine [22]. The searchable TRIP
database provides a search engine for high-quality clinical
evidence, as do the search modalities within Up to Date,
Dynamed, BMJ Clinical Evidence, and others [23,24].
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Figure 2. Mock visualization of symptoms, signs, laboratory results, and other data input and systems suggestion for differential diagnoses.

Supporting the Formulation of the Plan

With the assessment formulated, the system would then
formulate a proposed plan using EBM inputs and DCDM
refinements for issues lying outside EBM knowledge. Decision
support for plan formulation would include items such as
randomized control trials (RCTs), observational studies, clinical
practice guidelines (CPGs), local guidelines, and other relevant
elements (eg, Cochrane reviews). The system would provide
these supporting modalities in a hierarchical fashion using
evidence of the highest quality first before proceeding down
the chain to lower quality evidence. Notably, RCT data are not
available for the majority of specific clinical questions, or it is
not applicable because the results cannot be generalized to the
patient at hand due to the study’s inclusion and exclusion criteria
[25]. Sufficiently reliable observational research data also may
not be available, although we expect that the holes in the RCT
literature will be increasingly filled by observational studies in
the near future [16,26]. In the absence of pertinent
evidence-based material, the system would include the
functionality which we have termed DCDM, and our Stanford
colleagues have termed the “green button” [19,27]. This
still-theoretical process is described in detail in the references,
but in brief, DCDM would utilize a search engine type of
approach to examine a population database to identify similar
patients on the basis of the information entered in the EHR. The
prior treatments and outcomes of these historical patients would
then be analyzed to present options for the care of the current
patient that were, to a large degree, based on prior data. The
efficacy of DCDM would depend on, among other factors, the
availability of a sufficiently large population EHR database, or
an open repository that would allow for the sharing of patient
data between EHRs. This possibility is quickly becoming a
reality with the advent of large, deidentified clinical databases
such as that being created by the Patient Centered Outcomes
Research Institute [26].

The tentative plan could then be modified by the user on the
basis of her or his clinical "wetware" analysis. The electronic
workflow could be designed in a number of ways that were
modifiable per user choice/customization. For example, the user
could first create the assessment and plan which would then be
subject to comment and modification by the automatic system.
This modification might include suggestions such as adding
entirely new items, as well as the editing of entered items. In
contrast, as described, the system could formulate an original
assessment and plan that was subject to final editing by the user.
In either case, the user would determine the final output, but
the system would record both system and final user outputs for
possible reporting purposes (eg, consistency with best practices).
Another design approach might be to display the user entry in
toto on the left half of a computer screen and a
system-formulated assessment (Figure 3) and plan on the right
side for comparison. Links would be provided throughout the
system formulation so that the user could drill into
EHR-provided suggestions for validation and further
investigation and learning. In either type of workflow, the
system would comparatively evaluate the final entered plan for
consistency, completeness, and conformity with current best
practices. The system could display the specific items that came
under question and why. Users may proceed to adopt or not,
with the option to justify their decision. Data reporting analytics
could be formulated on the basis of compliance with EBM care.
Such analytics should be done and interpreted with the
knowledge that EBM itself is a moving target and many clinical
situations do not lend themselves to resolution with the current
tools supplied by EBM.

Since not all notes call for this kind of extensive decision
support, the CDS material could be displayed in a separate
columnar window adjacent to the main part of the screen where
the note contents were displayed so that workflow is not
affected. Another possibility would be an “opt-out” button by
which the user would choose not to utilize these system
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resources. This would be analogous but functionally opposite
to the "green button" opt-in option suggested by Longhurst et
al, and perhaps be designated the "orange button" to clearly
make this distinction [27]. Later, the system would make a
determination as to whether this lack of EBM utilization was
justified, and provide a reminder if the care was determined to
be outside the bounds of current best practices. While the goal
is to keep the user on the EBM track as much as feasible, the
system has to "realize" that real care will still extend outside
those bounds for some time, and that some notes and decisions
simply do not require such machine support.

There are clearly still many details to be worked out regarding
the creation and use of a fully integrated bidirectional EHR.
There currently are smaller systems that use some components
of what we propose. For example, a large Boston hospital uses
a program called QPID which culls all previously collected
patient data and uses a Google-like search to identify specific

details of relevant prior medical history which is then displayed
in a user-friendly fashion to assist the clinician in making
real-time decisions on admission [28]. Another organization,
the American Society of Clinical Oncology, has developed a
clinical Health IT tool called CancerLinQ which utilizes large
clinical databases of cancer patients to trend current practices
and compare the specific practices of individual providers with
best practice guidelines [29]. Another hospital system is using
many of the components discussed in a new, internally
developed platform called Fluence that allows aggregation of
patient information, and applies already known clinical practice
guidelines to patients’ problem lists to assist practitioners in
making evidenced-based decisions [30]. All of these efforts
reflect inadequacies in current EHRs and are important pieces
in the process of selectively and wisely incorporating these
technologies into EHRs, but doing so universally will be a much
larger endeavor.

Figure 3. Mock screenshot for the "Assessment and Plan" screen with background data analytics. Based on background analytics that are being run
by the system at all times, a series of "problems" are identified and suggested by the system, which are then displayed in the EMR in the box on the
left. The clinician can then select problems that are suggested, or input new problems that are then displayed in the the box on the right of the EMR
screen, and will now be apart of ongoing analytics for future assessment.

Conclusions

Medicine has finally entered an era in which clinical digitization
implementations and data analytic systems are converging. We
have begun to recognize the power of data in other domains and

are beginning to apply it to the clinical space, applying
digitization as a necessary but insufficient tool for this purpose
(personal communication from Peter Szolovits, The
Unreasonable Effectiveness of Clinical Data. Challenges in Big
Data for Data Mining, Machine Learning and Statistics
Conference, March 2014). The vast amount of information and
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clinical choices demands that we provide better supports for
making decisions and effectively documenting them. The
Institute of Medicine demands a “learning health care system”
where analysis of patient data is a key element in continuously
improving clinical outcomes [31]. This is also an age of
increasing medical complexity bound up in increasing financial
and time constraints. The latter dictate that medical practice
should become more standardized and evidence-based in order
to optimize outcomes at the lowest cost. Current EHRs, mostly
implemented over the past decade, are a first step in the
digitization process, but do not support decision-making or
streamline the workflow to the extent to which they are capable.
In response, we propose a series of information system
enhancements that we hope can be seized, improved upon, and
incorporated into the next generation of EHRs.

There is already government support for these advances: The
Office of the National Coordinator for Health IT recently
outlined their 6-year and 10-year plans to improve EHR and
health IT interoperability, so that large-scale realizations of this
idea can and will exist. Within 10 years, they envision that we
“should have an array of interoperable health IT products and
services that allow the health care system to continuously learn
and advance the goal of improved health care.” In that, they
envision an integrated system across EHRs that will improve
not just individual health and population health, but also act as
a nationwide repository for searchable and researchable
outcomes data [32]. The first step to achieving that vision is by
successfully implementing the ideas and the system outlined
above into a more fully functional EHR that better supports
both workflow and clinical decision-making. Further, these
suggested changes would also contribute to making the note
writing process an educational one, thereby justifying the very
significant time and effort expended, and would begin to
establish a true learning system of health care based on actual
workflow practices. Finally, the goal is to keep clinicians firmly
in charge of the decision loop in a “human-centered” system in
which technology plays an essential but secondary role. As
expressed in a recent article on the issue of automating systems
[33]:

In  th i s  mode l  (human  cen te red
automation)…technology takes over routine functions
that a human operator has already mastered, issues
alerts when unexpected situations arise, provides
fresh information that expands the operator’s
perspective and counters the biases that often distort
human thinking. The technology becomes the expert’s
partner, not the expert’s replacement.

Key Concepts and Terminology

A number of concepts and terms were introduced throughout
this paper, and some clarification and elaboration of these
follows:

• Affordable Care Act (ACA): Legislation passed in 2010 that
constitutes two separate laws including the Patient
Protection and Affordable Care Act and the Health Care
and Education Reconciliation Act. These two pieces of
legislation act together for the expressed goal of expanding
health care coverage to low-income Americans through
expansion of Medicaid and other federal assistance
programs [34].

• Clinical Decision Support (CDS) is defined by CMS as “a
key functionality of health information technology” that
encompasses a variety of tools including computerized
alerts and reminders, clinical guidelines, condition-specific
order sets, documentations templates, diagnostic support,
and other tools that “when used effectively, increases quality
of care, enhances health outcomes, helps to avoid errors
and adverse events, improves efficiency, reduces costs, and
boosts provider and patient satisfaction” [35].

• Cognitive Computing is defined as “the simulation of human
thought processes in a computerize model…involving self
learning systems that use data mining, pattern recognition
and natural language processing to mimic the way the
human brain works” [36]. Defined by IBM as computer
systems that “are trained using artificial intelligence and
machine learning algorithms to sense, predict, infer and, in
some ways, think” [37].

• Deep learning is a form of machine learning (a more
specific subgroup of cognitive computing) that utilizes
multiple levels of data to make hierarchical connections
and recognize more complex patterns to be able to infer
higher level concepts from lower levels of input and
previously inferred concepts [38]. Figure 3 demonstrates
how this concept relates to patients illustrating the system
recognizing patterns of signs and symptoms experienced
by a patient, and then inferring a diagnosis (higher level
concept) from those lower level inputs. The next level
concept would be recognizing response to treatment for
proposed diagnosis, and offering either alternative
diagnoses, or change in therapy, with the system adapting
as the patient’s course progresses.

• Dynamic clinical data mining (DCDM): First, data mining
is defined as the “process of discovering patterns,
automatically or semi-automatically, in large quantities of
data” [39]. DCDM describes the process of mining and
interpreting the data from large patient databases that
contain prior and concurrent patient information including
diagnoses, treatments, and outcomes so as to make real-time
treatment decisions [19].

• Natural Language Processing (NLP) is a process based on
machine learning, or deep learning, that enables computers
to analyze and interpret unstructured human language input
to recognize and even act upon meaningful patterns [39,40].
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Abstract

Background: Health information exchange (HIE), the electronic sharing of clinical information across the boundaries of health
care organizations, has been promoted to improve the efficiency, cost-effectiveness, quality, and safety of health care delivery.

Objective: To systematically review the available research on HIE outcomes and analyze future research needs.

Methods: Data sources included citations from selected databases from January 1990 to February 2015. We included
English-language studies of HIE in clinical or public health settings in any country. Data were extracted using dual review with
adjudication of disagreements.

Results: We identified 34 studies on outcomes of HIE. No studies reported on clinical outcomes (eg, mortality and morbidity)
or identified harms. Low-quality evidence generally finds that HIE reduces duplicative laboratory and radiology testing, emergency
department costs, hospital admissions (less so for readmissions), and improves public health reporting, ambulatory quality of
care, and disability claims processing. Most clinicians attributed positive changes in care coordination, communication, and
knowledge about patients to HIE.

Conclusions: Although the evidence supports benefits of HIE in reducing the use of specific resources and improving the quality
of care, the full impact of HIE on clinical outcomes and potential harms are inadequately studied. Future studies must address
comprehensive questions, use more rigorous designs, and employ a standard for describing types of HIE.

Trial Registration: PROSPERO Registry No CRD42014013285; http://www.crd.york.ac.uk/PROSPERO/
display_record.asp?ID=CRD42014013285 (Archived by WebCite at http://www.webcitation.org/6dZhqDM8t).

(JMIR Med Inform 2015;3(4):e39)   doi:10.2196/medinform.5215
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Introduction

In recent years, there has been substantial growth in the adoption
of the electronic health record (EHR) in ambulatory and hospital
settings across the United States, fueled largely by incentive
funding provided by the Health Information Technology for
Economic and Clinical Health (HITECH) Act. Following
HITECH, 94% of nonfederal hospitals [1], 78% of
hospital-based physicians [2], 84% of emergency departments
(EDs), and 73% of hospital outpatient departments in the United
States have adopted EHRs [3]. The motivation to increase the
adoption of EHRs is grounded in evidence that health
information technology (HIT) can improve the quality, safety,
efficiency, and satisfaction with care, as has been reported in a
series of systematic reviews [4-7].

One key challenge to effective use of HIT, however, is that most
patients in the United States, especially those with multiple
conditions, receive care across a number of settings [8,9]. To
enable data to follow patients wherever they receive care,
attention has recently focused on health information exchange
(HIE), defined as the reliable and interoperable electronic
sharing of clinical information among physicians, nurses,
pharmacists, other health care providers, and patients across the
boundaries of health care institutions, health data repositories,
laboratories, public health agencies, and other entities that are
not within a single organization or among affiliated providers
[10].

The Office of the National Coordinator for Health Information
Technology (ONC) has defined the following forms of HIE
[11]:

1. Directed exchange: Sending and receiving secure
information electronically between care providers.

2. Query-based exchange: Provider-initiated requests for
information on a patient from other providers.

3. Consumer-mediated exchange: Patients aggregating and
controlling the use of their health information among care
providers.

ONC also uses the words “push” to describe directed exchange
and “pull” to describe query-based exchange [12]. ONC
leadership has also advocated that HIE be thought of as a verb
and not as a noun, with more focus on the action of exchange
and what is achieved with the information than on the
technological and organizational structures required [13]. This
is not meant to imply that the structures are not necessary, rather
it is designed to shift the focus when evaluating HIE from
documenting what has been created to the impact HIE has on
health and health care.

The HITECH Act recognized that EHR adoption alone was
insufficient to realize the full promise of HIT, allocating US
$563 million for states or state-designated entities to establish
HIE capability among health care providers and hospitals [11].
As a result of HITECH funding, HIE adoption has grown in a
parallel though somewhat smaller manner. By 2014, 76% of
US hospitals had engaged in some form of HIE [14]. An annual
survey of organizations engaged in HIE found 135 in the United
States in 2014 [15].

Evaluating the effectiveness of HIE (and HIT generally) has
been challenging [16]. HIE systems are intermediate to
improving care delivery, allowing clinicians and others
improved access to patient data to inform decisions, and
facilitate appropriate use of testing and treatment. HIE is not
specific to any health issue or diagnosis. HIE implementations
have often been supported by one-time start-up funding, without
long-term support to sustain the programs long enough for
evaluation.

There are 3 previously published systematic reviews that focus
exclusively on HIE [17-19]. One of these reviews was conducted
a half-decade ago [17], another focused only on US-based and
clinical-only (ie, not public health) activities [18], and a third
assessed mainly the associations between study characteristics
and the frequency of positive outcomes [19]. We expanded upon
these reviews to not only perform a systematic review of HIE
but also determine needs for future research that reflect our
assessment of the benefits and limitations of HIE.

Methods

Key questions guiding this review were developed by the review
team with input from a group of stakeholders and the Agency
for Healthcare Research and Quality (AHRQ). A standard
protocol was developed using input from key informants and a
technical expert panel, registered in PROSPERO [20], and
posted on an AHRQ public website. A technical report further
describes the methods and includes search strategies and
additional information [21]. A research librarian conducted
electronic database searches identifying relevant articles
published between January 1990 and February 2015 in
MEDLINE (Ovid), PsycINFO, CINAHL, and the Cochrane
Library databases. Searches were peer reviewed by another
librarian and supplemented by references identified from
additional sources, including reference lists, table of contents
of journals not indexed in databases searched, gray literature
sources, and experts. English-language studies of HIE that
reported on clinical, economic, population, and intermediate
(eg, patient or provider perceptions, availability or accuracy of
data, or time saved) outcomes were included. We included
comparative studies of effectiveness, and other designs for more
qualitative outcomes. We excluded studies that investigated
benefits of HIE other than in clinical or public health settings
(eg, to enhance clinical research). Two investigators
independently evaluated each study to determine inclusion
eligibility. Disagreement was resolved by consensus with a third
investigator making the final decision as needed.

Details of included studies were extracted by one investigator
and reviewed for accuracy and completeness by a second
investigator. Two investigators independently assessed risk of
bias for all effectiveness studies. Differences were resolved by
discussion and consensus and reviewed by the team of
investigators. Individual studies were rated as “low,”
“moderate,” or “high” risk of bias. Investigators then assessed
the strength of the body of evidence. Both the risk of bias and
strength of evidence ratings were conducted using the criteria
and procedures described in the AHRQ Methods Guide for
Effectiveness and Comparative Effectiveness Reviews [22].
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The strength of evidence consisted of the following 4 major
categories: high, moderate, low, or insufficient, based on the
methodological limitations of studies; consistency across studies;
precision of estimates; and directness of effect. Ratings were
reviewed by a second investigator, and disagreements were
resolved by consensus or involvement of a third investigator if
necessary. Data could not be combined in a quantitative
meta-analysis because of heterogeneity in the interventions, the
outcomes measured, and the way data were reported. Therefore,
we combined studies qualitatively based on the similarity of
the type of HIE, the implementation of the HIE, outcomes
measured, and results reported. Where studies were not similar
in these areas, we provided the results of the individual studies
without grouping them.

Results

Of the 5211 potentially relevant citations identified in our
literature searches, 849 articles were selected for full-text review
and 34 studies were ultimately deemed to address outcomes.
Study characteristics, results, and risk of bias assessments are
presented in Multimedia Appendices 1 and 2. Of the studies
included in this report, 2 were randomized controlled trials
(RCTs) described in 3 papers and 32 were observational and
survey studies. Most were conducted in the United States,
although 8 were from Europe, Canada, Israel, and South Korea.
These studies reported clinical or public health process,
economic, or population outcomes; however, none of the studies
explicitly stated that they assessed for harms of HIE or reported
any negative unintended consequences. The majority were
assessed to be of low risk of bias (ie, good internal validity) but
also contained mostly retrospective observational evidence.

Of 34 studies, 26 reported clinical, economic, or population
outcomes (see Multimedia Appendix 1), whereas the other 8
were found to report on perceptions of outcomes (see
Multimedia Appendix 2). None of the studies evaluated primary
clinical outcomes from HIE (eg, mortality and morbidity) nor
explicitly measured or reported harms. We list the study designs
and geographic locations in Table 1.

The most common study design for assessing outcomes was
retrospective cohort, typically with HIE use associated with a

specific outcome (Table 1). The next most common design was
survey, which was usually focused on perception of
effectiveness and perceived outcomes: 2 studies were RCTs—1
RCT assessed a particular directed information exchange (2
published papers, 1 on clinical outcomes, and 1 on perceptions)
and the other evaluated a clinical decision support intervention
using data from an HIE implementation. Two studies used
cross-sectional analyses of large databases to compare health
care organizations having access to HIE with those without
access. Two other studies used a case series methodology, one
of which involved asking clinicians if HIE access avoided
undesirable resource use, and then calculating the costs saved
and the other that retrospectively analyzed data to determine
duplicative testing averted.

The identified studies were performed mostly in the United
States, but we identified 8 studies from 5 other countries. Of
the 26 studies in the United States, 2 assessed multiple HIE
implementations across the entire United States, 1 assessed
multiple HIE implementations in 2 states (California and
Florida), and the remaining 23 studies were conducted in 13
states. Most studies used retrospective designs, usually with an
approach examining the association of HIE use with 1 or more
clinical variables. All of these studies focused on the direct
effect of HIE, usually reporting reduction in resource use or
costs, without determining its larger impact (eg, overall total or
proportion of spending in an ED vs the total dollars that HIE
appeared to save). None of the studies analyzed individual
episodes of care to determine clinical appropriateness of possible
changes brought about by HIE use.

The prospective studies also had limitations. The 2 RCTs
(reported in 3 papers) were focused on highly specific uses of
HIE, namely, directed exchange of ED reports in one and
pharmacotherapy clinical decision support in another. Of note,
however, was that neither study showed benefit of HIE. The
other prospective study was a case series that was limited by
its methodology relying on physician self-reports of resources
not utilized when HIE was used, with no follow-up or validation
of their decisions, or analysis of more holistic views of clinical
outcomes or costs.
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Table 1. Study designs and locations.

ReferencesStudy designs and locations

Designs (number)

[23-40]Retrospective cohort (18)

[41-48]Survey (8)

[49-51]Randomized controlled trial (2 reported in 3
papers)

[52,53]Cross sectional (2)

[54,55]Case series (2)

Location (number)

[47]Austria (1)

[49,51]Canada (2)

[23,46]Finland (2)

[29,56]Israel (2)

[48]South Korea (1)

[41,53]All of United States (2)

[52]California and Florida

[24]Colorado (1)

[35,36,44]Indiana (3)

[34]Louisiana (1)

[45]Massachusetts (1)

[55]Minnesota (1)

[50]North Carolina (1)

[32,33,37,40,42,43]New York (6)

[38]Oklahoma (1)

[54]South Carolina (1)

[25,27,28]Tennessee (3)

[31]Texas (1)

[39]Virginia (1)

[26,30]Wisconsin (2)

Most of these studies had reasonable but not strong internal
validity. As the intervention (HIE) was only one of many
potential influences on clinical outcome (ie, many more factors
go into clinical outcomes than the decision to consult an HIE
on a patient), there was possible confounding. Because no
confounders were explicitly identified and incorporated into
the analyses, most studies with appropriate retrospective
methods were rated as having low or moderate risk of bias.

Because of the type of study designs used, reporting limitations,
and the lack of ability to combine results, the strength of this
body of evidence was rated as low, meaning that future studies
have the potential to alter these findings in magnitude or
direction. In addition, the number of studies and their locations
in the United States represent a small fraction of functioning
HIE systems. A larger number are reported to be operational,
sustainable, or innovating according to the eHealth Initiative
Annual Data Exchange Survey, which reported a total of 84
such HIE implementations in 2013 [57] and 106 in 2014 [15].

In other words, while a substantial number of HIE
implementations exist in the United States, only a small number
have been subject to evaluation. This low number of studies
relative to HIE efforts also makes it difficult to generalize about
what aspects of HIE, such as location, type, and setting, are
associated with the results reported in research.

Improving Resource Use
Most of the studies of HIE effectiveness focused on resource
use. We categorized these as follows (Table 2): laboratory
testing, radiology testing, hospital admissions, hospital
readmissions, referrals and consultations, ED costs, public heath
reporting, quality of care, and other aspects of HIE. Although
the risk of bias in most studies was low to moderate, the
resulting evidence from them was mostly of low strength due
to retrospective designs. This low-strength evidence mostly
favored the value of HIE in reducing resource use and costs,
especially in the ED, but used a very narrow cost perspective
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and did not account for how HIE was used and its impact on
the overall care of the patient beyond the immediate setting

where it was used.

Table 2. Study results by categories.

ResultsCategory (number)

A total of 6 studies showed benefit for health information exchange (HIE) in reducing overall testing, although estimates
of impact on cost were mixed [23-26,54,55]: 4 studies took place in the emergency department (ED) setting, all showing
some amount of reduced testing and cost savings [25,26,54,55], whereas 2 studies were conducted in ambulatory settings,
with one showing an increase [23] and the other showing a reduction in the increased overall rate of testing [24].

Laboratory testing (6)

A total of 7 studies carried out in the ED setting showing reduced testing [25-28,52,54,55]; 2 studies were conducted in
ambulatory settings, with one showing a decrease [23] and the other showing no change in the rate of testing [24].

Radiology testing (9)

A total of 2 studies found a reduction in hospital admissions and lower costs [25,54]; 3 other studies also measured some
benefit for HIE use in reducing hospital admissions [29,32,56], although 3 additional studies found no such reduction
[30,31,49].

Hospital admissions (8)

Whereas 1 study showed benefit for HIE in reducing hospital readmissions [33], the other did not [53].Hospital readmissions
(2)

A total of 2 studies assessed HIE for reducing referrals and/or consultations, with conflicting results [23,54].Referrals and consulta-
tions (2)

A total of 2 studies found reduced overall ED costs per patient when HIE was available [25,26]. Neither study reported
overall ED expenditures, making it unknown what proportion of overall ED spending was impacted by HIE.

ED costs (2)

A total of 3 studies assessed HIE in public health settings, all of which were conducted in the United States and reported
improved automated laboratory reporting [36], improved completeness of reporting for notifiable diseases [35], and improved
identification of HIV patients for follow-up care [34].

Public heath reporting
(3)

A total of 2 retrospective studies found HIE associated with improved quality of care [37,38], whereas a randomized controlled
trial focused on medication reconciliation found increased ability to detect medication adherence problems, the results did
not show improvement in adherence after it was identified and addressed by providers [50].

Quality of care in ambu-
latory settings (3)

A total of 3 studies assessed other aspects of HIE, including reduction in time for processing of Social Security Disability
claims [39], increased ability to identify frequent ED users [40], and associated HIE implementation with improved patient
satisfaction scores in hospitals [41].

Other aspects of HIE
(3)

Perceptions
A number of studies evaluated clinician or patient perceptions
of outcomes of HIE (see Multimedia Appendix 2), with all
reporting perceptions that HIE leads to some benefit including
improved outcomes. Clinician perceptions of the value of HIE,
where studied, were generally positive. However, how such
perceptions translate into improved care is unknown. This body
of evidence was considered low strength.

Factors Associated With Outcomes
To determine whether effectiveness of HIE varied by study
type, health care setting, location, or HIE type, we examined
whether HIE was found to have some beneficial effect or not
across characteristics. As presented in Table 1, the
preponderance of studies reported that HIE use for different
functions, in various settings, and of varying types produced
mostly positive outcomes. Although the number of positive
versus negative studies was not an indicator of the overall
direction of the evidence, we did note that for each “negative”
study, there was at least one “positive” one. For type of HIE,
there was no clear pattern of findings to suggest that one type
was clearly better than another, even indirectly. The 2 RCTs
reported no benefit for their selected outcomes from HIE
intervention [49,50], although a perceptions study from one of
them reported impressions of improved patient outcomes and
management [51]. These were in contrast to the observational
study designs where almost all found beneficial effects of HIE.

For the HIE setting, only ambulatory and ED had enough studies
to evaluate patterns, with outpatient settings less likely to find
beneficial results compared with studies in ED settings. The
sparseness of studies across geographic settings did not allow
for identification of patterns, although across most studies in
the United States, the findings were positive.

Discussion

A collection of low-quality evidence supports the value of HIE
for reducing duplicative laboratory and radiology test ordering,
lowering ED costs, reducing hospital admissions (less so for
readmissions), improving public health reporting, increasing
ambulatory quality of care, and improving disability claims
processing. The evidence is low quality because of the
retrospective nature of the studies and the limited questions that
they ask. It is unlikely that additional studies of the kind
included in this review will advance the field and strengthen
our understanding when HIE can reduce laboratory and imaging
tests associated with episodes of care without broadening their
scope and using more rigorous designs. Although the
preponderance of evidence reports positive effects of HIE in
reducing resource use and improving quality of care, it is entirely
possible that focused studies with stronger study designs and
more comprehensive assessment of utilization or clinical
outcomes might reach a different conclusion.

We found no studies explicitly addressing patient-specific
clinical outcomes such as morbidity, mortality, or functional

JMIR Med Inform 2015 | vol. 3 | iss. 4 |e39 | p.44http://medinform.jmir.org/2015/4/e39/
(page number not for citation purposes)

Hersh et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


status, and therefore the body of evidence is insufficient to
determine whether HIE has an impact on patient outcomes. We
also did not identify any studies that used systematic and
comprehensive economic analysis. Although some of the studies
we included projected or estimated cost savings based on
measured changes in utilization or perceptions of clinicians,
there were no studies that explicitly measured costs and assessed
economic impact in a comprehensive fashion. It is fair to say,
then, that there was insufficient evidence to reach conclusions
on the economic impact of HIE.

Applicability
How likely are the effects reported in this review to be observed
when applied under diverse conditions in health systems,
hospitals, and clinics in the United States? The greatest
confidence in the applicability of these findings comes from
the breadth of settings—geographic, organizational, and
technical—from which they are derived. By contrast, there are
limitations to the applicability of the findings (beyond
limitations to the internal validity already mentioned) having
to do with these main concerns: (1) concentration of evidence
from a relatively small number of HIE systems; (2) use of
internally developed and refined health IT systems compared
with local instances of commercial systems; and (3) the
exceptionally broad variety of systems, contexts, and purposes
of HIE reported in the studies included in this review.

First, the concern that the bulk of the evidence about health IT
impact arises out of a relatively small number of centers has
been raised before [4]. These centers have been referred to as
“health IT leaders,” which are typically large academic medical
centers with internally developed health IT systems,
implemented incrementally, and refined over a long period. The
nature of the health IT systems is in each case unique (being
locally developed), and more importantly it is difficult to
separate the effects of the health IT from the confounding
influences of the health system itself. However, whether findings
from these systems can be generalized to the very different
context of health system and hospital implementations of
commercially developed systems over shorter periods with less
internal development and implementation infrastructure has
been called into question [4]. This “health IT leader” effect
appears to be reduced in more recent updates to the 2006
systematic review by Chaudhry et al [4] but the issue remains
important [5,7]. In this review of HIE, the concentration of
evidence phenomenon is also present, with large numbers of
published studies emanating from relatively few areas, this time
regional implementation programs rather than academic health
centers, such as Texas, New York, and the MidSouth e-Health
Alliance.

Second, separate from the “health IT leader” concern, which
has to do with the organizational capacity, resources, and
mission of these centers, is the issue of internally developed
systems compared with commercially developed systems.
Although few of the studies we included described whether
their software used was commercial or locally developed, the
overall model of health IT purchase and installation of nonhealth
IT leaders are usually quite different from that of the incremental
internal development, implementation, and refinement that are

seen in systems such as the Department of Veterans Affairs or
the aforementioned “health IT leader” systems. Related to this
concern is a finding from other aspects of health IT [58], namely,
clinical decision support, where systems evaluated by their
developers tend to achieve more positive outcomes from their
evaluation than external evaluators. This phenomenon must be
assessed with HIE as well.

Third, and most important, in terms of limiting the applicability
of these findings about HIE to real-world use is the exceptionally
wide variety of systems, purposes, and contexts of use. To
predict whether specific implementations of HIE in specific
health care contexts will have favorable impacts on specific
desired outcomes is not possible from this review and in most
cases would not be possible from comparison with individual
studies because (1) it is unlikely that studies with low risk of
bias have been published for most such specific questions, and
(2) in almost all cases these are complex interventions that are
incompletely specified, with insufficient detail to draw strong
meaningful inferences [59].

Limitations of the Evidence Base
The significant limitations of the evidence base, that is, the
individual studies included in this review, have been raised in
previous systematic reviews of health IT [4,5,7] and of HIE
[18]. There are four primary concerns about the limitations of
the available evidence on the impact of HIE (and health IT in
general): (1) suitability of study design; (2) execution of the
studies; (3) complexity of the interventions with implications
for interpretation and for generalizability; and (4) changes in
the technology or policy governing its use.

First, the evidence in this area addresses a wide variety of
questions covering diverse domains beyond medical science
from computer science, human factors, sociology, organization
and management, and other disciplines. This broad array of
questions calls for an equally diverse range of study designs.
Studies of usability and use require usability engineering
methods, studies of individual behavior call for methods from
anthropology and behavioral sciences, studies of organizational
change warrant methods drawn from management and systems
science, whereas studies of population effects call for the
methods of epidemiologists. A significant limitation of this
literature, with its breadth of research questions, is the limited
toolbox often drawn upon to answer them.

The second limitation is in execution of the studies. Even when
strong study designs are used, their execution may be lacking,
whether in sampling strategies, measurement methods, or
analytic approaches. The unit of analysis problem is but one
example. Interventions carried out at the level of the health
system, hospital, or clinic may be analyzed at the level of the
patient or episode, without controlling for variation at these
multiple levels. Incomplete measurement is another: for
example, where ED test ordering is measured in isolation,
ignoring the possibility that the same test might later be ordered
in another setting such as urgent care, primary care, or in
hospital.

The third limitation has to do with the complexity of
interventions, where the HIE or other health IT system itself is
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necessarily only part of a more complex intervention. The
complexity of interventions to change the behavior of clinicians
or others in the health systems studied requires more thorough
specification, to both adjust for confounders and make sense
out of how to apply interventions elsewhere. Others have
documented the inadequacy of specification of the details of
complex interventions and called for a more systematic and
thorough reporting [59,60].

Finally, the literature does not comprehensively cover changes
in technology or policies governing its use. For example,
whereas most studies come from the locally developed systems
of HIE leaders as noted earlier, there has been a more recent
growth in the commercial marketplace for HIE. In addition, the
widespread adoption of EHRs under the HITECH Act in the
US means that a more diverse array of health care organizations
will be participating in HIE implementations. As an example
of policy changes governing HIE development, as noted in
Table 1, most studies have been of query-based systems whereas
more recent meaningful use criteria for incentive funding call
for implementation of directed exchange.

Future Research Needs
Given the limited conclusions that can be reached after review
of the large volume of published literature on HIE, what are the
implications for future research? Recognizing that HIE, like
health IT in general, will almost certainly undergo increasingly
widespread implementation in the future, the first aim of
researchers should be to shift the emphasis from whether HIE
systems should be implemented to specifically how they should
be implemented. The question to be answered is not “Does HIE
have positive effects?” but rather “How can HIE be implemented
in order to result in the greatest benefit for patients, clinicians,
and health systems with the least cost and harm?”

A second aim of research on HIE should be to develop greater
focus and clarity about the level at which interventions are
operating and the types and levels at which outcomes are
measured. The outcomes of interest and the factors influencing
them may be quite different at different levels of analysis, from
specific systems or functionalities of HIE to individual patients,
providers, or episodes of care; to health care units such as the
ED, primary care practice, or hospital ward; to institutions such
as hospitals; to aggregates such as health systems; or to broader
regional multiorganization entities or regions. Combining or
confusing these levels of intervention and levels of analysis
only increases the challenges for those who conduct the research
and for those who wish to interpret and apply it.

To help achieve an improved focus and clarity, a more formal
analytic framework and a more descriptive taxonomy are
needed. An example of such a framework that could be usefully
applied in this area is Rasmussen’s sociotechnical hierarchy,
which specifies the multiple levels of a complex sociotechnical
system that must be considered together to understand system
behavior change [61]. Examples of its application include
Vicente’s analysis of the forces acting at multiple levels to
reduce hazards arising from patient-controlled analgesia devices
[62] and Leveson’s Systems—Theoretic Accident Modeling
and Processes model for understanding system performance
and safety [63].

Similarly, a formal taxonomy for implementation of complex
interventions has been proposed that would enable more
complete and useful specification of interventions to allow better
analysis, interpretation, and application [59,64]. This taxonomy
should be extended specific to HIE to include clinical, technical,
and organizational details of the HIE implementation as outlined
by Vest [65]. The clinical taxonomy should focus not only on
patient outcomes, but also on issues such as health disparities
related to HIE and health system issues that may improve or
undermine use of HIE. The technical taxonomy should include
aspects of system architecture, messaging and terminology
standards, and other details. It should also address the financial
aspects of implementations, such as whether locally developed
or commercial software is used and whether the HIE
organization is public or private. The HIE research community
should consider a standardized reporting instrument for HIE
evaluation comparable to the Consolidated Standards of
Reporting Trials statement for RCTs [66].

The third step researchers can take to improve the evidence base
for implementation of HIE is to broaden the methodologic
toolbox applied to these questions. As indicated earlier, the
study approach and architecture must be suited to the question
being asked, employing methods from usability engineering,
behavioral sciences, systems engineering, and organizational
sciences, depending on the question being addressed. These
would include methods used in engineering and quality
improvement, as well as in the study of complex adaptive
systems.

What types of studies should be performed? RCTs are
impractical for technologies with wide-ranging purposes like
HIE. Yet, retrospective studies associating HIE versus nonuse
for outcomes such as test ordering and hospital admissions are
very limited in conclusions that can be drawn. Research is also
challenging because many of the important clinical outcomes
that could be positively affected by HIE have many other
potential contributing and confounding factors relating to the
patient, his or her clinicians, the quality of care delivered, the
EHR, other health IT used, the nature of the health care delivery
system, and the regulatory environment. Given the growing
evidence based on robust evaluations in other areas of health
IT, as noted in systematic reviews [7], methodological insights
can be gleaned from other topic areas.

Future studies should be prospective, carried out in mature HIE
settings, specify a priori what patients and/or use cases are likely
to benefit from HIE, and compare appropriate outcomes for the
use or nonuse of HIE. The prospective collection of data from
diverse settings where HIE is used, classified by the taxonomy
advocated earlier, could allow for prospective cohort studies
that could identify aspects of HIE associated with beneficial
outcomes. This will likely require an effort comparable in scope
to national data collection efforts, such as the Patient-Centered
Outcomes Research Institute Clinical Data Research Network
initiative [67]. Ideally, such an undertaking could be synergistic
with these other large-scale efforts.

Evaluation should be a requirement for all HIE implementations,
certainly those funded by grants or other external funding. The
challenge of evaluating health IT projects, especially in
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community settings, is well-known [16], but all funders must
demand this requirement to grow the evidence base. By the
same token, funders must provide adequate resources for such
evaluations. In addition, evaluations should be performed by
researchers external to the project to reduce potential bias from
system developers evaluating their own implementations [58].

Conclusions
The full impact of HIE on clinical outcomes and potential harms
is insufficiently studied, although evidence provides some

support for benefit in reducing use of some specific resources
and achieving improvements in quality of care measures. To
advance our understanding of HIE, future studies need to address
comprehensive questions, use more rigorous designs, and be
part of a coordinated, systematic approach to studying HIE.
Going forward, HIE will become a more integrated part of health
care delivery, and its evaluation needs to be focused on
maximizing the improvements that HIE usage brings to overall
clinical care.
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Abstract

Background: The construction of EBMPracticeNet, a national electronic point-of-care information platform in Belgium, began
in 2011 to optimize quality of care by promoting evidence-based decision making. The project involved, among other tasks, the
translation of 940 EBM Guidelines of Duodecim Medical Publications from English into Dutch and French. Considering the
scale of the translation process, it was decided to make use of computer-aided translation performed by certificated translators
with limited expertise in medical translation. Our consortium used a hybrid approach, involving a human translator supported by
a translation memory (using SDL Trados Studio), terminology recognition (using SDL MultiTerm terminology databases) from
medical terminology databases, and support from online machine translation. This resulted in a validated translation memory,
which is now in use for the translation of new and updated guidelines.

Objective: The objective of this experiment was to evaluate the performance of the hybrid human and computer-assisted
approach in comparison with translation unsupported by translation memory and terminology recognition. A comparison was
also made with the translation efficiency of an expert medical translator.

Methods: We conducted a pilot study in which two sets of 30 new and 30 updated guidelines were randomized to one of three
groups. Comparable guidelines were translated (1) by certificated junior translators without medical specialization using the
hybrid method, (2) by an experienced medical translator without this support, and (3) by the same junior translators without the
support of the validated translation memory. A medical proofreader who was blinded for the translation procedure, evaluated the
translated guidelines for acceptability and adequacy. Translation speed was measured by recording translation and post-editing
time. The human translation edit rate was calculated as a metric to evaluate the quality of the translation. A further evaluation
was made of translation acceptability and adequacy.

Results: The average number of words per guideline was 1195 and the mean total translation time was 100.2 minutes/1000
words. No meaningful differences were found in the translation speed for new guidelines. The translation of updated guidelines
was 59 minutes/1000 words faster (95% CI 2-115; P=.044) in the computer-aided group. Revisions due to terminology accounted
for one third of the overall revisions by the medical proofreader.
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Conclusions: Use of the hybrid human and computer-aided translation by a non-expert translator makes the translation of
updates of clinical practice guidelines faster and cheaper because of the benefits of translation memory. For the translation of
new guidelines, there was no apparent benefit in comparison with the efficiency of translation unsupported by translation memory
(whether by an expert or non-expert translator).

(JMIR Med Inform 2015;3(4):e33)   doi:10.2196/medinform.4450
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Introduction

The construction of EBMPracticeNet, a national electronic
point-of-care information platform for the Belgian context, was
initiated in 2011 to optimize quality of care by promoting
evidence-based decision making [1]. The fundamental principle
of evidence-based medicine (EBM) is that diagnostic and
therapeutic actions must be based on the best available scientific
knowledge about possible decisions, supplemented with the
clinical expertise of the provider and taking into account the
values and preferences of the patient [2]. Evidence-based
practice guidelines have been developed to help clinicians keep
up to date with current evidence and to support the use of
evidence-based medicine in practice. The Institute of Medicine
defines guidelines as “Statements that include recommendations
intended to optimize patient care that are informed by a
systematic review of evidence and an assessment of the benefits
and harms of alternative care options.”

Belgian scientific associations of primary care physicians have
produced about 50 Belgian clinical practice guidelines of good
quality linked to electronic health records through a tool called
the Evidence Linker [1]. To be able to provide answers to a
broader array of health questions posed by physicians at the
point of care, we supplemented the set of guidelines with an
international collection of evidence-based point-of-care
summaries. Such point-of-care summaries have been defined
as Web-based medical compendia specifically designed to
deliver predigested, rapidly accessible, comprehensive,
periodically updated, and evidence-based information to
clinicians [3]. Based on a broad evaluation, we eventually chose
to subscribe to the Duodecim Evidence-Based Medicine (EBM)
Guidelines database with the intention to adapt them to the
Belgian context [4]. This database contains (to date) 940 EBM
Guidelines of Duodecim Medical Publications available in
English.

The implementation of evidence-based information in a specific
context is influenced by the interaction of determinants that can
be grouped into 7 domains: guideline factors, individual health
professional factors, patient factors, professional interactions,
incentives and resources, capacity for organizational change,
and social, political, and legal factors [5]. The accessibility of
guidelines written in the mother tongue is an example of a
specific factor that might influence an implementation strategy.
Assuring the availability of international guidelines in the local
language increases the chances that they are consulted by
non-native English medical professionals and that the
recommendations contained in them are better retained.
Especially when guidelines are offered for point-of-care use by

busy non-native English speaking physicians, translation in
their mother language is essential for acceptance, ease of use,
and adoption [6]. This point of view is based on limited but
consistent evidence on the importance of language as a barrier
to the use of evidence-based medicine [7-11]. The importance
of translating English guidelines into Dutch and French was
also pinpointed by the interviewees in a Belgian study on
facilitating factors for the dissemination and implementation of
guidelines [12]. It was for these reasons that the Belgian health
care authorities ordered the translation of these Duodecim
Guidelines from English into Dutch and French.

Considering the scale and potential cost of the translation
project, it was decided to make use of computer-aided translation
performed by certificated translators with limited expertise in
medical translation. The output of the translations was
subsequently revised by medical proofreaders (general
practitioners).

The first cycle of 940 revised translations resulted in the
construction of a validated medical domain-specific translation
memory, possibly helpful for the translation of future new
guidelines or future updates of existing guidelines. New
Duodecim Guidelines, as well as updated existing guidelines,
will continue to be translated using the same hybrid approach,
supported by the translation memory. As this method involves
human translation/validation as well as computer support, we
will describe it as a “hybrid human and computer-assisted”
approach. If the hybrid method were to approach the quality
and speed of expert medical translation, the method may serve
as a model to other major medical translation projects.

Therefore, this pilot study aims to compare the speed and quality
of 3 approaches of translation: (1) a certificated junior translator
without medical specialization using the hybrid method, (2) an
experienced medical translator with medical specialization but
without this support, and (3) a certificated junior translator
without medical specialization without this support.

Methods

Construction of the Translation Memory
To construct a translation memory on the basis of the first 940
Duodecim Guidelines, junior translators (trained at the master’s
level in general English-French and English-Dutch, but without
special training in medical translations) used a hybrid approach,
involving human translation supported by translation memory
and by terminology recognition from terminology databases
(termbases), as well as support from online machine translation.
The software used was SDL Trados Studio.
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The output of the translations was subsequently revised by
medical proofreaders (general practitioners). The resulting
corrected versions of the first 940 translations have now been
converted to a validated medical domain-specific translation
memory.

The principle of translation memory is that it stores source and
target segments during human translation and offers translation
suggestions on the basis of earlier translations when an identical
or similar segment is submitted for translation. Approximately
75,000 translated segments were generated during the
preparatory period. In addition, terminology recognition is used.
Any term in a submitted segment that is also present in a
termbase attached to the translation project is immediately
marked and its equivalent term in the target language is
displayed. The memory is stored in the sdltm format of SDL
Trados Studio. It is compatible with the sdltb format of the SDL
MultiTerm termbases, used earlier in the project (approximately
5000 terms and their translations). SDL Trados Studio allows
immediate segment-specific access to Google Translate, which
uses statistical methods to suggest translations based on large
bilingual corpora.

Further details on the development of the translation memory
and on the termbases are described elsewhere [1].

Hybrid Method of Translation in the Experiment
In the experiment, junior translators used the same hybrid human
and computer-aided approach, now relying on the full, validated
translation memory as described earlier. The translators also
made use of the termbases and Google Translate. The output
was again validated by a medical proofreader.

The quality and speed of this method were compared with the
quality and speed of 2 other translation methods based on human
translation without the validated translation memory and without
the termbases but allowing help from Google Translate.

Research Question
The research question was “What is the efficiency, measured
in terms of the quality of the translation output and the speed
of the translation procedures, of translation by (1) a certificated
junior translator without medical specialization using the hybrid
method (arm A), (2) an experienced medical translator with
medical specialization but without the support of the translation
memory and the termbases (arm B), and (3) a certificated junior
translator without medical specialization without the support
of the translation memory and the termbases (arm C)?”

Study Design
We conducted a three-armed study in which comparable
guidelines were translated by the 3 described methods. Another
approach could have been to translate the same guidelines by
both A and B, but we decided not to do this because of costs.

We used stratified randomization according to the number of
words and the Flesch Reading Ease formula to ensure that the
3 arms were as similar as possible [13]. The randomization was
performed by a third person, who was not involved in this study.
We used random number lists obtained from a randomization

website [14]. Ethical committee approval was not required for
this study.

Source Guidelines
We drew our sample from the Duodecim Evidence-Based
Medicine Guidelines collection. These guidelines are targeted
at primary care, ambulatory care, and community hospitals. The
Duodecim guidelines are available in English and present
recommendations in a concise way to increase the usability at
the point of care. The collection is updated on a continuous
basis, and every 3 years the entire collection is revised. New
guidelines are published regularly. From this collection, we
included all 30 new guidelines published between August 2011
and January 2014. In addition, we selected 30 guidelines with
major updates, correcting or amplifying earlier information.

Hypothesis
The hypothesis was that the hybrid translation method, which
allows reuse of earlier translations through its translation
memory component, could substantially contribute to translation
efficiency in the case of updated guidelines.

Translation Procedures
The procedures for each arm in the experiment are described
in the following section and represented schematically in Figure
1.

In arm A, a certificated junior translator without medical
specialization was asked to translate the English guidelines into
Dutch using the hybrid approach explained earlier, that is,
making use of the SDL Trados Studio translation software that
provided input based on the translation memory (approximately
75,000 translated segments), the SDL MultiTerm termbases
used earlier in the project (approximately 5000 terms and their
translations), and support from Google Translate. The translator
was also allowed to use other online and paper sources.

In arm B, an experienced medical translator (professional
translator and editor at EBMPracticeNet) was allowed to use
her own translation resources but did not have access to the
validated translation memory or to the MultiTerm termbases.
She was allowed to use input from Google Translate.

In arm C, the same certificated junior translator as in arm A
translated guidelines to Dutch without access to the validated
translation memory and to the MultiTerm termbases. The
translator was allowed to use other sources, including Google
Translate, that were deemed relevant but none were
recommended to the translator by the team.

After translation, a medical proofreader, who was blinded to
the translation procedure status, revised every translated
guideline. Instructions for the medical proofreader included to
repair nonsensical phrases; fix interpretation errors; rectify
mistranslations, nontranslation, or inconsistent translation of
terminology; and ensure that the text is understandable and
stylistically acceptable to a Dutch native speaker who needs to
understand the contents of the document [15]. The medical
proofreader was also advised not to change text that is accurate
and acceptable just for the sake of improving its style [16].
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These procedures were applied once for the 30 new guidelines
and once for 30 updated guidelines, but the junior translator
was a different person in the second part of the experiment. By

“certificated translator,” we mean a translator with a university
or college degree in translation.

Figure 1. Translation procedures.

Outcomes

Baseline Data
To evaluate the baseline comparability of the guidelines, for
each guideline we counted the number of words and calculated
the Flesch Reading Ease score [13]. The Flesch scale goes from
0 to 120. A lower score indicates more difficult text and a score
below 30 is recommended only for a reader at the university
graduate level. To calculate the score, we used Hendi, a tool
developed to assess the readability of texts [17].

Translation Speed
Translation speed was measured by recording the translation
time and the postediting time needed by the medical proofreader.
For this purpose, we used Time Stamp [18]. To evaluate the
speed of translation, we added up translation and revision time
for each guideline.

Translation Quality
The output of the 3 types of translation was compared using the
Human Translation Edit Rate (HTER). This is an automated

metric based on edit distance that is usually used to calculate
the minimum number of changes required for highly trained
human editors to correct machine translation output so that it
accurately reflects the meaning of the reference translation [19].
A higher HTER score indicates a higher number of changes.
To calculate the HTER, we compared the output of every
guideline after translation with the output after medical
proofreading as the reference translation. The HTER was
compared at the global text level.

To gain insights into the type of changes made by the medical
proofreader, a further manual evaluation was made of translation
acceptability and adequacy for 3 new and 3 updated guidelines
per arm. Adequacy relates to the correspondence in meaning
between source text and target text, whereas acceptability is the
linguistic felicity of the target, that is, the use of suitable wording
to express what was intended [20]. To evaluate adequacy and
acceptability, we classified all revisions of the medical
proofreader into 5 subcategories for adequacy and 5
subcategories for acceptability. See Figures 2 and 3 for an
overview of the subcategories [21].

JMIR Med Inform 2015 | vol. 3 | iss. 4 |e33 | p.55http://medinform.jmir.org/2015/4/e33/
(page number not for citation purposes)

Van de Velde et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Number of revisions by the medical proofreader with respect to acceptability. Terminology refers to the use of other terms than those in the
predefined list of preferred terms. Lexicon refers to bad word choice or use of wrong prepositions.

Figure 3. Number of revisions by the medical proofreader in relation to the adequacy domain. Explicitation means that the reviser amplified the
translation to make its meaning more explicit. Terminology refers to the incorrect translation of terms, while Mistranslation refers to incorrect translation
of other words. Misinterpretation indicates that a compound was misinterpreted.

Sample Size
Given that this was a pilot study with a fixed sample, we did
not perform a priori sample size calculations.

Statistical Methods
We used descriptive statistics to compare baseline characteristics
(number of words and Flesch score) of the 3 groups. The time
needed per 1000 words was calculated, and these ratios were
compared between groups using a one-way analysis of variance
(ANOVA) followed by Tukey honest significant difference
(HSD) tests. A P value less than .05 was considered significant.
Given that it is difficult to evaluate the normality assumption
in small datasets, nonparametric tests were conducted as well
to verify the robustness of the drawn conclusions (sensitivity
analysis). More specifically, a Kruskal-Wallis test followed by
pairwise Mann-Whitney U tests were performed.

Results

Baseline Data
The average number of words per guideline was 1195 (new
guidelines=1172; updated guidelines=1218). This illustrates the
concise character of the point-of-care guidelines. Because we
selected updates with major revisions, the number of changed
or new words is very high. The Flesch reading score ranged
from 31.4 to 36.6 corresponding to readability at a university
graduate level. Table 1 shows the baseline data per study arm
for the 30 new guidelines. Data per study arm for the updated
guidelines are presented in Table 2. The number of words per
guideline varied from 210 to 4695, which explains the large
standard deviations reported in the tables.
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Table 1. Baseline data for the new guidelines per comparison group.

Baseline data, mean (SD)Arm

Total (Time/1000w)Proofreader
(Time/1000w)

Translator (Time/1000w)FRE scoreWords

44.0 (12.2)25.3 (9.8)18.7 (4.1)35.8 (10.3)1252.4 (1334.8)Aa(n=10)

66.5 (15.6)14.8 (3.4)51.7 (13.5)32.3 (10.4)1320.2 (991.5)Bb(n=10)

45.9 (10.0)23.4 (7.5)22.6 (5.6)36.1 (7.4)943.8 (314.0)Cc(n=10)

aCertificated junior translator without medical specialization with domain-specific translation memory.
bExperienced medical translator without translation memory.
cCertificated junior translator without medical specialization without translation memory.

Table 2. Baseline data for the updated guidelines per comparison group.

Baseline data, mean (SD)Arm

Total (Time/1000w)Proofreader
(Time/1000w)

Translator (Time/1000w)FRE
score

Changed/new wordsWords

151.7 (59.8)22.9 (14.2)130.0 (50.5)
31.4
(5.9)945.9 (501.0)1376.0 (1211.1)

Arm

Aa(n=10)

83.7 (27.1)17.1 (8.3)66.5 (20.6)
36.5
(5.5)1012.8 (642.0)1100.0 (589.6)

Arm

Bb(n=10)

210.4 (57.5)17.6 (7.9)192.8 (53.2)
36.6
(7.2)1070.7 (681.9)1178.3 (637.4)

Arm

Cc(n=10)

aCertificated junior translator without medical specialization with domain specific translation memory.
bExperienced medical translator without translation memory.
cCertificated junior translator without medical specialization without translation memory.

Translation Speed
Overall, the mean total translation time was 100.2 (70.7)
minutes/1000 words. Translation by the experienced medical
translator and medical proofreader took 66.5 min/1000 words
for the new guidelines and 83.7 minutes/1000 words for the
updated guidelines. Comparison of the updated and original
text by the translator accounted for this difference. The time for
translation by the junior translators was substantially different
for the new versus updated guidelines. Because the junior
translators were different persons for the new guidelines and
the updated guidelines, these comparisons are not meaningful.

Translation of new guidelines by the junior translator and
medical proofreader was 2 minutes/1000 words faster with
support versus without, but this was not statistically significant
(44 minutes/1000 words versus 46 minutes/1000 words; 95%
CI -16 to 12; P=.94).

For the updated guidelines, the translation by the junior
translator and medical proofreader was 59 minutes/1000 words
faster with support versus without (152 minutes/1000 words
versus 210 minutes/1000 words; 95% CI -115 to -2; P=.043
with parametric test and P=.053 with nonparametric test).

Translation Quality
The experienced medical translator provided the best quality
translations with an HTER score of 3.7 for the new guidelines
and 4.2 for the updated guidelines. For the less experienced
translators, we did not find any difference in quality in

guidelines translated with or without computer assistance. In
the test with the new guidelines, the HTER scores were 10.3
with support and 9.5 without. For the updated guidelines, the
scores were 5.2 with support and 5.4 without.

On the basis of an analysis of 18 new and updated guidelines
(3/arm), we identified 698 revisions by the medical proofreader
that related to acceptability and 219 revisions in relation to
adequacy. Further details are available in Figures 2 and 3. A
third of the revisions were due to terminology. In-depth analysis
of the number of terminological revisions per group did not
demonstrate any relevant differences.

Discussion

Principal Findings
This study shows that the hybrid approach, that is, human and
computer-aided translation, is useful when updates of clinical
practice guidelines have to be translated. There was no apparent
benefit for the translation of new guidelines. Use of the
translation software did not increase the quality of the
translations but significantly improved translation speed for
updates of existing guidelines. This can be explained by the fact
that the translation of unchanged or slightly changed segments
is immediately suggested by the translation memory.

Speed of translation is important in the case of updated
guidelines. When updating of guidelines is slow, there is an
increased risk that guidelines will become out of date, which
can affect quality of care. Median times to incorporate new
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evidence in updates of guidelines takes 10 months for the
Duodecim EBM Guidelines [22]. Translating updated guidelines
can increase the use of the guidelines but adds to the delay. It
is therefore relevant to find that translation software can
contribute to increasing efficiency in this particular case. We
did not evaluate the outcomes for guidelines with minor updates,
which represent the biggest part of the guideline collection. Our
expectation is that here, too, the translation software will
enhance efficiency.

The evaluation of adequacy and acceptability demonstrated that
the performance of the translation procedures can be improved
by the introduction of an automatic terminology consistency
check. Terminology was the most important reason for revisions.
Contrary to our expectations, the use of the MultiTerm
termbases did not result in fewer terminological revisions. An
explanation could be that the certificated translator without
medical specialization delivered the same overall quality but
needed more time to identify the relevant terms. Figure 2 also
shows that although the medical proofreader was advised not
to change text just for the sake of improving its style, a large
number of stylistic changes were made. Providing style guides
to the translators and proofreaders might make the process more
efficient.

Strengths and Limitations
A limitation of this study is that only 3 translators were involved,
with substantial differences in working style. This made it
difficult to make meaningful comparisons of the working speed
between the different translators. While one of the junior
translators worked faster than the experienced medical translator,
this was counterbalanced by substantially lower quality scores
and more time required for the medical proofread. Another
limitation is that there was no monitoring of how the translators
used the translation technology. Even though the translators
were acquainted with the software, it was not established
whether they made optimal use of it. Furthermore, the pilot
study used a small guideline sample, and although care was
taken to ensure comparability of the texts, this comparability
was based on readability scores while arguably other factors
may also play a role (eg, some subject matter is more difficult
to grasp for the translator than others, regardless of readability

scores). In light of these limitations, the results of this study
should be interpreted with caution.

Another approach to translating these guidelines would have
been to replace online machine translation by Google Translate
with a dedicated machine translation component trained on
selected bilingual medical data including the validated memory.
A limitation of the translation memory approach is that it
provides translation support only when there is a sufficient
match value between a new sentence and one already stored in
the memory. The machine translation approach, on the contrary,
is able to combine partial matches into a new translation
proposal (but in doing so may also offer more inadequate
translation proposals). The Cochrane collaboration is currently
using a machine translation approach to translate Cochrane
reviews into several languages [23]. Epistemonikos, a
multilingual database of the available health evidence, is another
project that uses automated statistical machine translations [24].
The performance of our hybrid method supplemented with a
dedicated machine translation system remains to be tested.

Because there is only limited evidence on the importance of
translation to tackle language barriers, we believe it would be
worthwhile to test the effect on reading speed and retention of
information. Two previous studies illustrate how this can be
tested with the design of a randomized controlled trial [7,8].

Conclusions
The development and updating of guidelines is time consuming
and expensive, and strategies are needed to increase cost
effectiveness [25]. A large number of clinical practice guidelines
and databases with evidence-based point-of-care information
are available throughout the world. In a move toward more
international collaboration, we expect that the exchange of
high-quality guidelines between organizations internationally
and the use of translation software can contribute to increasing
the cost effectiveness of guidelines. This study provides
preliminary evidence to support the usefulness of translation
memory technology for keeping a translated set of guidelines
up to date. Further research is needed to evaluate the usefulness
of dedicated machine translation systems for the translation of
new guidelines.
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Abstract

Background: Short message service (SMS) text messaging is an efficient form of communication and pervasive in health care,
but may not securely protect patient information. It is unclear if resident providers are aware of the security concerns of SMS
text messaging when communicating about patient care.

Objective: We sought to compare residents’ preferences for SMS text messaging compared with other forms of in-hospital
communication when considering security versus ease of use.

Methods: This study was a cross-sectional multi-institutional survey of internal medicine residents. Residents ranked different
communication modalities based on efficiency, ease of use, and security using a Likert scale. Communication options included
telephone, email, hospital paging, and SMS text messaging. Respondents also reported whether they had received confidential
patient identifiers through any of these modalities.

Results: SMS text messaging was preferred by 71.7% (94/131) of respondents because of its efficiency and by 79.8% (103/129)
of respondents because of its ease of use. For security, 82.5% (104/126) of respondents preferred the hospital paging system,
whereas only 20.6% (26/126) of respondents preferred SMS text messaging for secure communication. In all, 70.9% (93/131)
of respondents reported having received patient identifiers (first and/or last name), 81.7% (107/131) reported receiving patient
initials, and 50.4% (66/131) reported receiving a patient’s medical record number through SMS text messages.

Conclusions: Residents prefer in-hospital communication through SMS text messaging because of its ease of use and efficiency.
Despite security concerns, the majority of residents reported receiving confidential patient information through SMS text messaging.
For providers, it is possible that the benefits of improved in-hospital communication with SMS text messaging and the presumed
improvement in the coordination and delivery of patient care outweigh security concerns they may have. The tension between
the security and convenience of SMS text messaging may represent an educational opportunity to ensure the compliance of mobile
technology in the health care setting.

(JMIR Med Inform 2015;3(4):e37)   doi:10.2196/medinform.4797
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Introduction

Mobile technology (mobile phones and tablets) has been shown
to improve physician efficiency [1] and residents perceive it to
improve inpatient communication [2-4]. Short message service
(SMS) text messaging is one form of communication using
mobile technology that is easy to use, accessible, and allows
for the rapid and direct transfer of clinical information between
providers. Therefore, SMS text messaging has become pervasive
in health care [5] and is preferred for in-hospital communication
between residents compared to a traditional in-hospital paging
system [6]. Yet, SMS text messaging is discouraged by the Joint
Commission for Healthcare Communication for security reasons
[7] because there are serious concerns about its compliance with
the US Health Insurance Portability and Accountability Act
(HIPAA) and its ability to protect confidential patient health
information when used on personal mobile devices [8].

Currently, it is unclear if the millennial generation of residents,
who are comfortable with the ubiquity of SMS text messaging
and its benefits, share the preceding concerns regarding SMS
text messaging and patient confidentiality. Protecting patient
confidentiality is a professional responsibility outlined in the
ABIM Foundation physician charter on medical professionalism
[9]. Examining residents’ understanding of if and how SMS
text messaging may violate their obligation to patient
confidentiality is one way of evaluating resident professionalism.
Additionally, because behaviors learned and developed during
medical training are often carried into future practice, it is
particularly important to understand residents’ perceptions on
the use of technology with respect to patient confidentiality
[10,11].

Therefore, our study aimed to understand internal medicine
residents’ preferences for SMS text messaging versus other
available in-hospital communication modalities when
considering efficiency, ease of use, and security. Additionally,
we sought to determine residents’ experiences and perceptions
of receiving confidential patient information through SMS text
messaging.

Methods

A cross-sectional paper survey was administered to internal
medicine residents at 2 academic medical centers, one
community-based and the other university-based, during the
2013-2014 academic year. Surveys were passed out to individual

residents and collected during morning report and noon
conference on different days to ensure that all residents willing
to participate had the opportunity. The 2 surveyed institutions
maintain residency programs represented by equal numbers of
males and females. The hospital paging system with telephone
call back was the institutionally preferred and supported method
of provider communication at both institutions and neither
institution supported or endorsed any form of SMS text
messaging (including secure text messaging apps). Residents
at both institutions were provided institutional emails, iPads
(Cupertino, CA) for use in patient care, and at one institution
on-call residents were also provided with portable phones for
communication. The survey asked residents to rank on a 4-point
Likert scale (1 was most preferred and 4 was least preferred)
their preferred form of communication when considering
efficiency, the ease of use, and the security of the
communication modality. Responses were then dichotomized
to represent either “preferred” or “not preferred.”
Communication options included telephone, email, alphanumeric
text (hospital) paging system, and SMS text messaging.
Respondents were also asked to report whether they had received
confidential patient identifiers (name, patient initials, or medical
record numbers) through any of the these modalities.

Results

The overall response rate was 76.3% (132/173). For overall
efficiency, 71.7% (94/131) of respondents preferred SMS text
messaging, whereas 79.8% (103/129) of respondents reported
SMS text messaging to be their preferred communication
modality with respect to ease of use when communicating with
other providers (Figure 1). In comparison, approximately
one-third (35.6%, 46/129) of respondents preferred the current
hospital paging system for ease of use when communicating
with other providers. However, most (82.5%, 104/126)
respondents rated the hospital paging system their preferred
form of communication for security, whereas only 20.6%
(26/126) of respondents preferred SMS text messaging for
secure communication. Despite the security concerns of SMS
text messaging, 70.9% (93/131) of respondents reported having
received protected patient identifiers, including a patient’s first
and/or last name, through SMS text messages (Figure 2). Many
(81.7%, 107/131) reported receiving patient initials through
SMS text messages and half (50.4%, 66/131) reported receiving
a patient’s medical record number through SMS text messages.
Responses did not vary by site.
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Figure 1. Preference for communication modality comparing ease of use, efficiency, and security.

Figure 2. Received protected health information through SMS text messaging.

Discussion

Our data demonstrate that residents are aware of and concerned
about the security of SMS text messaging, but prefer it for
in-hospital communication because of its efficiency and ease

of use. Despite these security concerns, a majority of residents
reported receiving confidential patient information through SMS
text messaging. One possible explanation for these results is
that residents are faced with balancing the tradeoff between the
presumed benefits of efficient and easier-to-use modes of
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in-hospital communication versus their belief about the security
risk posed by communicating protected health information
through the different available modes of communication.
Interestingly, a majority of residents rated the hospital paging
system their preferred method of communication with regards
to security, although hospital pagers themselves are not HIPAA
compliant [6]. The discrepancy in perception of the security
risks of SMS text messaging compared to hospital paging may
be due to an underappreciation of the risk of SMS text
messaging and an overconfidence in the security of the paging
system because it is institutionally supported by the hospital.

However, consequences exist if residents are individually
balancing the tradeoff between the benefits of a technology such
as SMS text messaging and the security risk it poses to
protecting patient information. Residents or trainees may not
be accurately estimating either the benefits of SMS text
messaging or the real risks and consequences of a health care
data breach [12,13]. Additionally, the pressure to be an efficient
resident may cause some residents to utilize SMS text messaging
in order to maximize efficiency despite the risks to patient
confidentiality. In circumstances in which the use of SMS text
messaging threatens confidentiality, it also threatens resident
professionalism.

Therefore, this presents an educational opportunity to foster
understanding about how HIPAA applies to new technologies
such as SMS text messaging as well as to inform trainees about
the true risks and consequences of data breaches involving
protected health information [13]. HIPAA does not specifically
ban SMS text messaging or other technologies, but it requires
that any exchange of electronic health information meet the
minimum standard for physical, network, and process security
[14]. By not banning specific technologies, these expectations
recognize the fact that new technologies can improve the
efficiency and quality of care, but they require that providers
and health systems together account for the rights of patients
to have their information protected. Therefore, educators have
a responsibility to help residents as frontline patient providers
and not leave them isolated or at risk with the use of emerging
technology. Rather, residents should receive formal education

in the standards regarding technology and health care security.
Additionally, they should also be engaged in finding and
promoting technologies within their institutions, such as secure
SMS text messaging apps that are both HIPAA compliant as
well as efficient and easy to use. Lastly, residency program
directors and institutions should strongly consider understanding
the patterns of communication use among residents to ensure
that resident practice is in-line with their hospital policy and
that hospital policy supports technologies that are efficient, easy
to use, and secure for communication between clinicians.

Our study is limited as a 2-institution study and it is possible
that our results may not be generalizable to other institutions.
Additionally, we collected self-reported data that may be subject
to a socially desirable response bias. A socially desirable
response bias would make respondents less likely to report
having received confidential patient information through SMS
text messages, which may mean our data underestimate the true
frequency of this phenomenon. Additionally, our survey did
not account for the possibility that resident communication
preferences may vary based on which member of the medical
team they are communicating with and that it is unlikely a
resident could SMS text message another member of the medical
team with whom they have had no previous contact.

We believe we are the first to study residents’ perception of the
security of different communication modalities. Our findings
suggest that although previous literature supports residents’
preference for SMS text messaging, residents are also aware of
the security concerns of text messaging. However, the efficiency
and ease of use of SMS text messaging when coordinating
inpatient care may trump concerns that it does not adequately
protect confidential patient information. The tension between
the efficiency of a personal technology adapted into health care,
but not designed to meets its security standards, will continue
to arise as new technologies are developed. As the benefits of
these technologies become manifest, we believe it is unrealistic
to expect residents or other providers to abstain from their use
or self-govern without proper continual education and
institutional support to promote awareness of the complexities
and nuances of technology and security in health care.
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