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Abstract

Background: A search engine to find physicians’ information is a basic but crucial function of a health care provider’s website.
Inefficient search engines, which return no results or incorrect results, can lead to patient frustration and potential customer loss.
A search engine that can handle misspellings and spelling variations of names is needed, as the United States (US) has culturally,
racially, and ethnically diverse names.

Objective: The Marshfield Clinic website provides a search engine for users to search for physicians’ names. The current search
engine provides an auto-completion function, but it requires an exact match. We observed that 26% of all searches yielded no
results. The goal was to design a fuzzy-match algorithm to aid users in finding physicians easier and faster.

Methods: Instead of an exact match search, we used a fuzzy algorithm to find similar matches for searched terms. In the
algorithm, we solved three types of search engine failures: “Typographic”, “Phonetic spelling variation”, and “Nickname”. To
solve these mismatches, we used a customized Levenshtein distance calculation that incorporated Soundex coding and a lookup
table of nicknames derived from US census data.

Results: Using the “Challenge Data Set of Marshfield Physician Names,” we evaluated the accuracy of fuzzy-match engine–top
ten (90%) and compared it with exact match (0%), Soundex (24%), Levenshtein distance (59%), and fuzzy-match engine–top
one (71%).

Conclusions: We designed, created a reference implementation, and evaluated a fuzzy-match search engine for physician
directories. The open-source code is available at the codeplex website and a reference implementation is available for demonstration
at the datamarsh website.

(JMIR Med Inform 2014;2(2):e30)   doi:10.2196/medinform.3463

KEYWORDS

Fuzzy-Match; Levenshtein Distance; Physician Name; Physician Directory

Introduction

A primary functionality of the website of a physician group
practice is a search engine where patients can enter a physician's
name and find more information about the physician’s practice,
credentials, and appointment phone number. Name-based
searching seems to be a simple task, but various types of spelling

mismatches caused by typographical errors, phonetic spelling
variations, and nicknames can make the task difficult. Failure
to find a physician on the provider’s website can create a
frustrating experience for the patient and potential loss of
business for the provider.

We surveyed the websites of the ten largest medical groups [1],
and found none of them allowed mismatched characters in the
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entered name. 7 of the 10 search engines allowed autocomplete,
which tries to finish the rest of the characters based on what has
already been typed. However, current implementations of
auto-complete require 100% match in the already typed
fragments, any mismatches will end up with no results. The
Google search engine does allow fuzzy-match, but it is not
specific to the physician directory on a provider’s website.
Consequently, a general Google search of a physician’s name
might lead to websites other than the provider’s. As such, the
Google search does not provide an integrated patient experience
at the provider’s website. Currently, there are no open-source
solutions of a fuzzy-match search engine for physician
directories.

To improve upon current and severely limited provider search
engines, we conducted a heuristic analysis of the search log. A
common mismatch can be caused by typographical errors. For
example, “Smith” is entered as “Smitj”, because the “j” key is
adjacent to the “h” key. As more people are searching websites
using smaller touch-screen devices such as smartphones,
typographical errors resulting from adjacent keys are becoming
more common. Levenshtein distance based methods, as
previously used in matching drug names and chemical names
[2,3], can be effective in correcting this type of error.
Levenshtein distance is a measure of the similarity between two
strings. The distance is the number of deletions, insertions, or
substitutions required to transform one string to the other. For
instance, the Levenshtein distance between “Smith” and “Smitj”
is one, whereas an exact match results in a distance of zero.

Another type of mismatch is caused by phonetic variations in
names. For instance, “Smith” and “Smyth” are pronounced the
same but spelled differently. Sound-based encoding methods
such as Soundex and Metaphone were designed to solve the
phonetic variation in names. In 1918, Robert Russell developed
the first Soundex system and subsequently, several
implementations were devised. Soundex encodes [4] names
based on their sound, so that names with close pronunciation
get the same code. For example, both “Smith” and “Smyth” are
coded as “S530”. One problem with Soundex is that it returns
many approximate matches, with most being far from the
searched-for name [5]. Beidar and Morse [5] developed the
Beider-Morse Phonetic Matching system for decreasing the
number of approximate matches by removing irrelevant ones.
Lawrence Phillips upgraded the Soundex system in 1990 and
developed Metaphone [6], which produces more accurate
encoding of names that sound similar. Further development of
Double Metaphone [6] enabled two codes for a single name to
account for different kinds of spelling variations. Double
Metaphone also improved the match of non-English names.

However, implementations of Soundex or Metaphone are usually
outside of the aforementioned Levenshtein distance framework.

A third type of variation is caused by nicknames. For instance,
“Bill” might exist in the directory as “William.” Since “Bill”
and “William” do not sound, nor are spelled alike, nicknames
pose another challenge for name searches. Nicknames cannot
be resolved by distance-based match or sound-based match.
None of the search engines at the ten largest medical groups
had a good solution for nicknames. We proposed to use a
nickname lookup table [7] derived from the United States (US)
census data to solve this problem, where we also incorporated
it in the Levenshtein distance framework.

In the medical informatics literature, the approximate match of
patient names has been studied extensively. Both phonetic name
matching and Levenshtein distance based methods were reported
[8,9]. Peter Christen [10] presented a comprehensive review on
the name matching algorithms; however, there have been no
reports of an integrated solution that simultaneously addresses
all three kinds of mismatches.

Marshfield Clinic has more than 800 providers with diverse
first and last names. A fast and effective “Find a doctor” engine
is critical to the business operation. From the log file of the
“Find a doctor” webpage at Marshfield Clinic, we observed that
26% of the 9072 searches in July 2013 yielded no results. To
aid patients in finding the wanted provider easier and faster, we
suggest a list of providers’ name that are similar to the search
term. As a patient enters the name of the desired physician, our
system provides a list of suggestions that helps the user, even
if they do not know the correct spelling of the wanted
physician’s name. Unlike most available systems, our system
applies approximate search instead of exact match search for
finding similar names. This article presents an open-source
solution, demonstrates the implementation, and evaluates the
effectiveness of a fuzzy search engine for physician directories.
The novelty in our system is that it is the first open-source search
engine for physician directories that solves all three kinds of
spelling mismatches: typographical errors, phonetic variations,
and nicknames.

Methods

In our application, it was imperative to find the closest
physician’s name in the directory to the entered search term.
First, we performed some preprocessing steps. We removed
common prefixes and suffixes in the string, such as Dr, MD,
FACS, etc. Then, to solve all three kinds of mismatches in a
unified framework, we customized the Levenshtein distance
method. Refer to Textbox 1. for the assigned cost for each
operation.
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Textbox 1. Cost of operation.

1. Cost of deletion is:

I. 4 if the letter is ‘a’, ‘e’, ‘i’, ‘o’, or ‘u’

II. 4 if the letter is the same as the previous letter (repetitive letters)

III. otherwise 5

2. Cost of substitution is:

I. 3 if both letters have a similar sound. Here, we used Soundex to determine whether two letters have the same sound. For example, we assumed that
‘d’ and ‘t’ have the same sound, because they have the same code in Soundex.

II. 3 if they are adjacent on keyboard. We took eight surrounding keys for each character and assigned them with lower penalties to accommodate
typographical errors.

III. otherwise 4

Additionally, we used the nickname lookup table to expand the
match to the physician directory. Each nickname is assigned
with a matching likelihood. For instance, “William” has a 0.9
chance of being called “Bill” and 0.45 chance of being called
“Will”. We also incorporated the probability in the final
matching score.

To evaluate the performance of the method, we chose 100
recently searched terms from the Marshfield Clinic website’s
current search engine (uses exact match approach) log file,
which did not return any results. Using human intelligence, we
identified the correct physicians name in the Marshfield Clinic
directory for 68 of the searched terms. We call this gold-standard
data set the “Challenge Data Set of Marshfield Physician
Names”. Ten examples in this data set are shown in Table 1.

Table 1. Example data in the “Challenge Data Set of Marshfield Physician Names”.

Actual name in the directorySearch term entered by patient

Maria Alvarezalvarex

Carie Tullcarrie tull

Caesar GonzagaCeasar gonzaga

Philip Zickermanphillip zickerman

Richard Reinhartreinhardt

Roderick Koehlerroedrick koehler

Stephen Roushrousch

Scott Ericksonscott erickwon

Stephen ToothakerSTEVEN TOOTHACKER

Timothy Swantim swan

To compare diversity of the names of US physicians versus
general US population, a list of 1,048,576 physician names was
obtained from the National Provider Identifier Registry of 2013
[11]. The names of the general US population were obtained
from the website of the US Census Bureau [12]. Because the
1990 census is the latest one containing statistics with both first
and last names, we used it in this study.

Results

It is important to note that physician names are more diverse
than those of the general US population. By comparing the
nationwide physician names listed in the National Provider
Identifier registry with the general US population, we confirmed
that the physician names are less common than names in the
general US population (Figure 1). For instance, to cover 70%
of the last names, 9028 names need to be included for the
general US population, whereas 40,014 names need to be

included for physician names. The same is true for first names,
but to a lesser extent (Figure 1). Consequently, less common
names can be more challenging to spell correctly. To assess the
statistical significance, we utilized two sample
Kolmogorov-Smirnov (K-S) tests on the two cumulative
distributions from each of the three graphs in Figure 1. The
results show P values <.001, which indicates there are significant
differences between the two distributions of the cumulative
coverage of physician last names, male first names, and female
first names, respectively.

Less common names, combined with phonetic variations,
nicknames, and typographical errors, pose challenges to search
engines at a group practice provider’s website. We researched
the “Find a Doctor” webpages at the top 10 medical groups in
the United States (Table 2). None of the websites allowed
fuzzy-match of physicians’ names. While 7 out of 10 websites
have the autocompletion feature, none allow any mismatches
in the name search query.
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Table 2. “Find a doctor” search engines at top ten medical groups in the United States [3].

Auto completionPhysiciansOfficesHeadquartersMedical group

No7842484Santa Clara, CAKaiser Permanente Medical Group

Yes1472173Cleveland, OHCleveland Clinic

Yes1224218Detroit, MIHenry Ford Medical Group

No1202267Indianapolis, INIU Health Physicians

Yes1199181Seattle, WAUniversity Washington Physicians

Yes1115349Springfield, MOMercy Springfield

Yes1044259Syosset, NYNorth Shore Long Island Jewish Syosset

Yes1024236Loris, SCCarolinas Primary Care

Yes1013206Sheboygan, WIAurora Medical Group

No923245Winston-Salem, NCNovant Medical Group

The “Challenge Data Set of Marshfield Physician Names” was
used to evaluate the performance of a fuzzy match search engine.
In the first comparison, the accuracy of fuzzy-match with
Soundex algorithm was compared. Table 3 illustrates the results
of this experiment. It should be emphasized that the current
search engine returned “no result” for these 68 search terms. In
the second evaluation, a comparison was done using simple

Levenshtein distance in fuzzy-match versus customized
Levenshtein distance. For similarity-based search methods,
more than one result could be returned. As such, we also
compared the efficiency of returning top ten matches versus top
one match. The results suggest the top-one match already
significantly outperforms Soundex, and the top-ten matches can
further improve the retrieval performance.

Table 3. Comparing accuracy of Soundex, Levenshtein Distance (LD), and Fuzzy-Match on the Challenge Data Set of Marshfield Physician Names
(N=68).

Percentage# FoundSearch Engines

0%0Default Search Engine

24%16Soundex

59%40Fuzzy-match with simple LD (top one)

71%48Fuzzy-match with customized LD (top one)

77%52Fuzzy-match with simple LD (top ten matches)

90%61Fuzzy-match with customized LD (top ten matches)
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Figure 1. Physician’s first name and last name, comparing with general US population.

Discussion

Principal Findings
This study focuses on the search engine used by patients to
search the physician directory at a provider’s website. The same
methods can be used to search any name directory system; for
example, a directory of professors and staff members in the
school of art and science of a university. It can also be used for
Intranet searches. Staff members at Marshfield Clinic relate
anecdotes about the inability to find the pager number for a
physician in the Intranet directory, because they could not get
the first character of the name spelled correctly. For example,

“Przybylinski” (pronounced as “Shibilinski”) cannot be found
under the directory using the starting letter “S”; however, using
the fuzzy search engine presented in this paper, a top match can
be found. The “Challenge Data Set of Marshfield Physician
Names”, although small, can also be used in the future as a
benchmark data set to test search engines of physician names.

Conclusions
We designed and evaluated a fuzzy-match search engine for
physician directories. The open-source code is available at
Codeplex web site [13] and a reference implementation is
demonstrated at datamarsh website under FuzzyMatch [14].
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Abstract

Background: Using machine-learning techniques, clinical diagnostic model research extracts diagnostic models from patient
data. Traditionally, patient data are often collected using electronic Case Report Form (eCRF) systems, while mathematical
software is used for analyzing these data using machine-learning techniques. Due to the lack of integration between eCRF systems
and mathematical software, extracting diagnostic models is a complex, error-prone process. Moreover, due to the complexity of
this process, it is usually only performed once, after a predetermined number of data points have been collected, without insight
into the predictive performance of the resulting models.

Objective: The objective of the study of Clinical Data Miner (CDM) software framework is to offer an eCRF system with
integrated data preprocessing and machine-learning libraries, improving efficiency of the clinical diagnostic model research
workflow, and to enable optimization of patient inclusion numbers through study performance monitoring.

Methods: The CDM software framework was developed using a test-driven development (TDD) approach, to ensure high
software quality. Architecturally, CDM’s design is split over a number of modules, to ensure future extendability.

Results: The TDD approach has enabled us to deliver high software quality. CDM’s eCRF Web interface is in active use by
the studies of the International Endometrial Tumor Analysis consortium, with over 4000 enrolled patients, and more studies
planned. Additionally, a derived user interface has been used in six separate interrater agreement studies. CDM's integrated data
preprocessing and machine-learning libraries simplify some otherwise manual and error-prone steps in the clinical diagnostic
model research workflow. Furthermore, CDM's libraries provide study coordinators with a method to monitor a study's predictive
performance as patient inclusions increase.

Conclusions: To our knowledge, CDM is the only eCRF system integrating data preprocessing and machine-learning libraries.
This integration improves the efficiency of the clinical diagnostic model research workflow. Moreover, by simplifying the
generation of learning curves, CDM enables study coordinators to assess more accurately when data collection can be terminated,
resulting in better models or lower patient recruitment costs.

(JMIR Med Inform 2014;2(2):e28)   doi:10.2196/medinform.3251

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e28 | p.9http://medinform.jmir.org/2014/2/e28/
(page number not for citation purposes)

Installé et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:arnaud.installe@esat.kuleuven.be
http://dx.doi.org/10.2196/medinform.3251
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

data collection; machine-learning; clinical decision support systems; data analysis

Introduction

Saving Lives With Early Detection
Many diseases, including cancer, may be cured or managed, if
diagnosed sufficiently early. However, a lot of these go
undetected, resulting in many avoidable deaths. A report from
2009 estimates that, for the case of cancer in the United
Kingdom alone, five to ten thousand deaths could be prevented
yearly through early diagnosis [1]. Improving early diagnosis
could thus beneficially affect patient outcomes, but is impeded

by several factors, including cost and invasiveness of relevant
diagnostic procedures. Thus, one of the aims of clinical
diagnostic model research is to find diagnostic models with
good predictive performance, using the cheapest and least
invasive means possible. Examples of such research are the
studies organized by the International Ovarian Tumor Analysis
[2-5] and International Endometrial Tumor Analysis (IETA)
[6] consortia, which investigate diagnostic models for ovarian
and endometrial tumors, respectively. Figure 1 shows a typical
clinical diagnostic model research workflow.

Figure 1. Typical workflow of clinical diagnostic model research. The Clinical Data Miner software framework improves support for the steps indicated
in green. Support for steps marked in blue is planned for future work. (Abbreviations used: CRF=case report form; eCRF=electronic CRF; API=application
programming interface.).
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Software to Support Clinical Diagnostic Model
Research Workflow
Several software packages exist to support the clinical diagnostic
model research workflow. Electronic case report form (eCRF)
systems, such as REDCap [7] or the open-source OpenClinica,
enable the collection of patient data. Compared with paper-based
data collection, such systems reduce data error rates [8], and,
according to a costs simulation study, enable cost reductions
between 49% and 62% [9]. As a result, their use has greatly
increased over the past decades, with reports of 41% out of 259
Canadian trials using electronic data capture software [10] , and
of 79.6% (417/524) of Hong Kong private physicians using
electronic medical records [11] .

Meanwhile, mathematical packages such as R [12], Matlab [13],
or WEKA [14,15] support data analysis. Their inclusion of
machine-learning techniques enables the extraction of
sophisticated diagnostic models from patient data, with high
predictive performance.

However, several steps in the clinical diagnostic model research
workflow introduce unnecessary complexity. Data have to be
extracted from the eCRF system, and imported back into data
analysis software. These steps may lead to conversion issues,
requiring manual inspection of the result. Furthermore, any case
report form (CRF) structure information is lost in the process.
For data preprocessing transformations, such as the replacement
of categorical variables with dummy variables [16] , the lack
of CRF structure information requires either manual selection
or the use of heuristics for determining which variables need to
be transformed, both of which are prone to errors. Other
transformations, such as dealing with structurally missing
variables, can only be performed manually.

Moreover, the complexity of the data analysis step discourages
intermediate assessments of predictive performance. As a result,
clinical diagnostic model research usually relies on Monte Carlo
simulations [17] or rules of thumb [18] for sample size
requirements estimates. These may be both over and

underestimated, leading to patient recruitment that is more
expensive than needed, or to models with insufficient predictive
performance, respectively.

We implemented the Clinical Data Miner (CDM) software
framework [19]  to support the studies organized by the IETA
consortium [6] . In doing so, we aimed to create a generic,
multi-centric platform that avoids the aforementioned
inefficiencies, with a user interface that can be integrated in
various computing environments, such as mobile phones or
hospital information systems (HIS).

Methods

Component Overview
In order to improve support for clinical diagnostic model
research in general, and the IETA studies in particular, the CDM
software framework consists of an eCRF component and a data
analysis component. This section introduces the eCRF and data
analysis components in more detail, discusses the methodology
used in their development, and explains the modalities of a
survey we conducted to examine user satisfaction with CDM's
eCRF component.

Electronic Case Report Form Component
CDM's eCRF component parses CRFs from external files, using
a spreadsheet format similar to that of OpenClinica. Defining
CRFs by parsing external files enables support for generic
studies. In order to simplify the organization of multi-center
studies, CDM's eCRF component exhibits a client-server
architecture, with a Web-based user interface at the client side.
This client-server architecture is reflected in the eCRF
component's modular design. Figure 2 shows this, with separate
modules for client and server code. The design further separates
user interface logic (cdm-client) and user interface presentation
(cdm-client-gwt). The latter separation offers the possibility to
implement alternative interfaces, such as a mobile phone app,
or a user interface integrated in a HIS.

Figure 2. In Clinical Data Miner (CDM)'s layered architecture, module cdm-common contains functionality common to client and server. The server
code is implemented in module cdm-server, while client code is further split into user interface logic (cdm-client) and user interface presentation
(cdm-client-gwt). Finally, cdm-webapp combines the modules and provides CDM's entry point.

Data Analysis Component
CDM includes capabilities for analyzing data, consisting of
Java libraries for data querying and preprocessing, and the
application of supervised machine-learning techniques. The

simplified Unified Modeling Language diagrams from Figures
3 and 4 illustrate the application programming interfaces (APIs)
of these libraries. Here, the DataManager class from Figure 3
represents CDM's entry point to its data querying and
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preprocessing capabilities, while ClassifierFacade in Figure 4
provides access to its machine-learning capabilities.

The integration of an eCRF component with these data analysis
libraries in a single system allows one to avoid exporting data
from an eCRF system to import them back into data analysis
software, eliminating potential conversion issues.

This integration additionally provides CDM's data preprocessing
methods with direct access to CRF structure information. Instead
of relying on manual input or heuristics, this direct access to
CRF structure information enables preprocessing data with
exact knowledge of type and dependency information for all
variables. The createFactorProxies() preprocessor, for example,
uses type knowledge of a CRF's variables to transform all
categorical variables into sets of dummy variables [16].
Preprocessors such as flatten(), on the other hand, use
information about dependencies between variables to convert
data points with structurally missing variables to vectors. These
are variables that may be missing depending on the value of a
parent variable, as is the case for the variable “years past
menopause” for patients with variable “menopausal status” set

to “premenopausal”. By converting data points with structurally
missing variables to vectors, the flatten() method enables the
use of a wider variety of classification algorithms, such as
logistic regression [20] or Least-Squares Support Vector
Machines [21,22], without the need for defining specialized
kernel methods.

Using the newWekaClassifier() method, the ClassifierFacade
interface from Figure 4 constructs Classifier objects that provide
access to the wealth of machine-learning algorithms and
techniques available in the Weka toolbox [15]. Leveraging the
Classifier interface, ClassifierFacade's sweep() method further
enables the generation of learning curves, plotting the evolution
of predictive performance measures, such as accuracy,
sensitivity, specificity, or Area under the Receiver Operating
Characteristic Curve, with respect to sample size.

Finally, CDM's Java libraries for data querying, data
preprocessing, and machine-learning can be used interactively
from within a Jython console by means of a set of Jython
modules included in CDM.

Figure 3. The DataManager application programming interfaces includes methods to access and preprocess data.

Figure 4. Unified Modeling Language diagram of Clinical Data Miner (CDM)'s machine-learning application programming interfaces. ClassifierFacade
is the entry point to CDM's machine-learning functionality, which operates on Classifier objects to obtain Model objects.

Software Development Methodology
We developed CDM using the Java programming language,
leveraging the Google Window Toolkit (GWT) to translate
client-side Java code to ECMAScript. In order to ensure good
software quality, we developed CDM using a test-driven
development (TDD) [22]  process. We have integrated Cobertura

[23]  in CDM’s automated build process for test coverage
monitoring. The resulting unit test suite allows automation of
most of the quality assurance process required prior to the
deployment of new releases.

Sound design and loose coupling are obtained through extensive
use of design patterns [23] and dependency injection. The latter
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is achieved by means of the Spring framework server-side, and
the Gin and Guice frameworks client-side.

User Survey
In order to assess user satisfaction, we sent a survey to active
CDM users, which included users who submitted at least ten
patient entries through CDM's eCRF component, or who
participated in an interrater agreement study organized using
CDM's user interface, adapted for such studies. In total, we
asked 42 clinicians to participate in the survey. The survey
consisted of several questions examining user-friendliness,

satisfaction with certain user interface elements, and software
reliability.

Results

Electronic Case Report Form Component
CDM has a client-server architecture. As Figure 5 illustrates,
its current user interface is Web-based. This has enabled
multi-center data collection in the context of the IETA studies.
As Table 1 shows, CDM has collected 4035 patient entries so
far for these studies, supplied by 39 participants from 24
different centers between May 2011 and September 2014.

Table 1. Number of patient entries collected by CDM for the IETA studies, between May 2011 and September 2014.

Total entriesComplete entriesIETA

20691600#1

787641#3

1179891#4

40353132Total

Figure 5. Clinical Data Miner (CDM)'s data collection user interface. The possibility to include pictograms in case report forms is particularly interesting
for variables obtained from imaging modalities.

Clinical Data Miner Architecture
CDM's modular, layered architecture enables parallel
development of user interfaces for multiple computing

environments, which in the future could thus include mobile
phones or HIS. Moreover, the modularity of this architecture
has facilitated the organization of interrater agreement studies
that evaluate imaging modalities with the creation of a modified
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user interface that displays each imaging modality next to the
questionnaire to be completed.

Thanks to CDM's generic nature, other studies are planned for
inclusion in CDM's eCRF system, such as studies about optimal

cytoreduction, pregnancies of unknown location, and fertility.
CDM's modified user interface for conducting interrater
agreement studies has been used for the six studies listed in
Table 2.

Table 2. List of interrater agreement studies organized using CDM user interface modified for supporting such studies.

ReferencePhasesStudy

[24], [15]With and without pictogramsImprovement of interrater agreement through pictograms1

[25-27], [16-18]1 and 2Endo-myometrial junction2

[28], [19]1, 2a, 2bPolycystic ovaries3

[29], [20]-Uterine anomalies4

Not yet publisheda-IETA 25

Not yet publishedbwith and without enhanced contrast imagesContrast enhancement study6

aData were collected between July 2012 and February 2013. Authors: L Valentin, A Installé, P Sladkevicius, D Timmerman, B Benacerraf, L Jokubkiene,
A diLegge, A Votino, L Zannoni, and T Van den Bosch.
bData were collected between May 2013 and February 2014. Authors: A Sayasneh, A Installé, D Timmerman, T Van den Bosch, T Bourne, S Guerriero,
F Rizzello, LPG Francesco, MA Pascual, A Rossi, A Czekierdowski, A Testa, E Coccia, and A Smith.

Data Analysis Component
CDM's data analysis APIs, and its Jython modules in particular,
considerably simplify the derivation of machine-learning models
from patient data. The integration of these capabilities into an
eCRF system simplifies access to data, and the availability of
the CRF definition simplifies preprocessing. Combined with
the possibility to use these APIs interactively, CDM provides
an excellent platform for rapid experimentation with different
combinations of preprocessors and machine-learning algorithms
in order to examine which combinations optimize predictive
performance.

CDM's APIs provide a method for easily generating learning
curves; Figure 6 shows one of these. Such curves offer a clear

insight into the evolution of a study's predictive performance
as the number of patient inclusions grows, so that study
coordinators can make an informed decision whether to continue
or to terminate enrolling patients. As long as growing patient
numbers result in marked performance improvements, patient
data collection should continue in order to generate better
models. By contrast, if the learning curves hit a plateau, or
exhibit a slope that is negligible with respect to variability of
performance results, patient recruitment should be terminated
in order to avoid useless patient recruitment costs. The ability
to optimize costs associated with patient enrollment results in
more optimal patient numbers than Monte Carlo simulations
[17] or rules of thumb [18] could provide, and has been very
well received by the IETA consortium's steering committee.

Table 3. Breakdown per module of number of source lines of code (SLOC) and line and branch test coverage ratios, as determined by the sloccount
and Cobertura programs, respectively.

Branch coverageLine coverageTest codeProduction code

n (%)n (%)(SLOC)(SLOCa)

459/486 (94.4)1800/1957 (91.98)70235862cdm-common

1437/1577 (91.12)5781/6250 (92.50)28,10915,260cdm-server

133/146 (91.1)1128/1269 (88.89)76073595cdm-client

137/321 (42.7)957/1828 (52.35)51234090cdm-client-gwt

2/2 (100)38/111 (34.2)177321cdm-webapp

--48,03929,128Total

2168/2532 (85.62)9704/11,415 (85.01)--Weighted average

aNote that interfaces contribute to SLOC, but not to the number of lines analyzed for line coverage, leading to different counts for number of lines in
the “Production code” and “Line coverage” columns.
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Figure 6. Learning curves, plotting predictive performance with respect to number of patient inclusions, can easily be generated using Clinical Data
Miner (CDM)'s libraries. (Abbreviations: AUC=area under the ROC curve; ROC=receiver operating characteristic.).

Software Development Methodology
Our TDD approach has delivered good test coverage, as is
apparent from Table 3. Modules cdm-common, cdm-server,
and cdm-client all have line and branch test coverage levels
around 90%, guaranteeing high software quality. Modules
cdm-client-gwt and cdm-webapp, responsible for binding
graphical widgets to user interface logic, and therefore difficult
to verify using unit tests, have lower test coverages. However,
thanks to these latter modules' low complexity and infrequent
changes, their lower test coverages do not negatively affect
software quality.

Survey
Out of 42 clinicians contacted, 28 responded, resulting in a
response rate of 67%. Survey results in Table 4 show CDM to
be considered user friendly. Users particularly appreciate the
possibility to integrate pictograms for clarifying questions. A
large majority of users, 79% (22/28), experienced problems in
less than 5% of interactions with CDM; Figure 7 shows this
information. All respondents considered using CDM for the
organization of their own studies.

Table 4. Average agreement levels with survey propositions among respondents.

Average agreementaProposition

8.6CDM is user-friendly.

8.6The layout of studies is clear.

8.1The VASb is user-friendly.

8.2CDM's VASb is a good alternative to a paper VASb.

9.4Pictograms help to clarify questions.

9.2Pictograms help to differentiate multiple choice questions.

9.3Pictograms next to multiple choice options will improve reliability.

a0 = no agreement; 10 = full agreement
bVAS = visual analog scale
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Figure 7. Distribution of respondents over different ranges of issue frequencies. A large majority, 79% (22/28), of survey participants experienced
problems in less than 5% of their interactions with Clinical Data Miner.

Discussion

Principal Findings
We developed an eCRF software framework for supporting
generic, multi-center clinical studies. Its high test coverage
guarantees good software quality and good maintainability,
while its modular architecture ensures the framework’s
extensibility.

Its built-in data access, data preprocessing, and machine-learning
capabilities streamline the clinical diagnostic model research
workflow by eliminating data export and import steps, as well
as by simplifying preprocessing. The possibility to access these
capabilities through a Jython console provides an excellent
platform for experimenting with different combinations of
preprocessing and machine-learning algorithms.

The functionality to simplify the generation of learning curves
enables study coordinators to assess whether to continue or to
terminate data collection, providing better dataset size estimates
than a priori application of rules of thumb or Monte Carlo
simulations could deliver.

Limitations
CDM does not currently support variable length array types,
reducing its usefulness for longitudinal data capture. For
bounded array sizes, presenting a fixed amount of fields
representing the array can alleviate this issue.

CDM's data analysis capabilities are currently only accessible
through a Java API or a Jython console, requiring programming
expertise for their use.

Future work should solve these limitations, with better support
for longitudinal data, and the integration of data analysis
capabilities into CDM's user interface. The latter will, for
example, enable study coordinators to visualize learning curves
directly from within the user interface.

Conclusions
The integration of data collection, preprocessing, and
machine-learning in a single software framework simplifies the
diagnostic model research workflow. The functionality for
generating learning curves enables study coordinators to improve
dataset size requirement estimates, also improving efficiency
of clinical diagnostic model research.
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Abstract

Background: Most electronic data capture (EDC) and electronic data management (EDM) systems developed to collect and
store clinical data from participants recruited into studies are based on generic entity-attribute-value (EAV) database schemas
which enable rapid and flexible deployment in a range of study designs. The drawback to such schemas is that they are cumbersome
to query with structured query language (SQL). The problem increases when researchers involved in multiple studies use multiple
electronic data capture and management systems each with variation on the EAV schema.

Objective: The aim of this study is to develop a generic application which allows easy and rapid exploration of data and metadata
stored under EAV schemas that are organized into a survey format (questionnaires/events, questions, values), in other words, the
Clinical Data Interchange Standards Consortium (CDISC) Observational Data Model (ODM).

Methods: CohortExplorer is written in Perl programming language and uses the concept of SQL abstract which allows the SQL
query to be treated like a hash (key-value pairs).

Results: We have developed a tool, CohortExplorer, which once configured for a EAV system will "plug-n-play" with EAV
schemas, enabling the easy construction of complex queries through an abstracted interface. To demonstrate the utility of the
CohortExplorer system, we show how it can be used with the popular EAV based frameworks; Opal (OBiBa) and REDCap.

Conclusions: The application is available under a GPL-3+ license at the CPAN website. Currently the application only provides
datasource application programming interfaces (APIs) for Opal and REDCap. In the future the application will be available with
datasource APIs for all major electronic data capture and management systems such as OpenClinica and LabKey. At present the
application is only compatible with EAV systems where the metadata is organized into surveys, questionnaires and events. Further
work is needed to make the application compatible with EAV schemas where the metadata is organized into hierarchies such as
Informatics for Integrating Biology & the Bedside (i2b2). A video tutorial demonstrating the application setup, datasource
configuration, and search features is available on YouTube. The application source code is available at the GitHub website and
the users are encouraged to suggest new features and contribute to the development of APIs for new EAV systems.

(JMIR Med Inform 2014;2(2):e32)   doi:10.2196/medinform.3339

KEYWORDS

entity-attribute-value schema; biobank database; clinical information systems; CDISC ODM; SQL

Introduction

Electronic data capture (EDC) and electronic data management
(EDM) systems are a key requirement for studies in modern

biomedical science. Such systems are developed to centrally
manage the recruitment and storage of participant details. They
typically comprise a powerful database engine accessible over
the network using Web-based technologies. Such systems
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include built-in sanity checking and quality control procedures
to ensure the data captured is consistent and well formatted for
ease of downstream analysis. Some of the popular EDC and
EDM systems include OpenClinica, LabKey, Onyx, Opal,
REDCap, entity-attribute-value (EAV) with classes and
relationships (EAV/CR), and Informatics for Integrating Biology
& the Bedside (i2b2 ) [1-7].

Typically, EDC and EDM systems employ a generic EAV
schema. Through the use of such a schema, hundreds of clinical
attributes (or variables) can be stored in a single table without
having to create multiple tables. Additionally, more attributes
can be easily added without changing the underlying schema
[8-11]. The EAV model can be viewed as a database table with
three columns; one column specifies the entity (eg, participant
ID), one for the attribute (eg, cognitive test), and one for the
value of the attribute (eg, cognitive test score) [12]. If the study
is longitudinal with multiple follow-up visits then an additional
column is often used to store the visit number. In longitudinal
studies, the combination of entity_id and visit number can act
as a primary key (a composite primary key).

Although the EAV model provides a great deal of flexibility in
storing data, such a schema requires the use of complex
structured query language (SQL) to extract subsets of data from
the tables [13-16]. In addition, the choice of the system depends
on the study requirements. This poses a problem for the
researchers as different EDC and EDM systems differ in their
graphical user interface, data model and sometimes the
vendor/relational database management system (eg, OpenClinica
can be implemented in Oracle, PostgreSQL, Labkey in
PostgreSQL, REDCap, and Opal in MySQL) thereby increasing
the burden of understanding and using the underlined data model
before querying datasources.

To address this problem we have developed CohortExplorer, a
generic framework that allows the detailed exploration of
clinical data stored under the EAV schema which is organized
into a survey format (questionnaires/events, questions, and
values) using a standard search interface. The main objectives
were to: (1) standardize the interface to EAV databases; (2)
enable user-friendly querying of entities and variables (ie, meta
data) at depth; and (3) provide the functionality to export the
data which can be readily parsed and loaded by statistical
software such as R for downstream analysis [17].
CohortExplorer has no schema and solely depends on the
datasource API (discussed in the next section) and read-only
connection made to the clinical repository implementing the
EAV schema.

By way of example, we demonstrate the utility of
CohortExplorer by connecting to and querying two commonly
used EDC and EDM systems, namely Opal [4] and REDCap
[5] both implementing their own version of the EAV schema
in MySQL. Opal and REDCap greatly vary in their functionality;
Opal is developed to manage the participants (ie, EDM)
recruited as part of the clinical studies and relies on Onyx [3],
its sister software to recruit the participants (ie, EDC). Both
Onyx and Opal are developed as a part of OBiBa [18], a core
project of the Population Project in Genomics Consortium
(P3G), committed towards building high quality open source

systems for biobanks. All OBiBa software along with their
source code is available under the open source GPL3 license.
REDCap encompasses both participant recruitment and
management functionalities. REDCap was developed at the
Vanderbilt University and is currently comprised of over 900
active institutional partners with bases all over the world.
REDCap, unlike systems developed by OBiBa, is not open
source but is available at no charge.

Methods

CohortExplorer Core Components and
Implementation
CohortExplorer has three main components: (1) a datasource
API and configuration file; (2) an SQL abstraction layer; and
(3) a command line search interface. Both the SQL abstraction
layer and command line query interface have been implemented
using object oriented Perl [19] programming language. Data
captured by the systems (questionnaires, surveys, and forms)
are referred to herein as tables and the questions, which form
part of the study, are termed variables with values being the
answers to the questions.

First, the easy part of building an EAV-schema-agnostic API
is achieving backend independence. CohortExplorer implements
backend independence by the use of Perl module DBI [20]. DBI
is independent of any database available in the backend and is
responsible for taking all SQL commands and dispatching them
to the appropriate driver for execution. Using CohortExplorer's
datasource API (a Perl class) the users can define the entity,
table, and variable structure under the EAV system. By structure
we mean what database tables and columns are to be consulted
to query data and meta data. The organization of entities, tables,
and variables can be transformed into Perl hash (ie, data
structure with key value pairs) using SQL::Abstract [21]
discussed below. The Perl hash for entity, table and variable
can vary with variation in EAV schema. In addition, the user
authentication mechanism can also be defined in the datasource
API. The datasource configuration file allows the user to define
datasource settings including database connection details like
dsn, username, and password (ie, it is the connector). The
documentation detailing the API is available online [22]. A
video tutorial aiming to give users an insight into application
set-up including datasource configuration is also available online
[23]. The tutorial with examples demonstrates various search
features offered by the application.

Currently, CohortExplorer comes with built-in APIs for Opal
and REDCap each catering to their own authentication
mechanism and variation in the EAV schema. Therefore, the
datasources stored within these systems can be queried using
the current set-up (Figure 1).

We intend to provide APIs for other EDC and EDM systems
such as LabKey [1] and OpenClinica [2] so the users can query
the repositories implemented using these systems with same
ease as Opal and REDCap. Opal and REDCap were the starting
point considering their use at our institution. The application
source code is available on GitHub, a popular platform for
sharing and developing code [24]. The user community is
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encouraged to contribute to the development of APIs
appertaining to new EAV systems.

The security in CohortExplorer is implemented using the built-in
authentication mechanism, setuid and Linux file permissions.
The application runs under the taint mode which sets up special
security checks including the check for unauthorized input. The
security features ensure the user running the application has no
access to the configuration files containing the connection details
of the clinical repositories, the administrator is expected to
create a read-only connection to the repository. Moreover, the
application can be easily made to pay attention to user
permission assigned within the repository. For example, the
REDCap datasource API ensures only users who are allowed
to export data in REDCap can use CohortExplorer. The API
takes into account what variables and records are accessible to
the user within REDCap. If some user is prohibited from
viewing the identifiable information on participants in REDCap
the API makes sure the user does not have access to the variables
pertaining to the participant identifiable information (eg,
participant's name, address, etc).

Second, at its core, CohortExplorer is powered by the SQL
abstraction layer implemented using the Perl module,
SQL::Abstract [21]. The abstraction layer serves two main

purposes. Firstly, it allows SQL statements to be treated as a
hash with SQL components (ie, -columns, -from, -where,
-group_by, -order_by, and -having) as keys in the hash. The
SQL statements to query data and meta data can easily be
constructed from the entity, table and variable structures defined
in the datasource subclass. As the EAV datasource can be
cross-sectional or longitudinal, the second feature of the
abstraction layer is that it enables the SQL generating engine
to generalize the EAV schema as a 1 or 2 table database (static

or dynamic) depending on the datasource type, hence making
the easy and flexible construction of complex and dynamic SQL
statements with placeholders. This is done to address the data
heterogeneity at the forms/questionnaires/surveys level. The
forms, which are only used once throughout the study, are
grouped under static table (eg, participant demographics). This
table is created by grouping or aggregating the form data on
entity_id. Such table is applicable to cross-sectional studies but
may also apply to longitudinal datasources. The forms which
are used repeatedly throughout the study in the form of
follow-up visits are grouped under dynamic table (eg, cognitive
assessments). The dynamic table is created by grouping the data
on the concerned forms on the entity_id and the visit number.
Currently the application does not support querying datasources
with multiple arms. In future the application may consider other
table structures to address variation in data with respect to arms.

Third, the command line interface (CLI) is implemented using
the Perl module CLI::Framework [25] (See Figure 2) and
enables the user to query the clinical datasources. The CLI has
two main components: (1) Application - this component
authenticates the user and initializes CohortExplorer for the
user specified datasource and dispatches the supplied command
for further processing (See Figure 3); (2) Command - this
component does the command specific processing and returns
the output to the application component for display. The
command component is divided into 5 main commands each
of which performs a specific operation as described in Textbox
1.

Each command has a mandatory help section which details
command usage with examples. CohortExplorer can also be
run on the standard Linux shell so the user can easily set-up a
report scheduling using the Linux in built Cron functionality.
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Textbox 1. Command components.

1. describe - This command prints the datasource description in a tabular format where the table header is the entity count (ie, number of participants
in the datasource/study) and table body contains the information appertaining to each table in the datasource. The first column in the table body
is the table name (ie, questionnaire/surveys/forms) followed by table attributes (eg, variable count, associated label, etc) specified in the datasource
API.

2. find - This command allows the user to find recorded variables using keywords which can be utilized to build an entity search query. The user
can perform both case insensitive and fuzzy searches. The command prints the variable dictionary (ie, meta data) of variables meeting the search
criteria in a tabular format where the first column is the name of the variable, second column is the table which records the variable and other
columns include variable attributes (eg, variable type, categories, associated label, etc) specified in datasource API. The command looks for the
presence of keywords in all variable attributes.

3. search - This command allows the user to search entities using variables of interest. The user can also impose conditions on variables using all
valid SQL operators; =, !=, >, <, >=, <=, in, not_in, like, not_like, ilike, between, not_between, regexp, and not_regexp. The command includes
auto-completion enabling the user to enter the first few characters of some command option/argument (eg, export directory, variable or table
name) and press the completion key (ie, TAB) to fill-in the rest of the characters. At any time in CohortExplorer's console/interactive mode the
user is able to view all tables and variables they have access to by simply pressing the TAB key. In addition, the command allows the user to
view descriptive statistics and export data in csv format which can be easily parsed in statistical software like R for downstream analysis. The
search command is available to both cross sectional and longitudinal datasources. When calculating descriptive statistics for variables belonging
to dynamic tables the command groups the variables by visit. The command also includes a bookmarking feature which allows the user to save
commands for future use.

4. compare - As the name suggests, the compare command allows the user to compare entities across visits. The command is only available to
longitudinal datasources. The command allows the user to search and impose conditions at a visit level. Prefixes vAny, vLast, v1, v2, etc are
added to variable names. For example: v1.var represents first visit of the variable 'var', v2.var represents second visit, vAny.var implies any visit,
vLast.var last visit, and 'var' in this command simply represents all visits. The prefix vAny and vLast are abstract terms as vAny and vLast can
be any visit (generally the last time a variable was recorded for some entity is not known in advance so practically any visit can be the last visit).
The data exported via this command is formatted horizontally (ie, repeating variables) unlike the search command which exports the data vertically
(ie, repeating entities) where each row represents an entity followed by the user provided visit variables (ie, dynamic table) or simply variables
in case of static tables. The statistics produced in this command are calculated with respect to the entity_id and the number of observations for
each variable is equivalent to the number of times or visits each variable was recorded for each entity.

5. history - The user can keep track of their previously saved commands using the history command. By specifying the show option the user can
view all their saved commands along with the date-time stamp. The user can re-run any of the previously saved command or use the information
in the commands (ie, options arguments) to build new commands.

Figure 1. Using the datasource API, CohortExplorer, via the authentication mechanism, is able to connect to secure EAV clinical repositories such as
REDCap and Opal. The connection made to the clinical repository is expected to be read-only. Once connected, the user can explore the datasources
stored within the repositories using the abstracted command line search interface.
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Figure 2. The figure shows the classes implemented under CohortExplorer. CohortExplorer::Application is inherited from CLI::Framework::Application
(super class) and overrides the methods shown. All command classes are inherited from CLI::Framework::Command which is an abstract factory (dotted
arrows). The meta commands such as menu and help are application aware commands with direct access to the application object. The application class
dispatches the command objects. CohortExplorer::Command::Query extends CLI::Framework::Command (dark head arrow) and acts as an interface
to search and compare command classes. CohortExplorer::Application class uses CohortExplorer::Datasource (an abstract class) to initialize the
datasource. CohortExplorer::Datasource provides hooks or methods (also shown) which are implemented by subclasses such as
CohortExplorer::Application::My::Datasource corresponding to electronic data capture and management systems such as Opal and REDCap.
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Figure 3. The flow chart showing the overall work flow of CohortExplorer. The user runs CohortExplorer by providing the datasource name, username,
password and the command to execute. When running the application in console/interactive mode (determined by the console command) a menu of
available commands is displayed. The user inputs the command along with command options and arguments (if applicable), the application processes
the command and displays the results. When running the application on standard Linux shell the application simply processes the command input,
displays the results and terminates the connection.

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e32 | p.25http://medinform.jmir.org/2014/2/e32/
(page number not for citation purposes)

Dixit & DobsonJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Results

Case Studies

Overview
To evaluate the utility and feasibility of CohortExplorer we
connected the system to two real-world datasources, an
Alzheimer's and Dementia biomarker study and the National
Institute for Health Research (NIHR) BioResource for Mental
Health based at the Institute of Psychiatry, Kings College
London, United Kingdom.

The NIHR Alzheimer's and Dementia datasource is powered
by Opal (OBiBa) [4] and stores the data from two cohorts;
namely AddNeuroMed (European Union funded European
Middleware Initiative) [26-27] and Kings Health Partners -
Dementia Case Register (DCR) [28-29]. The data comprises
participant and informant interviews conducted using Onyx
(OBiBa) [3] longitudinally. The Onyx interview is comprised
of7 main questionnaire categories: consent, demographics,
physical measurement and samples obtained, disease history,
family history, cognitive tests, and diagnosis.

Data collected by The NIHR BioResource for Mental Health
[30] is stored in REDCap. This longitudinal study aims to collect
50,000 samples over the next 5 years from patients registered
with South London And Maudsley NHS Foundation Trust
(SLAM) and King's Health Partners. The project collects data

on patients' demographics (eg, age, sex, ethnicity, etc) along
with blood and saliva samples for molecular analysis, which
includes developing new diagnosis tests, identifying new drug
targets, and understanding the causes of different mental
disorders.

Below, we provide examples of distributed queries that can
easily be performed on the two clinical datasources using
CohortExplorer's Opal and REDCap datasource API.

Alzheimer's and Dementia Datasource (Opal)
Questions we can answer using CohortExplorer's Opal
datasource API (Figure 4): (1) during the course of the study
how many participants with Mini Mental State Examination
(MMSE) scores between 15 and 20 have had a history of
hallucinations but not delusions or vice versa? We would like
to know their disease status; (2) how many participants who
previously had mild cognitive impairment have been diagnosed
with Alzheimer's disease? We would also like to see their
MMSE total at first and last visit; (3) at any visit during the
study how many non-European females receiving anti-psychotic
medication have been diagnosed with Alzheimer's disease? We
would also like to know their MMSE scores and if they had
ever suffered with high blood pressure and diabetes; and (4)
how many participants have consented for brains for dementia
research study? For all consented participants export complete
data and show ethnicity, disease status at first and last visit.

Figure 4. CohortExplorer commands for the Alzheimer's and Dementia datasource. For better understanding the commands are divided into their
respective components namely; command name, command options and command arguments.

NIHR BioResource Datasource (REDCap)
Questions we can answer using CohortExplorer's REDCap
datasource API (Figure 5): (1) how many participants in the
study were born between 1950 and 1970? For all consented
participants, produce summary statistics showing percentage
breakdown by gender and registration clinic; (2) how many
females have withdrawn from the study citing negative media

reports and health reasons? Show date of birth of all females;
(3) how many participants have donated blood on their first
visit but not the last visit? For all participants meeting the query
criteria obtain data on gender, date of birth, and samples
collected; and (4) how many participants have donated blood
platelets in all visits? For all resulting participants show gender,
date of birth, and the investigator who took the consent.
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Figure 5. CohortExplorer commands for the NIHR BioResource for Mental Health datasource.

Discussion

Principal Findings
CohortExplorer provides a secure and standard platform with
which to query clinical repositories that are based on the EAV
framework such as Opal and REDCap. The application relies
on a read only database connection to the repository (via the
datasource configuration file and datasource API). For
longitudinal studies, CohortExplorer provides summary statistics
both at the visit level as well as at the entity level. Moreover,
the output from the application can be easily parsed by statistical
software such as R for downstream analysis and the commands
can be bookmarked for future use. The application runs on
standard Linux shell thus making scheduled reports possible
through the cron daemon. The application also supports the
auto-complete or tab completion functionality making it easier
for the user to provide variables and table names. The
functionality can be helpful considering clinical variables can
have long names.

CohortExplorer provided basic authorization and pays attention
to the user permissions as implemented by the parent repository.

One of the main advantages of CohortExplorer is that the search
interface is independent of the system storing the clinical data.
This feature is of particular importance considering most of the
EDC and EDM systems differ significantly in their query
interface and researchers involved in multiple studies end up
using multiple systems based on the study requirements.
Deployment of CohortExplorer will lower the burden on
researchers and data managers to learn and use the underlining
data model before querying for entities of interest. With minimal
training the researchers and data managers can use
CohortExplorer to generate hypotheses, reports, and also to test
the data accuracy.

CohortExplorer is written in Perl with CLI::Framework and
SQL::Abstract as main modules. The application can be installed
with all of its dependencies and the user manual via its Debian
package which is available online [31]. As the application
implements SQL abstraction it is compatible with other
relational database management systems such as Oracle,
Microsoft SQL Server, and PostgreSQL. However, this feature
is yet to be tested. The Debian package includes Opal and
REDCap APIs. The user is encouraged to use these as examples
when trying to create a datasource API for a new EAV schema.
The application is supported by active development and users
are encouraged to suggest new features and get involved in
development on GitHub [24]. At present, the application is only
compatible with EAV systems that fit into a survey format
(questionnaires/events, questions, and values) in other words,
the CDISC Observational Data Model (ODM). Further work is
needed to make the application compatible with EAV schemas
where the metadata is organized into hierarchies such as i2b2.

The future work also includes extending the application to EDC
and EDM systems implemented in Oracle, PostgreSQL, and
Microsoft SQL server such as LabKey and OpenClinica.

Conclusions
CohortExplorer provides a user-friendly and generic approach
to slice and dice clinical datasources stored under the EAV
format. For biomedical researchers, CohortExplorer provides
an easy to understand view of the unstructured and complex
clinical data. The application is available as open source under
the GPL-3+ license. The source-code, Debian package and
manual are available online [24,31]. A video tutorial
demonstrating the application set-up and features is also
available online [23]. The tutorial aims to give users an insight
into the application set-up, datasource configuration, and query
features.
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Abstract

Background: Managing appointments in private medical practices and ambulatory care settings is a complex process. Various
strategies to reduce missed appointments can be implemented. E-booking systems, which allow patients to schedule and manage
medical appointments online, represents such a strategy. To better support clinicians seeking to offer an e-booking service to
their patients, health authorities in Canada recently invested in a showcase project involving six private medical clinics.

Objective: The objectives pursued in this study were threefold: (1) to measure adoption and use of the e-booking system in
each of the clinics over a 2-year period, (2) to assess patients’ perceptions regarding the characteristics and benefits of using the
system, and (3) to measure the impact of the e-booking system on the number of missed appointments in each clinic.

Methods: A mixed-methods approach was adopted in this study. We first extracted and analyzed raw data from the e-booking
system deployed in each of the medical practices to monitor adoption and use of the system over time and to assess the impact
of the system on the number of missed appointments. Second, we conducted a Web-based survey of patients’ perceptions in the
spring of 2013.

Results: The patients and physicians targeted by this showcase project showed a growing interest in the e-booking system as
the number of users, time slots made available by physicians, and online appointments grew steadily over time. The great majority
of patients said that they appreciated the system mainly because of the benefits they derived from it, namely, scheduling flexibility,
time savings, and automated reminders that prevented forgotten appointments. Importantly, our findings suggest that the system’s
automated reminders help significantly reduce the number of missed appointments.

Conclusions: E-booking systems seem to represent a win-win solution for patients and physicians in private medical practices.
We encourage researchers to replicate and extend our work in other primary care settings in order to test the generalizability of
our findings.

(JMIR Med Inform 2014;2(2):e24)   doi:10.2196/medinform.3669
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Introduction

One of the keys to efficiency, productivity, and profitability in
private medical practices is linked to the appointment scheduling

system. Managing appointments in private medical practices
and ambulatory care settings is a complex process. One frequent
problem faced by many clinics is related to non-attendance [1].
According to various studies, missed appointments (also called
“no-shows”) represent close to 10% of all medical appointments
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[2,3]. There are many collateral effects associated with missed
appointments for the providers, staff, and the patients
themselves. For instance, no-shows can lead to lower
productivity for family physicians and their staff [4]. More
importantly, missed appointments increase overall wait time
for all patients and can lead to additional risks to their health
condition [3].

Various strategies to reduce missed appointments can be found
in the extant literature [5]. One frequently mentioned approach
is overscheduling, which consists of booking more appointments
than the practice is actually able to accommodate [6]. While
this strategy may be efficient from the standpoint of use of staff
time, it usually creates a great deal of dissatisfaction for both
patients and staff [7]. Another approach involves reminders,
which are sent in various ways, such as by mail, telephone calls
(automated or not), emails, and text messages. These are
intended to minimize the risk of patients forgetting their
appointments. Several studies have compared the impact of
various communication methods for sending out reminders. For
example, Henderson [3] observed a decrease in missed
appointments when telephone or mailed reminders were used,
especially when these reminders were made a few days before
the appointment date. Others have observed that text message
reminders are as effective as other types [8-10].

Another strategy is called advanced access scheduling [11,12].
This involves reserving appointment slots for same-day
appointments, rather than booking appointment slots months in
advance. In other words, physicians who use advanced access
scheduling generally cut down on prescheduled visits, leaving
a large portion of their day open for same-day visits. The mix
between prescheduled and open appointments is usually
determined by the medical practice’s unique balance of supply
and demand for appointments. Research has indicated that
advanced access scheduling can provide numerous benefits,
including increased satisfaction for patients, providers, and staff
[13], fewer missed appointments [14,15], as well as increased
productivity among the health care professionals [13].

E-booking systems, which allow patients to schedule and
manage their medical appointments online, have also been
deployed to streamline management of appointments in medical
practices and ambulatory care settings [16,17]. While only 7%
of Canadian family physicians (compared to 30% in the United
States and 51% in Norway) offered such access in 2012 [18],
90% of surveyed Canadians in 2013 said that if the functionality
were available, they would be likely to book an appointment
with their health care provider electronically [19]. Survey
respondents also ranked e-booking in the top three most useful
online consumer health services, just behind electronic
prescription renewals and viewing their lab results online. That
said, when asked whether they can currently make an
appointment with their family physician electronically, only
5% responded that they could.

To better support clinicians seeking to offer an e-booking service
to their patients, Canada Health Infoway, a federally funded,
not-for-profit organization tasked with accelerating the
development of health information technologies across Canada,
recently launched the e-Booking Initiative for eligible licensed
physicians in private medical practices. This program offers
financial support to help offset the costs associated with
e-booking system acquisition and implementation. Canada
Health Infoway also invested in a showcase project involving
six private medical clinics located in Québec, Canada. The
present study pursued three objectives in line with this multisite
project: (1) to measure adoption (number of patients and
physicians enrolled) and use (number of time slots available
online, number of appointments made online) of the e-booking
system in each of the clinics over a 2-year period, that is,
between January 2012 and December 2013; (2) to assess
patients’ perceptions regarding the characteristics and benefits
of the e-booking system; and (3) to measure the impact of
system usage on the number of missed appointments in each
participating clinic. Evidence for effective technological
solutions to streamline the appointment scheduling process and
improve attendance in primary care and outpatient settings is
lacking. Indeed, very few empirical studies [20] have
investigated the adoption, use, and effectiveness of e-booking
systems in private medical practices. Hence, the present study
attempts to fill this gap.

Methods

E-Booking System and Sites
The Doctor Direct software application (DoctorDirect.com)
was deployed as part of this showcase project. This application
consists of a secure Web portal that enables patients to access
their doctor’s schedule 24 hours a day, 7 days a week and book
an appointment that suits them best without the assistance of a
secretary. An email reminder, as well as a telephone reminder
(automated message), are sent to the patient 2 days before the
appointment. The patient is then able to confirm or cancel the
appointment online. This solution was chosen because of its
interoperability with the most widely used electronic medical
record (EMR) system (Kinlogix Medical, TELUS Health) in
medical practices in Québec [21]. The medical practices that
took part in this project (see Table 1) were identified by Canada
Health Infoway; they were chosen mainly because of the
diversity of their profiles in terms of health care services offered
and clients. Acronyms have been used to preserve anonymity
of the participating clinics. It was decided that each medical
practice would adopt a marketing strategy to promote the
e-appointment system with its clients. As shown later, the
promotion strategy for each medical practice was developed
based on the patients’ sociodemographic characteristics and
level of comfort with the technology, as well as the preferred
methods of promotion identified by the management at each
site. Medical practices did not receive any financial incentives
to encourage participation in this showcase project.
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Table 1. Profile of the medical practices.

ClientsHealth care services offeredMedical practice

Adults and childrenFamily medicine with two specialists on-siteA

Adults and childrenFamily medicine, travel health, specimen collection center, operating roomsB

Elderly clients / primarily menTransrectal echography with or without biopsy, cystoscopy, vasectomy,
uroflowmetry, minor surgery, urology research

C

Young families / expectant women or
mothers with babies

Medical consultation with or without an appointment, emergency and minor surgery,
specimen collection service for laboratory testing, mother-child clinic, vaccination

D

Ubisoft employees (young computer-
savvy people)

General medicineE

Mostly adults or elderly peopleMultidisciplinary health servicesF

Data Collection and Analysis
A mixed-methods approach was adopted in this study. First, to
monitor adoption and use of the e-booking system over the
2-year observation period, the supplier of the IT solution gave
us secure access to the system’s database. This allowed us to
extract raw usage data from the e-booking system in use at each
of the six medical practices. These data were then imported into
an Excel file that was used to produce several graphs (see
Results section). In line with our second objective, a Web-based
questionnaire survey was conducted in the spring of 2013. Of
the 4338 patients enrolled in the e-booking system at the start
of the study, 1032 (23.79%) agreed to be contacted by the
research team. The questionnaire, which was prepared in French
and English, was posted online using Qualtrics software and
an email invitation to take part in the study was sent to all
potential respondents. A week later, an email reminder was sent
to all targeted respondents. As shown in the next section, data
were analyzed using various descriptive statistics (means,
standard deviations) and tests (Pearson’s chi-square test,
Student’s t test) as well as partial least square (PLS) multiple
regression tests.

Our third and final objective was to assess the impact of the use
of the e-booking system on the number of missed appointments.
To this end, we began by analyzing data from Clinic A, which
had recorded the most appointments made online in the period
from January 1, 2012 to December 31, 2013. We compiled the
number of offline appointments (made through a secretary), the
number of online appointments, and the number of missed
appointments (offline and online) from January 2012 to
November 2013. A statistical t test analysis allowed us to
measure the impact of the e-booking system on the number of
missed appointments. Data were then collected on the four other
medical clinics (B, C, D, and E) from the databases of their
e-booking systems. Data for a 12-month period (December 2012
to November 2013) were analyzed, since the volume of online
appointments was high enough to perform the desired analyses.

Data from Clinic F were not analyzed since the volume of online
appointments was too low. Data were analyzed using Student’s
t test.

Ethical approval for this study was obtained from the Research
Ethics Council of HEC Montréal in March 2013.

Results

Adoption and Use of the E-Booking System
The statistics presented in Figure 1 show that 8296 patients
from the six medical practices enrolled with Doctor Direct. This
represents 10.00% (3793/37,936) and 12.00% (4503/37,524)
of the active patients at all six clinics in 2012 and 2013,
respectively. Five of the six clinics recruited 1600 new
registrants, on average, from the time they deployed the
e-booking system to the end of 2013. Clinic F, which had more
difficulty recruiting patients to use the system, had only 250
patients registered at the end of 2013. According to those
responsible for the project, various technical problems (eg,
appointment confirmations not sent, time slots offered to more
than one patient), which had occurred mostly in 2012,
represented an aggravating factor for this site.

At the end of 2012, there were 34 physicians using the system
in six clinics for a total of 50 possible licenses (68%). Twelve
months later, 47 licenses (94%) were being used by the targeted
physicians. In terms of system use, the number of time slots
that the physicians had made available online grew from 23,201
in 2012 to 43,101 in 2013, for a 46% increase. As shown in
Figure 2, the number of medical appointments booked online
by patients grew by 32%, from 5490 in 2012 to 8063 in 2013,
bringing the number of online appointments to 13,553. This
represented a total of one out of every five time slots assigned
to the online reservation system. Last, the average registered
patient made 1.6 online appointments from the time they
enrolled in the system until December 31, 2013.
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Figure 1. Number of new patients enrolled, by medical practice.

Figure 2. Number of medical appointments booked online in 2012 and 2013, by clinic.

Survey of Patients Enrolled in the E-Booking System
A total of 228 completed questionnaires were received between
March 29 and April 3. As mentioned above, a reminder letter
was sent to all targeted respondents on April 4. This reminder
helped retrieve an additional 147 questionnaires. The final
response rate was 36.34% (375/1032), which is deemed
satisfactory [22]. Among the questionnaires received, 71 had
to be discarded due to missing data. The final sample was thus
comprised of 304 questionnaires, including 194 received before

the reminder and 110 after the reminder. As there was no
statistically significant difference between early and late
respondents on all attributes, response bias was unlikely [23].

As shown in Table 2, the sample consisted of two main
categories of respondents: patients who had already made at
least one appointment online since enrolling in the e-booking
system (n=241) and patients who had not yet made an
appointment using the system (n=63). The results show
similarities between the two groups as to sex, age, and level of
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education. The sample included slightly more women than men
and all age groups were represented, although individuals aged
50 to 59 years represented the main group of respondents. Four
out of five respondents had a college diploma or university
degree, which shows a high level of education.

We began by asking patients who had not yet booked an
appointment online (n=63) to state their reasons for not doing
so. The main reason was that they had not needed to schedule
a doctor’s appointment between the time they enrolled and the
study period (n=24). However, more than one-third of non-users
(33%, 21/63) indicated that they had tried to schedule an
appointment but were unable to do so because no time slot was
available for their doctor. Technical problems during their first
attempt discouraged only 14 respondents. It is worth mentioning
that system user-friendliness and security did not seem to be
major barriers to system use. We also asked this sub-group of
patients the extent to which they intended to schedule their next
medical appointments online. About 85% (54/63) responded
positively.

We then turned our attention to patients who had booked at least
one medical appointment online using Doctor Direct (n=241).
The majority of system users (56.0%, 135/241) had booked
only one appointment online, while one in four (24.0%) had
booked two appointments and 20.0% had booked three or more.
The vast majority (83.0%, 200/241) used the system to manage
their own medical appointments, while only 17.0% (41/241)
used it to book appointments for relatives. As shown in Table
3, users of the e-appointment system claimed to be very satisfied
(average of 4.2 on a scale of 5), perceived the system as very
user-friendly (4.3/5), and had a firm intention of continuing to
use it in the future (4.5/5).

To further investigate the factors that motivate patients to
continue using the e-appointment system in the future, we tested
a research model derived from the works of Bhattacherjee [24]
and Hong et al [25] on information systems continuance. As
shown in Figure 3, our model suggests that an individual’s
intention to continue using a computer-based system is mainly
influenced by his or her level of satisfaction toward the system.
In turn, user satisfaction is influenced by the extent to which
initial expectations toward the system are confirmed as well as
by two factors from the TAM (technology acceptance model)

proposed by Davis [26], namely, system ease of use and system
usefulness. Following Hong et al [25], our model also proposes
direct links between the TAM constructs and the dependent
variable. The survey instrument that was used is presented in
Multimedia Appendix 1. The reliability of the measures was
determined with Cronbach alpha. Findings in Table 3 indicate
that all the measures, without exception, meet or surpass the
.70 threshold of statistical significance [27]. This table also
demonstrates the validity of the variables included in our
research model. In particular, we see that the square root of the
variance shared by each variable and its respective items is
greater than the inter-correlations between the variables.

PLS regression analyses were performed to test the links in our
model. Our findings supported all relationships, with the
exception of the association between system ease of use and
continuance intention. It would thus appear that system
user-friendliness has an indirect effect on the dependent variable
via its direct influence on user satisfaction. Most importantly,
our findings underline the importance of the “expectation
confirmation” variable which, as anticipated, is strongly related
to TAM factors and user satisfaction. This result shows the
importance of managing users’ initial expectations to ensure
that they are not disappointed when they first attempt to use the
system.

Next, Table 4 indicates that three kinds of benefits were
perceived by system users: scheduling flexibility, time savings,
and automated reminders that prevented forgotten appointments.

Concerning the marketing or promotional strategies
implemented in each medical clinic, we asked all respondents
(n=304) to indicate what had led them to enroll in the e-booking
system. As shown in Table 5, half of them mentioned that they
enrolled because a secretary had recommended it during a prior
visit to the clinic. One out of five patients signed on to the
Internet portal at the recommendation of their physician, and
approximately 15% were inspired by the message on the clinic’s
voicemail and the tab on the medical clinic’s website. The
brochures and posters promoting the portal in the clinics’waiting
rooms appeared to have had little effect on enrollments, since
they were mentioned by only 6% of respondents. No significant
statistical differences were found across medical practices.
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Table 2. Profile of survey respondents (n=304).

P valueχ2 and t

Patients yet to
book online

(n=63)

Patients who booked on-
line at least once

(n=241)

n (%)n (%)

Sex

.197χ2=1.7

22 (34.9)109 (45.2)Men

39 (61.9)131 (55.4)Women

Age, years

.933χ2=1.3

8 (12.7)21 (8.7)18–29

13 (20.6)60 (24.9)30–39

8 (12.7)29 (12.0)40–49

18 (28.6)66 (27.4)50–59

11 (17.5)46 (19.1)60–69

5 (7.9)19 (7.8)70+

Education

.279χ2=6.3

0 (0.0)4 (1.7)None

10 (15.9)44 (18.3)High school diploma

16 (25.4)54 (22.4)College diploma

26 (41.3)73 (30.2)Bachelor degree

7 (11.1)53 (22.0)Master’s degree

3 (4.8)12 (5.0)PhD

Medical practices

.000χ2=55.1

6 (9.5)18 (7.5)A

39 (61.9)70 (29.0)B

2 (3.2)77 (32.0)C

7 (11.1)57 (23.7)D

6 (9.5)13 (5.4)E

3 (4.8)6 (2.5)F

.022t=2.34.24.5Level of computer knowledge a

aScale of 1 to 5 where 1=slightly familiar and 5=very familiar.

Table 3. Descriptive statistics and variance shared by the variables.

CONTSATCONFEOUPUCronbach al-
pha

Number of
items

SDMean

.85 a.8640.94.2Perceived usefulness of the system
(PU)

.91.68b.9340.84.3User-friendliness of the system (EOU)

.89.68b.82b.8731.04.0Confirmation of expectations (CONF)

.82.73b.58b.72b.8040.94.2Satisfaction with the system (SAT)

.94.72b.76b.62b.81b.9330.84.5Intention to continue using the system
(CONT)

aThe ratios on the diagonal represent the square root of the variance shared by each variable and its respective items. The ratios below the diagonal are
correlations between variables.
bP<.001.
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Table 4. Perceived benefits of using the e-booking system (n=241).

SDAverage

(1-5 scale)

Greater flexibility

1.04.7Makes it possible to book appointments when it is most convenient.

1.24.6Greater flexibility in the choice of available time slots.

Time savings

1.04.5Saves time by eliminating waiting on the phone.

1.24.5Saves time by eliminating the need for reminders several times at the clinic when
the phone is busy.

1.24.5Saves time by eliminating the need for me to go in person to the clinic to schedule
an appointment.

Reduction in forgotten appointments

1.04.5Makes it easier to remember appointments thanks to reminders.

Table 5. Promotional strategies put in place and patients’ receptiveness (n=304).

Patients who
were influ-
enced,

n (%)

Clinic FClinic EClinic DClinic CClinic BClinic APromotional strategy

158 (52.0)√√√√√√aSecretary’s verbal recommendation

62 (20.3)√√√√√√Physician’s verbal recommendation

49 (16.1)√√√√√√Promotional message on the clinic’s voice-
mail

45 (14.8)X√√√Link on the medical clinic’s website

21 (6.9)√√√√√√Flyer distributed at the medical clinic

17 (5.6)√√√√√√Promotional poster in the medical clinic

-X√XXb
Interactive terminals available in the clinic
(iPads)

N/Ac√√Email invitation to all patients

a√ = Strategy implemented before the survey conducted in the spring of 2013.
bX=Strategy implemented after the survey conducted in the spring of 2013.
cN/A=Data not available in the survey questionnaire.
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Figure 3. Research model and PLS results (n=241). ***P<.005; **P<.01; *P<.05; ns=not significant.

Impact of E-Booking on the Number of Missed
Appointments
Our third and final goal was to assess the impact of the
e-booking system on the number of missed appointments. As
explained above, we began by analyzing Clinic A’s data. The
results shown in Figure 4 indicate that the percentage of missed
appointments each month varied from 3.4% to 11% and
averaged 6.5%. However, when we compare appointments made
online (by the patients themselves) from those made offline,
we note a large difference in the number of missed
appointments. The percentage of online appointments that were

missed varied from 0.6% to 4.3%, averaging 2.1%. Considering
appointments made in the traditional manner, missed
appointments represented 4.1% to 12.6% of the total and
averaged 7.6%. The difference between the two groups (offline
and online) in terms of the number of missed appointments is
statistically significant (t=8.8; P<.001).

Similar results were then obtained from four other medical
practices over a 12-month observation period from December
2012 to November 2013: Clinic B (t=6.3; P<.001), Clinic C
(t=5.8; P<.001), Clinic D (t=4.0; P<.005), and Clinic E (t=2.2;
P<.05).

Figure 4. Proportion of missed appointments at medical practice A.

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e24 | p.37http://medinform.jmir.org/2014/2/e24/
(page number not for citation purposes)

Paré et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Findings
Overall, the patients targeted by this showcase project showed
a growing interest in the e-booking system as the number of
users grew steadily over time. The promotion strategies that
had greatest impact on the number of enrollments were verbal
recommendations from a secretary and, to a lesser extent, from
the attending physician. The great majority of users said that
they appreciated the system because they found it user-friendly
and for the benefits they derived from it, and this can be seen
in the constantly increasing number of appointments made
online over the 2-year period. Three main categories of benefits
were perceived by patients, namely, scheduling flexibility, time
savings, and automated reminders that prevented forgotten
appointments. Findings also reveal that the number of time slots
opened up by the physicians also grew month after month, and
this represents a critical success factor [16]. Indeed, those
respondents who had tried to schedule an appointment but were
unable to do so because no time slot was available for their
doctor are among those who had no intention of continuing to
use the e-booking in the future. Last, in line with prior findings
[20], our study reveals that the use of an e-booking system can
help significantly reduce the number of no-shows or missed
appointments.

Despite the encouraging results presented above, some
physicians were still hesitant to make time slots available online.
One reason cited by our respondents was related to the fact that
there are different types of medical appointments (eg, routine
annual examinations, prenatal check-ups, surgical follow-up),
and they vary in length. This constraint was discussed during
the project, and a strategy was developed in response: the
development of pop-up menus. Such menus act as filters that,
through structured questions (eg, the patient’s first appointment:
yes/no, a diagnosis requiring follow-up, etc.), lead the patient
to select the right type of appointment, that is, one for the right
amount of time. In addition to this solution, we believe that
better integration of the e-booking system into the EMR system
used by each clinic could facilitate the allocation of time slots
by adapting the type of time slot to the health condition of each
patient. Last, it is important to manage physicians’expectations.
If a physician has not freed up a sufficient number of time slots
for online appointments, patients may lose interest and stop
using the system. Setting realistic objectives by carefully
targeting the percentage of time slots to be offered online and/or
by beginning with specific types of appointments (eg,
vaccination clinics or short, regular follow-up appointments)
may encourage a gradual transition to routine system use.

With regard to promotional strategies, secretaries and physicians
must continue to encourage patients to use the e-booking system,
particularly since such use leads to a significant decline in
missed appointments. It would appear important to emphasize
the benefits of system use: flexibility in making appointments,
the time saved, and automated reminders, which prevent patients
from forgetting their appointments, rather than the system’s
features, such as its user-friendliness, security, and reliability.
Another suggestion would be to send periodic reminders to
patients enrolled in the system so that they will not forget about
the system and about having enrolled in it. These reminders
should clearly present how to recover forgotten user codes and
passwords. To prevent these messages from being perceived as
junk mail and ignored, they could be combined with general
information designed to make patients more responsible for
their health or by public health messages.

Limitations
The results of this study must be interpreted with caution due
to its inherent limitations. For one thing, we are mindful of the
small scale of the showcase project. Future studies should try
to validate our findings among a larger number of medical
practices and contexts. We also recognize the usual constraints
and generalization limitations associated with cross-sectional
surveys [22]. Next, it is important to mention, with respect to
generalization, that our survey was limited, as we were unable
to estimate the characteristics of the reference population. This
is a direct consequence of using, as a recruitment strategy,
voluntary participation for completing an online questionnaire.
Importantly, we analyzed secondary and survey data associated
with a single e-booking system that necessarily has its own
characteristics. Our findings must therefore be replicated with
other e-booking platforms. Last, it would also be interesting to
carry out in-depth interviews with actual users (both patients
and physicians) of e-booking systems so as to gain a richer
insight into the data obtained through survey questionnaires.

Conclusions
In short, the main purpose of this study was to assess perceived
and actual outcomes following the deployment of an e-booking
system in six medical practices in Canada. Our results show
that e-booking systems seem to represent a win-win solution
for patients and physicians. For one thing, patients appreciate
using such a system due to its flexibility and the fact that use
allows them to save time. Further, our analyses suggest that the
system’s automated reminders help significantly reduce the
number of missed appointments, a problem that plagues several
medical practices. We encourage health informatics researchers
to replicate and extend our work in other primary care settings
in order to test the generalizability of our results.
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Abstract

With growing concerns that big data will only augment the problem of unreliable research, the Laboratory of Computational
Physiology at the Massachusetts Institute of Technology organized the Critical Data Conference in January 2014. Thought leaders
from academia, government, and industry across disciplines—including clinical medicine, computer science, public health,
informatics, biomedical research, health technology, statistics, and epidemiology—gathered and discussed the pitfalls and
challenges of big data in health care. The key message from the conference is that the value of large amounts of data hinges on
the ability of researchers to share data, methodologies, and findings in an open setting. If empirical value is to be from the analysis
of retrospective data, groups must continuously work together on similar problems to create more effective peer review. This
will lead to improvement in methodology and quality, with each iteration of analysis resulting in more reliability.

(JMIR Med Inform 2014;2(2):e22)   doi:10.2196/medinform.3447

KEYWORDS

big data; open data; unreliable research; machine learning; knowledge creation

Introduction

Failure to store, analyze, and utilize the vast amount of data
generated during clinical care has restricted both quality of care
and advances in the practice of medicine. Other industries, such
as finance and energy, have already embraced data analytics

for the purpose of learning. While such innovations remain
relatively limited in the clinical domain, interest in “big data in
clinical care” has dramatically increased. This is due partly to
the widespread adoption of electronic medical record (EMR)
systems and partly to the growing awareness that better data
analytics are required to manage the complex enterprise of the
health care system. For the most part, however, the clinical
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enterprise has not had to address the problems particular to “big
data” because it has not yet satisfactorily addressed more
fundamental data management issues. It is now becoming
apparent that we are on the cusp of a great transformation that
will incorporate data and data science integrally within the
health care domain. In addition to the necessary major digital
enhancements of the retrospective analyses that have variably
been in place, real time and predictive analytics will also become
ubiquitous core functionalities in the more firmly data-based
environment of the (near) future. The initial Massachusetts
Institute of Technology (MIT) Critical Data Conference was
conceived and conducted to address the many data issues
involved in this important transformation [1,2].

Increasing interest in creating the clinical analog of “business
intelligence” has made evident the necessity of developing and
nurturing a clinical culture that can manage and translate
data-based findings, including those from “big data” studies.
Combining this improved secondary use of clinical data with a
data-driven approach to learning will enable this new culture
to close the clinical data feedback loop facilitating better and
more personalized care. Authors have noted several hallmarks
of “big data”: very large datasets, a large number of unrelated
and/or unstructured datasets, or high speed or low latency of
data creation [3,4]. The intensive care unit (ICU) provides a
potent example of a particularly data rich clinical domain with
the potential for both clinical and financial benefits if these large
amounts of data can be harnessed and systematically leveraged

into guiding practice. Thus, we use the term “Critical Data” to
refer to big data in the setting of the ICU.

This paper summarizes the lectures and group discussions that
took place during the recent Critical Data Conference at MIT,
Cambridge MA, on January 7, 2014. The conference was the
second part of a two-part event that brought together clinicians,
data scientists, statisticians and epidemiologists.

The event opened with a “data marathon” on January 3-5, 2014
(Figure 1), which brought together teams of data scientists and
clinicians to mine the Multiparameter Intelligent Monitoring in
Intensive Care (MIMIC) database (version II). MIMIC II is an
open-access database consisting of over 60,000 recorded ICU
stays from the adult intensive care units at the Beth Israel
Deaconess Medical Center (BIDMC) in Boston, MA [5]. Over
100 people participated in the two-day data marathon, and
posters of the projects were displayed at the Critical Data
Conference.

The Critical Data Conference on January 7 was an
approximately ten-hour program comprising two keynote
addresses (Jeffrey Drazen, MD and John Ioannidis, MD, PhD),
seven individual lectures, three panel discussions, and two poster
sessions (Figure 2). The overall conference theme was
meaningful secondary use of big data from critical care settings.
Materials from the conference (program, slides, and videos) are
available online at the MIT Critical Data conference site [6].

Figure 1. Presentation at the Critical Data Marathon. Photo credit: Andrew Zimolzak.
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Figure 2. Critical Data poster session. Photo credit: Andrew Zimolzak.

The Problem

In his keynote address, Jeffrey Drazen, MD, Editor-in-Chief of
the New England Journal of Medicine, noted that the number
of evidence-based recommendations built on randomized
controlled trials (RCTs), the current gold standard for data
quality, is insufficient to address the majority of clinical
decisions. Subsequently, clinicians are often left to practice
medicine “blindly.” Without the knowledge generation required
to capture the decisional factors involved in realistic clinical
scenarios, clinical decision making is often less data-driven than
determined by the “play of chance” buttressed by past
experience. Historically, a doctor took a history, performed a
physical examination and made a diagnosis based on what he

or she observed. As technology and medical theory progressed,
knowledge such as laboratory and imaging modalities helped
mitigate chance in the diagnosis of disease. Rote application of
existing knowledge is not enough, as physicians want to
establish causality. Until now this has been done with theories,
but moving forward, theories will be inadequate unless they are
confirmed, translated to practice, and systematically
disseminated in clinical practice.

This trial-and-error process continues today because data
generated from routine care is most often not captured and is
rarely disseminated for the purpose of improving population
health. Even in information-rich care settings like the ICU, the
knowledge necessary to mitigate the play of chance is lacking
[7,8]. As such, the ICU provides a fertile ground for potential
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improvement. Specifically, Drazen suggested a potential role
for clinical data mining to answer questions that cannot be
answered using RCTs [9]. This approach would likely yield
benefits both more quickly and with fewer resources.

Drazen concluded with the question “At what point is data good
enough?” Documented associations may be strong but not
sufficiently “proven” to establish causality. Drazen drew a
comparison with experimental physicists who hone future
studies on the work of theorists as well as on prior experimental
results: biomedical informaticians can identify meaningful
associations that can then guide design of new RCTs where data
quality can be increased by controlling for potential confounders.
This will require cross-disciplinary collaboration of frontline
clinicians, medical staff, database engineers and biomedical
informaticians, in addition to strong partnerships with health
information system vendors in order to close the loop from
knowledge discovery during routine care to the real time
application of best care for populations.

Secondary Usage of Clinical Data

Charles Safran, MD, MS, Chief of the Division of Clinical
Computing at the BIDMC and Harvard Medical School, spoke
next, sharing the dream of evidence-based medicine (EBM):
the ideal situation in which quality evidence would exist to
guide clinicians through all the conundrums faced on a
near-daily basis (eg, which test to order, how to interpret the
test results, and what therapy to institute). For the last
half-century, prospective RCTs have been the gold standard in
EBM. Safran noted, as Drazen had, that such trials suffer from
a number of limitations including economic burdens and design
limitations. An RCT can only address a severely limited bundle
of particularly well-posed clinical questions. For many clinical
situations, it is either unethical or even impossible to proceed
with an RCT. Furthermore, the inclusion and exclusion criteria
often limit the generalizability of an RCT study and, given the
time it normally takes to run an RCT, it is very difficult for
these studies to remain current with the rapidly evolving practice
of medicine.

Can another approach avoid at least some of the limitations of
RCTs? Safran suggested that retrospective observational studies
(ROS) utilizing EMR data are a promising avenue for generating
EBM. Digital records contain extensive clinical information
including medical history, diagnoses, medications, immunization
dates, allergies, radiology images, and laboratory and test results.
Consequently, routinely collected EMR data contains the rich,
continuous and time-sensitive information needed to support
clinical decision making and evidence generation [10]. However,
despite the many potential benefits, Safran pointed out that
secondary use of EMR data is still subject to limitations: EMR
data were not collected primarily for the purpose of evidence
generation and data analytics but for real-time and longitudinal
patient care [11]. As a result, EMR data are often poorly
structured, disorganized, unstandardized, and contaminated with
errors, artifacts, and missing values.

Safran echoed one of Drazen’s points by proposing that we
should combine the usage of prospective RCTs and ROS in
such a way that each complements the limitations of the other.

Furthermore, he suggested the possibility of incorporating
additional novel sources of data such as social media data, health
data from portable sensors, and genetic data. While there are
many barriers to establishing such a comprehensive framework,
a big data picture of clinical, genetic, and treatment variables
holds promise in revolutionizing diagnosis and treatment.

Connecting Patients, Providers, and
Payers

For John Halamka, MD, MS, the Chief Information Officer of
BIDMC, working with big data in hospital systems is hugely
challenging but at the same time holds tremendous promise in
providing more meaningful information to help clinicians treat
patients across the continuum of care. In his position, Halamka
has been tasked to aggregate data in novel ways in order to
provide better care for BIDMC’s patient population. One
opportunity for furthering “big data in health care” is to
normalize the data collected via their EMR system and store it
in large, centralized databases. In turn, analytic tools can then
be applied to identify and isolate the quality data reporting
measures required to participate as an Accountable Care
Organization (ACO) under the Affordable Care Act.

Halamka emphasized that building these large datasets does not
intrinsically provide value from the start, stating that “workflow
is disparate, the vocabulary is disparate, and the people are
disparate.” Therefore, the normalization of data and its
distillation into standard schemas are difficult due to
discrepancies across longitudinal data. Further, since each
vendor models concepts differently, there must be an emphasis
on developing a “least common denominator” concept map
across vendors’ offerings.

Nevertheless, through this normalization effort, doctors can
utilize “scorecards” to evaluate their own patient population
within and across the different payment models, such as Blue
Cross Blue Shield’s Alternative Quality Contact measures, the
Center for Medicare and Medicaid (CMS) Physician Quality
Reporting System measures, and the CMS ACO measures. In
addition, physicians can query this dataset to identify the most
effective treatment regimes. However, such queries do pose
privacy and security issues in the hospital setting, and these
risks are further complicated by hospital staff utilizing personal
mobile devices such as cell phones, laptops, and tablets.

Creating a Data-Driven Learning System

The problem posed to the first panel (Figure 3), comprising
Gari Clifford, PhD, Perren Cobb, MD, and Joseph Frassica,
MD, and moderated by Leo Anthony Celi, MD, MS, MPH, was
how to create a data-driven learning system in clinical practice
[8]. Privacy concerns were cited as the central barrier, as there
is a tradeoff between re-identification risk and the value of
sharing. Furthermore, recent work shows patients are reluctant
to share for certain purposes such as marketing, pharmaceutical,
and quality improvement measures, indicating a need for public
education about the benefits of data sharing and that shared data
can be utilized without being used for marketing and other
unwanted purposes [2].
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There is also tension between intellectual property rights and
transparency. Resolution of this may require collaboration
between government, industry and academic institutions, as
seen with the US Critical Illness and Injury Trials Group [12].
There is also a risk that data sharing will make authors reluctant
to write audacious or unconventional papers (as did Reinhart
and Rogoff [13]), if data sharing puts such papers at perceived
higher risk of refutation (such as the refutation of Herndon et
al [14]).

Finally, the panel raised concerns about the high quantity but
perceived low quality of the data that is actually captured. While

there is hope that automatically captured data may be more
accurate than manually entered data, there is also some risk that
doing so will introduce additional noise, furthering the problem
of quantity over quality. This concern poses the challenge of
capturing more and higher quality data in order to promote
reproducibility. Panelists observed that multidisciplinary
conferences like the Critical Data Conference are especially
beneficial in this regard, as they provide an opportunity for
clinicians and data scientists to better understand the relation
between real-world activity and the data that such activity
generates.

Figure 3. Data-driven learning system panel. Photo credit: Andrew Zimolzak.

Physician Culture as a Barrier to Spread
of Innovation

In the following panel moderated by critical care physician Leo
Anthony Celi, MD, MS, MPH, fellow intensivists Djillali
Annane, MD, PhD, Peter Clardy, MD and Taylor Thompson,
MD reflected on the barriers presented by the current clinician
culture toward the goal of data-driven innovation in medicine
(Figure 4). The panelists observed that historically, EBM was
perceived to be incompatible with well-established observational
trials and experience, perhaps instilling a residual degree of
resistance. Consequently, echoing Safran’s sentiments, it will
be increasingly important that “big data” is understood as a
complement to RCTs and (patho)physiologic studies.

Furthermore, condensing and filtering the vast quantity of data
to make it applicable at the bedside will be key to adoption. The
specific inclusion of clinicians during the design process will
help to deter the creation of tools that inundate staff with
extraneous information and burdensome extra tasks. Likewise
the incorporation of “big data” into medical education, in a way
that students and resident trainees will be able to understand its
importance in both everyday care and expediting research, is
vital.

While the panel agreed that more evidence is required to
determine whether big data can facilitate comparative
effectiveness research, it was acknowledged that it is necessary
to investigate this alternative since RCTs do not, and will not,
provide answers to an important fraction of the decisions
required on a daily basis. Scaling up RCTs to account for the

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e22 | p.45http://medinform.jmir.org/2014/2/e22/
(page number not for citation purposes)

Badawi et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


thousands of decisions each day is not feasible, so big data
approaches may provide the most effective way to fill these
gaps. For example, three groups currently leading clinical trials
research in the analysis of fluid resuscitation in critically ill

patients have collaborated to create a common database
architecture to allow for individual patient meta-analysis and
for these trials to be evaluated in aggregate by an external
monitoring committee.

Figure 4. Physician culture panel. Photo credit: Andrew Zimolzak.

The Role of Industry in the Data
Revolution in Health Care

There is concern that industry continues to view data as a
potential source of revenue and would therefore be opposed to
providing open access to what they consider to be proprietary
data with business value. In the last panel discussion of the day,
moderated by Ambar Bhattacharyya, MBA of Bessem Venture
Partners, industry panelists Josh Gray, MBA of AthenaResearch,
Enakshi Singh, MS of SAP, and Omar Badawi, PharmD, MPH
of Philips Healthcare provided their insights on the topic.

They first addressed the issue of sharing databases freely, noting
that concerns associated with data ownership are not restricted
to industry. Similar problems and conflicts are observed among
most stakeholders in health care data ownership: patients,
hospitals, providers, payers, vendors, and academia. Generally
speaking, industrial data owners want to protect their data from
those who may use it competitively against them, share or sell
the data to derive direct clinical value, or profit from possible
insights. They also wish to avoid the overhead costs associated
with sharing. They are interested in allowing society to leverage

their data in order to make gains if, and only if, these other
interests remain unaffected.

The costs for responsibly sharing secondary clinical data are
not trivial. Although understanding the complexity of the data
presents a significant challenge, understanding the workflow
for entering data in the primary system is often even more
complicated, requiring extensive support. Therefore, sharing
secondary clinical data can be a costly initiative for industry,
lowering its priority as a business objective. These challenges
are further exacerbated when collaboration requires intellectual
property agreements. Lack of an accepted standard practice for
research agreements, coupled with an outdated patent system,
creates barriers to collaboration that are rarely overcome. Many
ideas for collaboration either take years to initiate or never come
to fruition, due to challenges with developing de novo legal
research agreements.

While industry and researchers are not philosophically opposed
to sharing data to ensure reproducibility, protections from the
aforementioned concerns are critical. Can the data be shared
without the risk of lost intellectual property? If not, the
incentives for innovation may be minimized. Who will bear the
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costs for ensuring that the replicating team fully understands
the nuances of the data? Who will prevent competitors or others
with malicious intent from inappropriately labeling valid
research as “junk science”? Such underhanded interventions
could introduce confusion around valid earlier findings and
unfairly distract and denigrate the primary researchers.

Ultimately, there is a growing sense that data will become less
of a commodity over time if governments continue to support
the development and maintenance of open access research
networks. As the scale and quality of these surpass those of
privately owned databases, society will benefit as the obstacles
to collaboration and the value of retaining private ownership
diminish.

The Unreasonable Effectiveness of Data

Peter Szolovits, PhD from the MIT Computer Science and
Artificial Intelligence Lab, highlighted how big data can often
trump good, but smaller, data. Researchers at Google have been
making a similar argument from a decade-long experience with
natural language processing, showing that for some important
tasks an order of magnitude growth in the size of a dataset leads
to improvements in performance that can overshadow
improvements in modeling technique [15]. They have also
argued that discarding rare events is a bad idea because although
these may be individually rare, they could prove to be significant
later when examined on a much larger scale.

In the clinical world, patient state depends on complex
pathophysiology dictated by genetic predispositions,
environmental exposures, treatments, and numerous other
factors. While, there are many potential ways to formulate
clinical outcomes into complex statistical models, it is often the
simple models that give the best, and most interpretable, results.
Some clinicians and epidemiologists have already used large
sources of observational data to improve clinical practice,
especially in identifying drug side-effects, for example, for
rosiglitazone [16], and rofecoxib [17]. Cox proportional hazard,
naïve Bayes, linear and logistic regression, and similar models
can use aggregated variables to summarize dynamic variation
without adding additional complexity.

The Story of MIMIC: Open-Access Critical
Care Data

Since researchers who seek to create new clinical knowledge
and tools are dependent upon the availability of relevant data,
restricting access to data introduces barriers that stifle research
progress. This simple principle has been at the heart of the
research of Roger Mark, MD, PhD since the 1980s, a time when
his work was focused on developing real-time arrhythmia
analysis tools for use in patient monitoring.

Like today, the norm for researchers in the 1980s was to
privately maintain closed databases for their own benefit. So
when Mark’s team needed data, they began the painstaking
work of creating their own resource, collecting
electrocardiograms from patients at Boston’s BIDMC and in
the process, adding over 100,000 annotations. Breaking from

tradition, they openly shared the dataset, reasoning that the more
people who analyzed it, the better the overall understanding of
arrhythmias would become. This dataset become known as the
MIT-Beth Israel Hospital (MIT-BIH) Arrhythmia Database
[18].

The consequences were far-reaching. Not only did the MIT-BIH
Database stimulate research interest, it generated beneficial
competition and became a shared resource for evaluating
algorithms. Researchers competed to see whose work performed
best on the standard data, eventually leading to the database
becoming part of a federal requirement for evaluation of
commercial algorithms. This success led the team to develop
further resources unique in their openness, including PhysioNet,
a platform for open physiologic data, and MIMIC II, a rich
database of critical care data.

PhysioNet has over 50,000 registered users in over 120 countries
and international recognition for accelerating the pace of
discovery [19]. Mark attributes much of PhysioNet’s success
to the progressive mindset of the participating collaborators.
Success has required not only funding, but also a collaborative
approach among partnering clinicians, researchers, hospital
technologists, and local ethics committees. Participation of
commercial partners was also required, and obtained, in order
to decrypt the proprietary data formats output by their
monitoring systems.

Reproducibility of research and open data are increasingly
getting the attention they deserve, but changing practice requires
support at all levels [8]. For open technology to be embraced,
funders must recognize the added value from a robust database
infrastructure and allocate funds accordingly. Researchers too
must embrace open approaches that perhaps challenge some of
the underlying career reward systems. With changing attitudes,
and by engaging the creative energy of the worldwide research
community, Mark’s hope is that MIMIC will become a
multinational resource leading to the generation of new
knowledge and new tools.

Opportunities and Challenges in
Wearable Sensor Datasets

The ability to create and capture data is exploding and offers
huge potential for health organizations around the world to save
both lives and scarce resources. Yadid Ayzenberg, PhD
discussed the “Opportunities and Challenges in Wearable Sensor
Data” in his talk, focusing on how the combination of wearable
technology and the near ubiquitous access to mobile phones
have the potential to address some of the challenges in health
care. Examples include the works of Poh et al [20] and Sano
and Picard [21], which used a wrist-worn electrodermal activity
and accelerometry biosensor for detection of convulsive seizures
and sleep stages.

Wearable technologies provide a way to transition from a
traditional aperiodic “snapshot” monitoring approach to a
continuous and longitudinal monitoring paradigm, increase
patients’ engagement in their care, and facilitate doctor-patient
interactions. Already massive amounts of personal health data
are being generated through consumer devices such as mobile
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phones and wristbands that monitor sleeping patterns, exercise,
stress, calorie consumption and more. In most instances,
however, the data are stored on a per-device basis, and there
are unsolved issues concerning data management, ownership,
privacy, and misuse. The noise and artifacts in the data measured
by wearable sensors also present an important challenge. New
analytic methods that transform “dirty data” into good quality
data are needed.

Big Data, Genomics, and Public Health

According to Winston Hide, PhD, the promise of a new
economy based on data-driven discovery and decision-making
is also motivating his own field of genomics. Advances in
genome sequencing technology will allow the cost of sequencing
a genome to be less than $100 in the near future. Consequently,
it is estimated that by 2015, one million genomes will be
digitally available with high expectations for public health
benefits. However, Hide cautions that there is still a “genome
variants” problem to be solved. This was exemplified by the
case of Kira Peikoff who was predicted to have a 20% above
average risk of developing psoriasis by one commercial
sequencing product, while predicted to have a 2% below average
risk for the same condition by another [22].

Variations in the reporting of genomic characteristics have two
potential root causes. First, there is a sampling problem caused
by the use of different sequencing technologies, which
introduces errors in evaluating genome assembly. Second, there
is an interpretation problem in defining the role of genes in
disease which compromises the prediction of clinical outcomes
as determined by the single-nucleotide polymorphism analysis
tools.

The availability of millions of genomes will allow completion
of the catalogue of genes associated with a particular disease
in genome-wide association studies. However, Hide maintains
that finding clear drug targets requires the creation of an
evolving catalogue of functions which would interpret complex
gene pathways [23], and the selection of cohorts that would not
only depend on ethnicity (the classic phenotype), but also on
physiological and even molecular differences.

The application of genomic tests to public health will contribute
to the transformation of physicians into data-centric specialists
and pave the way for “precision medicine” [24]. This
challenging way of delivering health care calls for new strategies
and tactics for translating research into clinical practice. These
will likely include the creation of open-access genomic and
clinical databases, use of a common scientific language [25]
and (open) data access tools. Regulatory bodies, such as the
Food and Drug Administration, will have a role in guaranteeing
the standardization and reliability of diagnostics based on
genetic tests. These tools must guarantee the reproducibility [8]
of discovered genome signals and contribute to the improvement
of online platforms that map genetic features to diseases and
their treatment (eg, Cancer Genome Atlas; PharmGKB).

The Pitfalls and Potential of Big Data in
Health Care

Proponents of big data have made grandiose claims of expanding
human knowledge by orders of magnitude through empirical
analysis and data mining, but as Stanford professor John
Ioannidis, MD, PhD says, “with big data comes big problems”.
Ioannidis discussed the darker side of data analysis, in which
bias has led a large proportion of published medical science to
come to the wrong conclusion. Author of the most downloaded
paper in PLOS Medicine, “Why Most Published Research
Findings Are False” [26], Ioannidis argued that most statistically
significant results are likely to be false positives. For example,
using the national drug and cancer registry database of Sweden,
Ioannidis and colleagues found that almost one third of the 560
medications evaluated in isolation were associated with a higher
cancer risk.

As Ioannidis highlights, the issue is not in the quantity of data
we have. Increasing sample sizes is a huge boon to the medical
field. The issue resides in a lack of transparency. When he
reviews a paper published in a journal on a new dataset, his
thoughts immediately drift to those studies that were not
published. This is quantified in the so-called “vibration of
effects”, where depending on the confounding variables for
which adjustments are made, completely opposite conclusions
can be drawn. For vitamin E, for example, adjusting for a certain
subset of confounders led to the conclusion that it increases the
relative risk of mortality, whereas adjusting for another equally
plausible set of confounders gave the opposite result, that is, a
reduction in mortality risk. This may explain why 90% of effects
in RCTs were lower in subsequent published trials [27].

Comparative Effectiveness Using Big
Data

Limitations aside for now, ROS do provide an opportunity to
conduct comparative effectiveness studies on research questions
that would be unlikely to be examined by an RCT, or would be
inherently biased if an RCT were conducted. The illustrative
example presented by Una-May O’Reilly, PhD was the question
of the potential benefit of diuretic use to accelerate removal of
fluids given during resuscitation in ICU patients who have
recovered from sepsis. Retrospective analysis would be easily
marred by “selection bias”. In fact, if patients are allocated (not
randomized) to two groups, treatment and non-treatment, it is
very likely that the allocation would be done on the basis of
patient condition and biased by clinical severity resulting in
unreliable results.

In a ROS, the data consists of a series of days during which the
treatment was administered (D+) or not (D-). Because these
decisions were being made on a daily basis, it is even harder to
capture the covariance structure. O’Reilly refers to this as the
“Non-Decision Day Dilemma”. In order to deal with this, the
covariance structure has to account for time-varying information
with respect to a specific day. It is easy to take the treatment
day as a reference and align all patients who received treatments
with respect to this event (D+). For non-treated patients, aligning
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time-series is more complicated as every day is essentially a
“non-decision day”. Considering every single day would result
in a widely unbalanced dataset where the length-of-stay
influences the individual contribution of each patient. To account
for this, it is possible to randomly sample N negative days (D*-)
and pair them up with the positive instances (D+) based on a
statistical similarity criterion with respect to the time from
admission. This is achieved by defining a propensity score for
each patient for every day during their ICU stay. The propensity
score thus enables appropriate cohort matching such that
comparative effectiveness can be appropriately assessed.

This modest example illustrates the sort of robust and reliable
statistical technique that evidence-based medicine requires. It
can reduce sample noise and improve the reliability of
conclusions, and it leads toward methodology standardization
across studies. Beyond these local improvements, meta-studies
will also be a requirement to validate any local finding. These
are only possible with data sharing and open data initiatives
such as the MIMIC-II initiative. One strength of this database
is the dual culture and scientific activity it generates because
data science can only fully benefit from collaboration between
data scientists and domain experts (in this case, intensivist
physicians).

Conclusions

Although the future of “big data” in health care remains unclear,
its role will be undeniably important. This conference was
effective in collating the broad range of perspectives on the
many challenges facing EBM in the 21st Century. As several
speakers suggested, one possible opportunity is to adopt a
pragmatic approach to EBM, combining RCT and ROS. This
combination may employ ROSs to fill the gaps where it is
impractical, unlikely or impossible to conduct a RCT or to drive
hypothesis generation for further RCT analysis.

It is also crucial to acknowledge that any ROS requires a
multidisciplinary approach, integrating clinical knowledge with
a broad range of data analytic skills ranging from biostatistics,
machine learning, and signal processing to data mining.
Encouraging a change in physician culture can likely be
accomplished through updating education programs as well as
by creating centers for excellence that can showcase the impact
of ROS to the broader medical fraternity. These centers for
excellence should host open, transparent, easily accessible data
warehouses, which will facilitate study reproducibility and allow
for a new wave of collaborative learning. Only by understanding
the potential biases of any analysis, and fostering a system of
normative data sharing, will the medical community be able to
gain reliable knowledge from data, and produce research
findings that do not turn out to be false.
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Abstract

Background: Bariatric surgery is an important method for treatment of morbid obesity. It is known that significant nutritional
deficiencies might occur after surgery, such as, calorie-protein malnutrition, iron deficiency anemia, and lack of vitamin B12,
thiamine, and folic acid.

Objective: The objective of our study was to validate a computerized intelligent decision support system that suggests nutritional
diagnoses of patients submitted to bariatric surgery.

Methods: There were fifteen clinical cases that were developed and sent to three dietitians in order to evaluate and define a
nutritional diagnosis. After this step, the cases were sent to four bariatric surgery expert dietitians who were aiming to collaborate
on a gold standard. The nutritional diagnosis was to be defined individually, and any disagreements were solved through a
consensus. The final result was used as the gold standard. Bayesian networks were used to implement the system, and database
training was done with Shell Netica. For the system validation, a similar answer rate was calculated, as well as the specificity
and sensibility. Receiver operating characteristic (ROC) curves were projected to each nutritional diagnosis.

Results: Among the four experts, the rate of similar answers found was 80% (48/60) to 93% (56/60), depending on the nutritional
diagnosis. The rate of similar answers of the system, compared to the gold standard, was 100% (60/60). The system sensibility
and specificity were 95.0%. The ROC curves projection showed that the system was able to represent the expert knowledge (gold
standard), and to help them in their daily tasks.

Conclusions: The system that was developed was validated to be used by health care professionals for decision-making support
in their nutritional diagnosis of patients submitted to bariatric surgery.

(JMIR Med Inform 2014;2(2):e8)   doi:10.2196/medinform.2984
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bariatric surgery; nutrition diagnosis; artificial intelligence; Bayesian networks; decision-making; support system

Introduction

Nutrition and Bariatric Surgery
Morbid obesity causes a number of health issues, explaining
why, in certain situations, some aggressive treatments may be
used, for instance, bariatric surgery. The surgical procedure is

indicated when the patient presents a body mass index over 40

kg/m2, or when it is situated between 35 and 40 kg/m2 and also
presents some associated disease, such as, diabetes,
dyslipidemias, cardiovascular and cerebrovascular diseases,
sleep apnea, joint disease, and orthopedic disease, among others
[1]. It is estimated that one million bariatric surgeries will be
performed in the next few years in the United States alone [2].
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Therefore, the concern related to the nutritional changes in the
long term in these patients is highly important [3-7].
Furthermore, the need for individualized management of patients
with obesity is evident [3-7]. Thus, the health professional
concern related to some special nutritional care is
comprehensible, particularly in relation to eating in the pre and
post operatory in bariatric surgeries.

Some of the most common nutritional deficiencies include iron,
vitamin B12, folate, thiamine, and protein after bariatric surgery
[2,5,8-11]. Severe consequences can be expected when they are
not prevented or treated early.

The Nutrition Care Process
The Nutrition Care Process consists of four steps: (1) nutrition
assessment, (2) nutrition diagnosis, (3) nutrition intervention,
and (4) nutrition monitoring and evaluation. The nutrition
diagnosis, the second step of the Nutrition Care Process, is the
identification and record that describes an actual occurrence,
risk of, or potential for developing a nutritional problem [12].

The results from the use of this technology, which are achieved
by computing beyond the nutritional science knowledge, are
important in order to help in detecting nutritional deficiencies.
The information technology in the field of health has tools and
instruments that may support the administrative organization
in patient service. These tools and instruments are able to
capture, store, and process information, and may offer some
diagnosis suggestions, therapeutic orientation, and access to
information [13]. The specialized systems are very helpful for
the health professionals. In particular, there is the so-called
Decision Support System (DSS).

These programs are used to help the professionals to define the
diagnosis through artificial intelligence. A Bayesian network
(BN) is the technique used in the formulation of DSS. It is able
to represent the uncertainty in knowledge through the Bayes’
Theorem. In this case, the necessary data for the model is
collected through published statistical studies and/or through
specialist consultation [14]. The Bayes’Theorem calculates the
probabilities in each diagnosis, given a set of pre existing
information [14]. The fact that it can work with uncertainty
through probability makes it the most significant technique to
be used in the health field.

Aim of the Study
The aim in this study is to validate a DSS that will help the
nutritional diagnosis for bariatric surgery patients through the
development of a protocol created by experts in the field, given
the large number of surgeries, the long term nutritional risks,
the small amount of specialists in the field, and the absence of
a specific computer system.

Methods

The Selection Process
The prevalence of each nutritional diagnosis has different
probabilities, depending on the bariatric surgery technique used.
Therefore, only patients submitted to the surgical technique
Roux-en-Y gastric bypass were selected for this study. These
diagnoses are currently considered the gold standards [15].

The First Stage
The first stage of the study comprised the knowledge base
building. There were two resources that were used in order to
do so: (1) scientific studies published in internationally
recognized journals, in addition to important studies in the fields
of nutrition and medicine; and (2) consultations with nutrition
specialists. From these sources, the major nutritional deficiencies
presented in the post operatory were verified [1,2,9-11], the
average weight loss found in patients was noted [16], the main
signs and symptoms in patients were described [8,11,17], and
the definitions of the techniques used in the nutritional
assessment were identified [18,19].

The results from this stage indicated that a specialized module
of nutritional diagnosis should consider gender, age, surgery
time, biochemical markers (hemoglobin, hematocrit, mean
corpuscular volume, serum albumin, ferritin, vitamin B12 and
folic acid), food intake, and physical signs and symptoms of
nutrient deficiency. This study opted for classifying them as
high, low, or normal, according to the usual standard references,
due to a wide range of techniques to measure the selected
biochemical markers. The analysis of the number of food
portions consumed for the food intake evaluation was based on
the Food Guide Pyramid [19]. The reference was 1600 kcal,
which is the minimum amount recommended for a suitable
macro and micronutrients intake. The physical signs (hair loss,
changes in nails and skin, paleness) and symptoms (weakness,
paresthesia, vomiting, diarrhea, blood loss) are derived from
the subjectivity of professionals who qualify the information
before it is used by the system. Because the data on dietary
intake and the signs and symptoms are subjective, BNs have
been selected for the representation of knowledge. The technique
considers the evidence presented for the calculation of the
disease probability in case it happens, and allows that the
subjectivity or the uncertainty element of information be
considered. Last, the standard nutritional diagnoses were
protein-energy malnutrition, iron deficiency anemia, vitamin
B12 deficiency, folic acid deficiency, and thiamine deficiency.
Additionally, tools to identify risks to develop all these
deficiencies were created.

From the tools mentioned above, a study of the variables was
carried on, considering each nutritional diagnosis for each
patient. For instance, for a patient with iron deficiency, all the
signs, symptoms, dietary intake, and biochemical markers
indicated from the literature were analyzed. All of the
information that either caused doubts or did not help in the
diagnosis conclusion were excluded for not being considered
decisive in the decision support. In other words, only the
variables that influenced in the diagnosis decision were kept in
the study.

After assembling the qualitative part of the network (inclusive
and exclusive definition of variables), probabilistic values were
assigned for each of them, as described in the literature. Thus,
the quantitative part of the network was originated. As there
was no availability of a database containing all the variables
and attributes required to work, the use of literature and
discussion with experts were chosen. For each nutritional
diagnosis, the probability of the event in the presence or absence
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of the disease, or the risk of the development of each one of the
variables, was considered.

The Technology Used
The technique implementation of the BN was performed with
the aid of Shell Netica. It has the infrastructure to develop expert
systems within a pre built interface. The program Netica is
composed by Netica Application and the Netica Application
program interface (API). The Netica Application is a graphical
interface that permits you to view the knowledge base in a
network. The Netica API is the library of the program, written
in C language, which is available on a website [20] on the
Internet.

Preliminary System Evaluation
In the first step of the nutritional diagnosis support system
validation, fifteen case studies were developed and elaborated
on by two nutritionists; one was an expert in morbid obesity,
and the other one was not. All the case studies were sent to four
expert nutritionists in the field of nutrition in order to get
evaluations and diagnosis reports from them. A standard
diagnosis list was attached to the case studies. It was also
requested that the evaluators suggest changes in the developed
clinical cases and in the diagnostic proposal. The four experts'
answers were compared to those given by the system, and the
experts' answers were revised based on this evaluation. Thereby,
a proposal for the nutritional diagnosis support system was
presented called DSS Diagnosis Nutrition 1. This contained the
case studies reviewed, according to the nutritionists’ opinion.

Gold Standard Development
The experts were selected for the gold standard development
based on: (1) nutrition studies background, (2) over two years
as a member of the multidisciplinary team for the treatment of
patients submitted to the obesity surgery, and (3) if they have
followed more than 300 patients in the post operatory. There
were four experts that were selected according to these criteria.
They received the fifteen case studies revised, and had to send

diagnosis reports for each of them. The experts’ reports were
compared among themselves. The disagreements were solved
through consensus among the experts, resulting in the gold
standard. This standard aimed to evaluate the system
performance.

System Validation Technique
The following analyses were performed for the final system
validation: (1) comparison between the four experts’ success
rates, the gold standard success rate, and between the system
and the gold standard; (2) calculation of sensibility and
specificity for each nutritional diagnosis; and (3) the receiver
operator characteristic (ROC) curve construction for each
diagnosis.

All the ethical principles in the Helsinki Declaration (2000)
[21] were respected during the development of this study. There
was no direct participation of human beings.

Results

Success Rate Between the Experts and the Gold
Standard
The qualitative part of the BN was done considering the
interrelation among the nutritional diagnosis and the signs,
symptoms, food intake, and biochemical markers. As a result,
five subnets were obtained, each one of them featuring a
nutritional diagnosis: (1) vitamin B12 deficiency, (2) thiamine
deficiency, (3) folic acid deficiency, (4) iron deficiency, and
(5) malnutrition. The health professional could classify the
patients’ diagnosis as “present”, “absent”, or “in risk” of
developing it. At the same time, the four experts selected to
build the gold standard diagnosis were questioned after assessing
the fifteen clinical cases sent to them. That originated 60 answers
per nutritional diagnosis. The experts’diagnoses were compared
to the gold standard, creating the experts assertiviness rate
related to the gold standard (Table 1).

Table 1. Success rate for nutritional diagnosis between the four experts and the gold standard/ BN algorithm.

MalnutritionThiamine deficiencyB12 deficiencyFolate

deficiency

Iron deficiency
anemia

Cases

55/6052/6048/6056/6054/60Number of success/total

9287809390Assertiveness (%)

1523251123Standard deviation

Expert Disagreements
Vitamin B12 and thiamine deficiencies were the diagnoses that
most presented disagreements among experts, followed by iron
deficiency anemia. The values in Table 1 were 48, 52, and 54
assertiveness respectively, in a sample of 60 cases. In other
words, the result was higher than that found among the four
experts, which presented a variation between 80% (48/60)
and 93% (56/60), according to the diagnosis. That showed that
even though there are criteria for each nutritional diagnosis, the
individual interpretation could make the task difficult.

The answers reported by the four experts were analyzed
individually, causing greater disagreement in the definition of
the diagnosis of the problem or presence of risk, thus,
reinforcing the usefulness of the system to aid the diagnosis,
either confirming the professional hypothesis or warning them
of the disease risk.

System Assessment in Relation to the Gold Standard

Success Rate of the System
The diagnoses reports from the system were compared to the
reports from the gold standard in order to assess the performance
of the system. The success rate found was 100% (60/60) for the
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case reports diagnosed. Taking as an example the first clinical
case presented to the experts, the following situation was
observed, the gold standard detected risk to the development
of iron deficiency anemia, folic acid deficiency, thiamine
deficiency, and malnutrition. None of the diagnoses were
confirmed, and the presence or the risk of development of
vitamin B12 deficiency was rejected. When the same data was
input to the system, this presented values higher than 70.0%
(70/100) of risk of development of folic acid deficiency, of
vitamin B1 deficiency, and of malnutrition. The values were
100.0% (100/100) for iron deficiency anemia. The vitamin B12
deficiency, which was a diagnosis rejected by the gold standard,
presented 0.11% (.11/100) chance of confirmation and 33.5%
(33.5/100) of risk of development. The same happened to the
other cases, thus proving that there was agreement between the
reports provided by the system and the gold standard.

The percentage for the diagnosis and for the risk of development
was very close in some cases, when each case was analyzed
individually. For instance, in case 3 the patient presented 42.3%
(42.3/100) of probability of confirmation of the diagnosis for
anemia, and 56.3% (56.3/100) of probability of risk of
development of anemia. The gold standard classified the patient
as in risk of anemia, agreeing with the system.

Sensibility and Specificity for Each Nutritional Diagnosis
and the Construction of the Receiver Operator
Characteristic Curve
The Medicalc was used for the analysis of sensibility and
specificity, determining the ability to discriminate among
diagnoses through the ROC curve. There was a comparison
between the reports from the system and those from the gold
standard. The results are in Table 2.

Table 2. BN diagnosis test results.

Presence of risk or diagnosis x absenceTest

assessment MalnutritionThiamineB12Folic acidIron

95.095.095.095.095.0Sensibility %

95.095.095.095.095.0Specificity %

1.00.9821.01.00.893Area below the ROC curve

0.00.0380.00.00.088Standard error

0.78 - 1.00.751 - 1.00.78 - 1.00.78 - 1.00.627 - 0.98695% confidence interval

Results of the Comparison
It was observed that the specificity and the sensibility of the
system presented high levels (95.0%) for all the diagnoses. The
results reflect the validation of its use. In other words, the system
is able to represent the gold standard. Besides that, the
confidence interval was well established and the standard error
was low (0.0-0.088). The results also confirmed the agreement
between the gold standard and the system.

Regarding the ROC curve, it was observed that for the folic
acid deficiency, vitamin B12, and malnutrition, the system
presented maximum performance (1.0).

The results found for iron deficiency anemia and for thiamine
deficiency also indicated a good performance of the system.
However, there was a small deviation in its projection, which
represents the possibility of disagreement between the system
and the gold standard. In the end, the analysis of the data showed
in the ROC curve concluded that the system presented a good
performance in the definition of each diagnosis, thus being able
to be used in the aid of health professionals.

Discussion

Expert Diagnoses
The success rate from the developed system was higher than
that found among the four experts. This result reflects the
difficulty in the diagnosis definition by the specialists. The fact
is comprehensible since the definition of a diagnosis involves
different information, previous experiences, and many times,

the use of common sense and intuition. The mental mechanisms
and the processes of thinking used by a specialist to arrive at a
diagnosis are still poorly understood. Many times there is a lack
of consensus among specialists, in some fields [22,23].
Furthermore, as the nutritional following-up of patients who
were submitted to a bariatric surgery is still something recent,
the disagreement among professionals may be common. In this
study, the development of a gold standard by nutrition specialists
was essential. Not only due to the need of a reference, but also
for creating a discussion and reflection regarding the diagnosis
that each specialist had previously established. This discussion
confirmed the need of a system that makes the professional
think about other possibilities, before the final nutritional
diagnosis.

Decision Support Systems
There are not any other intelligent DSSs that have been
developed specifically for the nutritional monitoring of patients
undergoing bariatric surgery known by this group. Because of
that, there was no chance of our system being compared to any
other similar systems. Quick Medical Reference System is a
system that helps in the diagnosis of many fields in medicine.
It presents a success rate of 85% [24]. Our system presents a
success rate of 100% (60/60) for the case reports diagnosed.
Therefore, its good performance is confirmed as well as its
indication of use.

The developed system in this study presents the possibility of
working with the probability of risk/disease, versus the absence
of nutritional risk, and enables the health professional not only
to detect diseases, but also to detect the risk of developing them.

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e8 | p.55http://medinform.jmir.org/2014/2/e8/
(page number not for citation purposes)

Cruz et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Thus, it increases the possibility of prevention, of early
treatment, or even a specific follow-up, therefore preventing a
disease from progressing to more serious stages. Thus, it is
expected that the system assists in the patients’ follow-ups, not
only suggesting the nutritional diagnosis, but also preventing
the major deficiencies that can occur post operatively in bariatric
surgery.

Another extremely important factor that should be considered
is the possibility of changing or adding variables to the system
in the future, as the developments of new studies and the
experts’/users’ opinions occur. This aspect facilitates the
maintenance and improvement of the system’s performance.
The inclusion of data to assist in the diagnosis of other
nutritional deficiencies, and that are currently being researched,
may enrich the system in the future. This is the situation of
osteoporosis, which may occur in the late post operative period,
or even the zinc deficiency, which is often mentioned, but rarely
diagnosed in clinical practice.

Conclusions
This study enabled the validation of a DSS to assist the health
professional in the nutritional monitoring of patients submitted
to bariatric surgery.

The aim has been achieved since the system was able to
duplicate the reports issued by the gold standard, both in the
presence of disease and in the risk of developing it. The
construction of an elaborate knowledge base proves to be
essential in obtaining results. The result of showing the
probabilities of the patient having the disease or the risk of
developing it, rather than just issuing reports with categorical
outcomes (“yes” or “no”), increases the freedom of the
professional making the decision. In other words, it does not
make the diagnosis authoritative, but suggestive.

It can be affirmed, through this study, that BN is an effective
tool in the duplication of expert knowledge when there are
several factors with different probabilities of occurrence
involved in the definition of a diagnosis. Therefore, its use is
indicated in health care.

In conclusion, the information gathered while developing DSSs
for nutritional diagnosis can facilitate health professionals’
tasks. The goal is not to replace professional work, but to help
decision making. The intention is not to solve clinical cases,
but to instigate critical thinking before the diagnostic decision.
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Abstract

Background: Computer-based clinical decision support (CDS) is an important component of the electronic health record (EHR).
As an increasing amount of CDS is implemented, it will be important that this be accomplished in a fashion that assists in clinical
decision making without imposing unacceptable demands and burdens upon the provider’s practice.

Objective: The objective of our study was to explore an approach that allows CDS to be clinician-friendly from a variety of
perspectives, to build a prototype implementation that illustrates features of the approach, and to gain experience with a pilot
framework for assessment.

Methods: The paper first discusses the project’s design philosophy and goals. It then describes a prototype implementation
(Neuropath/CDS) that explores the approach in the domain of neuropathic pain and in the context of the US Veterans Administration
EHR. Finally, the paper discusses a framework for assessing the approach, illustrated by a pilot assessment of Neuropath/CDS.

Results: The paper describes the operation and technical design of Neuropath/CDS, as well as the results of the pilot assessment,
which emphasize the four areas of focus, scope, content, and presentation.

Conclusions: The work to date has allowed us to explore various design and implementation issues relating to the approach
illustrated in Neuropath/CDS, as well as the development and pilot application of a framework for assessment.

(JMIR Med Inform 2014;2(2):e20)   doi:10.2196/medinform.3586
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Introduction

This paper describes a project that is exploring an approach to
computer-based clinical decision support (CDS), built using
Web technologies and linked to the electronic health record
(EHR). The goal of the project is to explore ways in which CDS
can be made clinician-friendly from a variety of perspectives.
We believe that this is an important goal that needs to be
addressed explicitly. This project is one step in that direction.
The paper first discusses the project’s design philosophy. It then
describes a prototype implementation (Neuropath/CDS) that
explores the approach in the domain of neuropathic pain, in the
context of the US Department of Veterans Affairs (VA) EHR.
Finally the paper discusses a framework for assessing the
approach, illustrated by a pilot assessment of the prototype.

Computer-based CDS is common in health care systems,
especially those that have an EHR [1]. CDS applications serve
a variety of purposes, including providing alerts and reminders
to clinicians at the point of care and making patient-specific
recommendations about treatment and medications. Other
approaches to computer-based CDS include computer-based
clinical practice guidelines [2], clinical "dashboards" that
provide focused information about specific clinical issues [3],
and clinical "info buttons" [4] designed to facilitate access to
online information relevant to a patient's clinical status.

The VA's national EHR (which includes the Veterans Health
Information Systems and Technology Architecture backend and
the Computerized Patient Record System (CPRS) interface) has
evolved over the course of several decades as a powerful tool
for patient care. There is widespread agreement that the CPRS
can be made more powerful by incorporating increasing amounts
of CDS. It will be important that this be accomplished in a
fashion that assists the provider in clinical decision making
without imposing additional demands and burdens upon the
provider’s practice. The present project complements research
that is underway at other VA locations including the ATHENA
system that provides decision support for hypertension [5], and
for opioid therapy for chronic, noncancer pain [6,7].

Studies of CDS deployment have documented the importance
of fitting CDS into the clinician’s workflow, and of providing
information at the time and place of clinical decision making
[8]. The present work explores one approach to addressing these
issues and a number of challenges that must be confronted, with
a particular focus on accomplishing the goal in a clinically
friendly fashion.

Methods

Design Philosophy
The overall goal of the project is to develop and explore an
approach to computer-based CDS that is clinically efficient and
clinician friendly. We want to include information that will be
particularly useful to help the clinician manage a particular
patient and make it easily accessible.

• The system should focus on a well defined, constrained
clinical domain whose scope is easily understood by a
clinician. Particularly important in this regard are the issues

of focus and scope discussed below in the section describing
our pilot framework for assessment.

• The system should be easy to use. For example: (1) it should
be easy to invoke from the EHR, (2) it should be able to
extract clinical data from the EHR rapidly, (3) the clinician
should be able to inspect the information provided rapidly
and easily, and (4) use of the system should be optional,
not required.

• The system should provide a range of potentially useful
information, accessible “in one place”.

• The system should present material in a flexible intuitive
fashion.

• The system should provide information to help the clinician
decide how to manage the patient, but not try to tell the
clinician what to do next.

A Prototype Implementation- Neuropath/CDS
Neuropath/CDS is a prototype CDS system developed to explore
the issues involved in bringing computer-based CDS to the
clinician at the point of care in a fashion that fits efficiently into
the busy clinical environment. Neuropath/CDS uses patient data
automatically extracted from the VA EHR to assist the primary
care provider (PCP) in decisions regarding the first-line
pharmacologic management of neuropathic pain (NP). NP is a
chronic neurological condition that often requires continual
monitoring and adjustment of treatment [9-11]. Ongoing clinical
trials have generated repeated revisions of guidelines [9,12].
Multiple attempts at treatment with different drugs or drug
combinations are often necessary, with drug effectiveness and
side effects varying among different patients.

Neuropath/CDS has been refined in collaboration with the
Neurology Service at the VA Connecticut Healthcare System
(VACHS). Key features of the approach include the following.

• The system is an optional adjunct to care, accessible via a
drop-down "Tools" menu from the EHR interface.

• It is driven from the patient record, retrieving patient
demographics, comorbidity information, as well as current
and past drug prescription information in a few seconds.

• The information provided is accessible from a single screen
that we expect can be typically processed by the clinician
user in well under a minute.

• Comments and recommendations are not prescriptive (ie,
do not tell the clinician how to manage the patient), but
rather describe options for management tailored to the
patient's comorbidities and current treatment regimen.

• A visual outline of pharmacologic management is also
provided, with “hover boxes” that provide further
information about pharmacologic options. Several links to
additional information are also provided.

In this section, we first show an example of Neuropath/CDS in
operation and describe the various components of its clinical
user interface. We then describe the system's technical design,
and our pilot framework for assessment.

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e20 | p.59http://medinform.jmir.org/2014/2/e20/
(page number not for citation purposes)

Miller et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Neuropath/CDS in Operation

Clinical Interface
Figure 1 shows the Web-based clinical interface of
Neuropath/CDS. To view this interface, the clinician must select
a patient within CPRS and invoke Neuropath/CDS using the

"Tools" menu located at the top of the CPRS screen. The system
typically takes 5-10 seconds to gather data from the EHR and
present this interface. Since the system is still under
development, a password is currently required. The clinical
interface includes the following components.

Figure 1. The Web-based clinical interface of Neuropath/CDS, as described in the text. TCA=tricyclic antidepressant, SNRI=serotonin–norepinephrine
reuptake inhibitor.

Basic Patient Data
Near the top of the screen are the patient’s name (in this
example, a test patient), age, sex, and a set of check boxes
indicating the presence or absence of comorbid disease relevant
to NP. These checkboxes are set automatically based on
International Classification of Diseases, 9th Revision (ICD9)

codes in the EHR, but can be changed (checked or unchecked)
by the provider based on his/her knowledge of the patient's
clinical status.

Current and Past Neuropathic Pain Medications
A little lower on the screen is information about the patient’s
current NP medications, which is followed by information about
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any other NP medications taken during the past five years, all
extracted automatically from the EHR. For the patient's current
first-line NP medications, information about dosage and
common side effects is also shown.

Comments and Recommendations
The next section shows a set of “Comments/Recommendations”.
These items are generated by if-then logic, and are tailored to
the patient’s age, sex, comorbid diseases, and current NP
medications. The goal is not to try to tell the clinician what to
do next, but rather to present relevant patient-specific issues to
be considered in making such a decision.

A Visual "Hover Box" Outline of the Domain
The bottom of the screen presents a visual outline of first-line
pharmacologic management of NP. If the user moves the
computer mouse over one of the item names, a temporary “hover
box” appears on the screen containing information about that
item. Figures 2-4 show these boxes. The goal is to allow the
clinician to explore alternatives for the patient's first-line NP
management. The information presented can be conditionally
tailored to the patient by if-then logic. If the user clicks on one
of the item names, this information is presented in a pop-up
box, which can be saved, printed, or copied into the patient
record.

Figure 2. An example "hover box" that appears when the user "hovers" the mouse over the box labeled "Gabapentin" near the bottom of the screen
shown in Figure 1.

Figure 3. An example "hover box" linked to the box labeled "SNRI". SNRI=serotonin–norepinephrine reuptake inhibitor.

Figure 4. An example "hover box" linked to the box labeled "Before Requesting a Neurology Consultation".
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Links to Static Web Pages Providing Focused Clinical
Information
The interface also provides a limited number of links to static
Web pages that provide additional information, for instance:
(1) to assist in making the diagnosis of NP, (2) to provide
pregnancy and lactation risk information for NP medications,
and (3) to provide instructions regarding the steps required
before using drugs that are not part of the normal VA formulary.

Overview of Neuropath/CDS’s Technical Design
Figure 5 shows a simplified schematic overview of
Neuropath/CDS's technical design. When the clinician invokes
Neuropath/CDS from CPRS using the Tools menu, a Web server
program is activated with the patient’s numeric identifier (ID)
passed as a parameter. The Web server then retrieves patient
data from the EHR as described below, and uses it to fill in the
clinical values in the Web interface.

Figure 5. A simplified schematic outline of Neuropath/CDS's technical design. KB=knowledge base; CPRS=computerized patient record system;
VA=Veterans Administration; EHR=electronic health record.

Automatic Extraction of Patient Data From the
Electronic Health Record
The key factor in allowing Neuropath/CDS to operate with
clinical data retrieved from the EHR is that this must be done
quickly, in a clinically acceptable timeframe. Performing
straightforward database calls to the EHR (which contains
millions of rows of data not optimized for direct querying)
would take much too long. We have taken two approaches to
deal with this problem.

A variety of Web service procedures have been developed within
VA EHR to facilitate the very rapid retrieval of selected
patient-specific data. Neuropath/CDS uses these to retrieve the
patient’s current medications, from which the current NP
medications are extracted.

For certain data (ICD9 codes and previous NP medications), a
program runs through the entire VACHS patient database during
the night to extract and condense the appropriate patient data
into a much smaller "data staging" database that can be rapidly
queried. For example, based on an examination of ICD9 codes
in the EHR, a bit is set in the staging database reflecting the
presence or absence of heart disease for each patient.
Neuropath/CDS queries this smaller database to retrieve
patient-specific data on comorbid disease and previous NP
medications.

Clinical Knowledge Base
The Neuropath/CDS knowledge base (KB) consists of if-then
logic of two types: (1) if-then rules, and (2) conditional
comments.

The simple if-then rule shown in Textbox 1 states, “if the patient
is receiving amitriptyline treatment or nortriptyline treatment,
then the patient is receiving TCA (tricyclic antidepressant)
treatment". Before the KB logic is executed, the variables
amitriptyline_tx and nortriptyline_tx are set appropriately to
true or false (by program code) based on a patient’s clinical
data.

The conditional comment shown in Textbox 2 states that: (1)
"if the patient is receiving TCA treatment and has a history of
depression", then a specified text comment should be included
in the “Comments/Recommendations” section of the screen,
and (2) "if the patient has a history of depression", then the text
comment should also be included in the “TCA" hover box. In
this way, text comments are directed to the different sections
of the interface, where they are then sorted based on the “order”
number (shown below), and displayed in sorted sequence.

Notice that this design allows a comment to be presented in
different locations within the Web interface (eg, in the
“Comments/Recommendations” section and/or in a “hover
box”). A single comment can be directed to more than one
screen location based on different if-then logic for each location.
Comments can also be sorted and displayed in a different order
in different locations.

The KB Translator automatically converts the KB into C# .NET
code, which is then copied into a larger Web server program
(built using Asynchronous JavaScript and Extensible Markup
Language [AJAX], C# .NET, and cascading stylesheets) that
implements Neuropath/CDS as a whole. By allowing the logic
to be translated automatically into C# .NET code that is then
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run directly on the Web server (compared, for example, to using
an interpretive rules engine package or some other complex
knowledge manipulation environment), we achieve logic that
runs very rapidly. Using this approach, the Web interface is
dynamic. For example, if the user checks or unchecks one the

checkboxes indicating the presence/absence of comorbid disease,
the KB logic is immediately rerun and the system’s
comments/recommendations on the Web screen are changed
appropriately in a fraction of a second.

Textbox 1. A simple if-then rule.

if (amitriptyline_tx

     || nortriptyline_tx)        tca_tx = true;

Textbox 2. A conditional comment.

Comment TCA_depression {

Condition: tca_tx & depression_hx; Where: Recommendations (order: 7);

Condition: depression_hx; Where: TCA_comments (order: 5);

Text:          "The presence of depression is not required for the analgesic effects

                   of TCAs, although they may be particularly useful in patients with

                   inadequately treated depression." }

Developing a Framework for Assessment- Scope,
Focus, Content, and Presentation
To provide a structure for our analysis, we developed a
framework structured around the four areas of focus, scope,
content, and presentation, as described below. This framework
may also prove useful to CDS researchers or developers who
might wish to adopt this general approach to CDS or certain of
its features. Although the dividing line between these four areas
is not always distinct, we believe that they provide a framework
that is useful for discussing our experience and the lessons
learned to date, and potentially useful to others in the future.

The current implementation of Neuropath/CDS is the result of
several years of iterative development that has involved multiple
interactions with many VA clinicians and technical staff. This
process started as a collaboration with the VACHS Pain
Management Clinic. As the project matured, the primary focus
of the clinical collaboration shifted to the VACHS Neurology
Service, and its relationship to VACHS PCPs, as described in
more detail below.

In addition to extensive collaboration with individual clinicians,
the system was presented at several conferences within the
VACHS and elsewhere. These sessions resulted in further
refinement of the system's design. We then conducted a
formative study, with IRB approval, involving eight structured
sessions in which project staff sat with a VACHS clinician as
he/she used the operational CPRS interface with real patients
and some test patients. During these sessions, the clinicians
interacted directly with the computer using the mouse and
keyboard, with project staff verbally providing a discussion of
the features and answers to questions. The clinicians were asked
to "think aloud" as they interacted with the various features of
the system, vocalizing whatever thoughts they were having,
which included reactions, comments, suggestions, and questions.
At the end of the session, the clinician was asked to talk more
broadly about the system, its features, its potential utility, as

well as suggestions of additional features, content, and
functionality.

We were interested in clinician reactions to the current
Neuropath/CDS system, as well as to the overall approach to
CDS. Although clinicians were very positive about the system
and approach, we did not focus on trying to quantitate this aspect
of their assessment, since they knew they were speaking directly
to members of the system development staff, and evaluative
comments would therefore be potentially biased. Instead, we
focused on the other aspects of their comments.

Results

Developing and Refining the Approach
Since this paper describes a research project exploring an
approach to providing CDS in a fashion that fits naturally into
the clinical environment, the methodology described above is
a major part of the “results” of the project. In addition, in this
section we discuss the results of applying the pilot framework
for the assessment described above.

Focus
The key factor that has shaped the refinement of Neuropath/CDS
to its current design was the decision to focus the system's role
on the clinical interface between the VACHS Neurology Service
and VACHS PCPs. PCPs treat NP themselves, but when they
need assistance they typically consult Neurology.
Neuropath/CDS is therefore designed to help the PCP manage
NP in the manner that Neurology would recommend. The system
also suggests situations in which the PCP might decide to
consult Neurology, and a recommended workup for the PCP to
perform when requesting such a consult. Once defined, this
focus on the interface between Neurology and PCPs provided
a guiding context for all other aspects of the system's design.
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Specific Comments on Focus
None of our VACHS clinician subjects commented explicitly
on this focused role for the system. They appeared to find it
natural and logical in the VACHS clinical environment.

Scope
Once this focus was defined, it became logical that the scope
of the system's clinical domain should center on the first-line
pharmacologic management of NP. This scope represents a
markedly reduced subset of the possible clinical issues involving
NP that we might have included. For example it does not
include: (1) the diagnosis of NP, (2) second-line and third-line
pharmacologic management of NP which involve the use of
opioids and tramadol (second line) and drugs like
carbamazepine, lamotrigine, topiramate, valproic acid,
bupropion, citalopram, or paroxetine (third line), or (3)
interventional nonpharmacologic approaches such as spinal
cord stimulation, intravenous infusions, epidural injections, and
nerve blocks.

The major reason for this restriction in scope was that the
VACHS neurologists wanted to be consulted before PCPs went
beyond first-line NP drugs. This also reflected a national VA
goal to avoid the use of opioids as much as possible, and to have
PCPs get as much utility out of first-line drugs as possible.

Specific Comments on Scope
An unexpected finding when clinicians used the system with
real patients was that there was potential ambiguity regarding
the borderline between first-line NP treatment and more
advanced NP treatment, especially if one just looks at the drugs
the patient is receiving. Some patients receiving first-line
treatment for NP were also at the same time receiving an opioid
(a second-line NP drug) for some other pain problem (not NP),
or a high potency antidepressant (for clinically severe
depression) that could also be used as a third-line NP drug. This
was a potential source of confusion for the clinician in
understanding the system's role and interpreting its advice for
such patients.

To attempt to clarify these issues, we added additional
explanatory text to the interface, adjusted the way in which the
different NP medications were presented, and added the
following comment to be used with patients who were receiving
second- and third-line NP drugs.

This system is designed ONLY for first-line
pharmacologic management of neuropathic pain
(NP). Some patients receive second- or third-line NP
drugs for other reasons (not for NP), in which case
the comments below may still be relevant. If this
patient is receiving a second-line drug (eg, an opioid
or tramadol) or a third-line drug (eg, carbamazepine,
lamotrigine, topiramate, valproic acid, bupropion,
citalopram, or paroxetine) for NP, and you have
concerns about NP management, please consider
referral to neurology. [Neuropath/CDS explanatory
text]

As we gain more experience with the use of Neuropath/CDS in
the clinical environment, we may need to make further
refinements to deal with this particular issue involving scope.

An additional issue related to scope, which generated
considerable discussion during the system's development,
involved how to deal with the diagnosis of NP. The concern
was how best to make sure that the system was used for
appropriate patients (ie, patients who indeed had NP). An
approach might have been to include what would essentially be
a second complementary interactive CDS system focused on
NP diagnosis. It was decided that this was not necessary and
that this issue could be addressed by including a link to a static
Web page that outlined in tabular form the clinical signs and
symptoms that could serve to confirm the diagnosis of NP, or
to suggest other diagnoses. All of our subject clinicians read
this page quite carefully, and several explicitly stated that the
content was very good. They did not appear to believe that a
different approach was needed, and none expressed any concern
about this approach to diagnosis of NP.

Content
Our main goal related to content was to provide useful practical
information, relevant to immediate patient management. During
the development of Neuropath/CDS, issues raised included the
following.

A number of clinicians indicated that detailed dosage
information would be very useful.

There was wide agreement that providing a list of first-line NP
drugs that had been prescribed in the past would be particularly
useful, since it could take up to 30-60 minutes of frustrating
search through the EHR to find this information.

A succinct description of the steps required before a PCP could
use a "nonformulary" drug was also identified as valuable. The
VA document provided for each such drug is typically 6-8 pages
long. The clinically relevant information could be condensed
to a paragraph or two expressed as a bulleted outline.

A readily available outline of the pregnancy and lactation risk
levels for the various NP drugs was also identified as useful to
have available.

Many features such as these were added incrementally based
on provider feedback as we developed and refined the system
over time. Another major content-related goal was that the
comments and recommendations made should not be
prescriptive. The goal is to present relevant issues to be
considered in making a decision in the context of a particular
patient's current clinical status.

Specific Comments on Content
Different clinicians raised a number of specific issues. For
example: (1) Might the system provide more assistance in
choosing among first-line drugs? (2) Might the system more
explicitly address the desirability of not using opioids
prematurely? (3) Should the system be more explicit about the
need to use lower doses of drugs in the elderly? (4) Is it really
necessary to order serum and urine protein electrophoresis (tests
to rule out multiple myeloma) when requesting a Neurology
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consult? And (5) should the system recommend against the use
of amitriptyline in a patient over 65 (a suggestion made by a
geriatrician based on geriatric guidelines)?

The answers to questions of this sort are not always clear-cut.
For example: (1) there is a great deal of latitude for practice
variation and preference in the use of these drugs, and (2)
VACHS PCPs are very familiar with the need to reduce dosage
in the elderly, so stating this might just "clutter" the interface
unnecessarily. The real lesson learned here is that there will
always be room for judgment and iterative refinement in
adjusting the content of the system's knowledge, based on user
comments and domain expert judgment.

Presentation
From the standpoint of presentation, we wanted the system to
have one page with a very limited number of links so that the
PCP could easily preserve context when using the system. The
use of hover boxes was designed to help in that regard. We also
wanted the presentation to be as clear, intuitive, and helpful as
possible.

Specific Comments on Presentation
Different clinicians raised a number of specific issues. It became
clear that some features of the interface that seemed obvious to
the developers were not immediately obvious to some of the
clinicians using the system, for example: (1) the fact that the
comorbidity checkboxes were initially set based on material
from the chart (ICD9 codes), but could be changed by the PCP;
or (2) that in the visual display of treatment options, the different
treatment modalities were arranged in horizontal rows.

A clinician commented that there is quite a bit of material on
this single screen. Another clinician felt that the use of color
could enhance the readability of the static Web pages. Several
clinicians were particularly positive about the ability to integrate
use of the CDS with the CPRS interface, for example, the ease
of access via the Tools menu, and the ability to copy and paste
material from the CDS into the EHR.

These comments made it clear that it was important that a
clinician should be shown the system, either in a clinical
conference or by a colleague before using it, so he/she would
be comfortable with its organization and understand the full
range of its features.

Discussion

Current Status and Future Directions
Neuropath/CDS is currently operational on a pilot basis in the
VACHS EHR, requiring a password since it is still under
development. A logical future goal would be to make the
approach available as adjunct to care with no password required.
This would allow us to explore issues such as how best to
promote its use, how frequently it is used, the types of patients
it is used for, and the types of knowledge that tend to be
accessed by PCPs (eg, which links and hover boxes are viewed).

We are also interested in extending this model of CDS, or
components of the model, to other clinical domains. A number
of clinicians suggested other potential domains for applying
this model of CDS, including other types of pain, such as low
back pain and headache, as well as many other diseases beyond
pain. Some clinical domains may be sufficiently circumscribed
that an approach very similar to that of Neuropath/CDS would
work well. At the same time, it is clear that other domains may
be much more complex and may require considerably more
than a single screen to deal adequately with the clinical issues
involved. For example, in the treatment of headache, there are
at least five common types of headache, each with distinct
approaches to pharmacologic management, and each with more
first-line drugs than NP. In addition, one might like to provide
some interactive assistance with diagnosis of headache. As a
result, a CDS for a domain like headache might use features of
Neuropath/CDS, but might well need to be considerably more
complex.

Conclusions
A major source of CDS within the VA EHR currently consists
of clinical alerts and reminders, which can be very
time-consuming and frustrating for the PCP to manage. In
building Neuropath/CDS, we wanted to provide a tool that is
perceived as helpful and not burdensome to the busy PCP.
Ideally the clinician could spend less than a minute interacting
with the system, be exposed to information useful in managing
a specific patient, and then move rapidly on to his/her next task.

Neuropath/CDS has been built and deployed on a prototype
basis in the context of the VACHS EHR. The work to date has
allowed us to explore: (1) various design and implementation
issues relating to the system itself and to the underlying
approach to CDS; as well as (2) a framework for assessment,
with a particular emphasis on issues relating to focus, scope,
content, and presentation.
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Abstract

Background: We recently demonstrated that quality of spirometry in primary care could markedly improve with remote offline
support from specialized professionals. It is hypothesized that implementation of automatic online assessment of quality of
spirometry using information and communication technologies may significantly enhance the potential for extensive deployment
of a high quality spirometry program in integrated care settings.

Objective: The objective of the study was to elaborate and validate a Clinical Decision Support System (CDSS) for automatic
online quality assessment of spirometry.

Methods: The CDSS was done through a three step process including: (1) identification of optimal sampling frequency; (2)
iterations to build-up an initial version using the 24 standard spirometry curves recommended by the American Thoracic Society;
and (3) iterations to refine the CDSS using 270 curves from 90 patients. In each of these steps the results were checked against
one expert. Finally, 778 spirometry curves from 291 patients were analyzed for validation purposes.

Results: The CDSS generated appropriate online classification and certification in 685/778 (88.1%) of spirometry testing, with
96% sensitivity and 95% specificity.

Conclusions: Consequently, only 93/778 (11.9%) of spirometry testing required offline remote classification by an expert,
indicating a potential positive role of the CDSS in the deployment of a high quality spirometry program in an integrated care
setting.

(JMIR Med Inform 2014;2(2):e29)   doi:10.2196/medinform.3179
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Introduction

High Quality Spirometry Testing
High quality spirometry testing across health care levels is
pivotal for proper management of patients with prevalent chronic
respiratory disorders, namely asthma and chronic obstructive
pulmonary disease (COPD) [1].

We have recently reported the effectiveness of a Web-based
application for remote offline expert support to enhance the
quality of spirometry in primary care. High quality testing
improved in a sustainable manner with the remote support [2].
A relevant difference was observed between the intervention
group, 2419/3383 (71.50%) high quality spirometry, and the
control group, 713/1198 (59.52%) high quality spirometry,
throughout the 12 month follow-up period (P<.001). Similar
figures have been obtained in pharmacy offices, as part of a
COPD case finding program [3].

In the Basque Country (Spain), the ongoing regional deployment
of the Web-based offline support program from specialists to
primary care will cover the entire population, 2.2 million
inhabitants, by the end of 2014 [4,5]. Interestingly, their results
[6] are similar to those reported in the initial randomized
controlled trial [2] described above.

Ideally, extensive deployment of a high quality spirometry
program in the community should offer accessibility to
standardized raw spirometric data through a technological
architecture providing interoperability across health care tiers.
To this end, a Clinical Document Architecture for spirometry
using Health Level Seven v3 standards was recently made
available by the Catalan Health Department [7], such that
spirometric testing will be available at the regional level. In this
scenario, automatic assessment of quality of spirometry testing
should enhance the efficiency of the program. Unfortunately,
current applications for online assessment of quality of
spirometry misclassify the tests, as compared with examinations
done by expert professionals [2].

Clinical Decision Support System
We hypothesize that elaboration and validation of a clinical
decision support system (CDSS) for online automatic assessment
and certification of quality of spirometry in primary care may

represent a pivotal step toward regional adoption of the high
quality spirometry program with an integrated care approach.

The current study is part of the refinement of the ongoing
deployment of the high quality spirometry program in Catalonia
[8], an European region of 7.5 million inhabitants.

Methods

Building-Up the Clinical Decision Support System
Figure 1 shows the initial step in the process for elaboration of
the CDSS was the identification of the optimal sampling
frequency to achieve the highest sensitivity and specificity in
the analysis of the spirometric curves. To this end, a systematic
examination of a large range of sampling frequencies, from 6.25
Hz to 100 Hz, was done during the first iterative process.

The process was done using the 24 standard flow-volume and
volume-time curves from the pulmonary waveform generator
recommended by the American Thoracic Society/European
Respiratory Society (ATS/ERS) [7]. This set of 24 standard
curves cover the entire spectrum of clinical abnormalities, as
well as common spirometric artifacts. They are used as a
reference material for calibration purposes and, in general, to
facilitate comparisons among lung function laboratories.

The construction of an initial version of the CDSS was carried
out using the 24 standard spirometry curves [9,10] following
an iterative process, as displayed in Figure 1. In each step, the
results generated by the CDSS were compared with the criteria
of one expert in the field of lung function testing (FB), and the
iterative process was maintained until sensitivity and specificity
of the results generated by the CDSS showed 24/24 (100.0%)
agreement with the expert.

The CDSS combines the different aspects assessed on the
spirometry curve in one score with three different categories:
(1) grade 0, rejected due to unacceptable morphology of the
spirometry curve; (2) grade 1, acceptable for further
classification according to Table 1; or (3) grade 2, undefined
characteristics of the spirometry (see Multimedia Appendix 1
for examples of the three categories in Figure 1S). The two first
categories, grades 0 and 1, allow proper online automatic
classification of spirometry testing as well as the generation of
a certified spirometry curve to be potentially shared across health
care tiers; whereas grade 2 requires offline expert assessment.
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Table 1. Quality scores for spirometric maneuvers according to ATS/ERS standardization [9].

ManeuversScores

3 acceptable maneuvers, and best 2 matched with differences in FVCband/or FEV1<150 mlAa

3 acceptable maneuvers, and best 2 matched with differences in FVCband/or FEV1
c<200 mlB

2 acceptable maneuvers, and best 2 matched with differences in FVC and/or FEV1
c<250 mlC

1 acceptable maneuverD

No acceptable maneuversF

aHigh quality spirometries, A and B scores, correspond to A, 3 acceptable maneuvers with differences in FVC and/or FEV1<150 ml; and B, 3 acceptable
maneuvers with differences in FVC and/or FEV1<200 ml; C, to high variability among maneuvers; D, only one acceptable maneuver; and F no acceptable
maneuver.
bFVC = forced vital capacity
cFEV1= forced expiratory volume in the first second

Figure 1. Flow of the process followed to elaborate and validate the Clinical Decision Support System (CDSS). ATS=American Thoracic Society;
FS=forced spirometry.

The Characteristics and the Algorithm
The CDSS systematically assessed 27 different characteristics
of each spirometry curve, as displayed in Table 2. There were
four out of the 27 characteristics that were extracted from the
international recommendations for standardization of the test,
jointly reported by the ATS and the ERS [11]; whereas the
remaining 23 were introduced during the current research. Each
of these 27 features had a well defined specific algorithm for
calculations. The mathematical description of a feature
constituted the so-called metric. It is of note that a given feature

may require more than one metric. The quantitative values of
a given metric were denominated thresholds that were used for
quality assessment. It is also of note that some metrics may have
primary and secondary thresholds. The initial parameters of the
automatic algorithm for online assessment of quality of
spirometry were refined through successive iterations until the
final version of the CDSS was obtained (Figure 1). As indicated
above, the performance of each of the successive versions of
the CDSS was compared with the results provided by the expert.
A refined version of the CDSS was achieved using 270 curves
from 90 patients from [2].
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Table 2. List of criteria of the forced spirometry curve explored by the CDSS.

CriteriaiForced spirometry curve

Back extrapolation  >0.15 L or < 5% of FVCgBEVa trad

End of test criteria, volume < 0.025 L in time ≥1 sEOTVb trad

Time of end FVCg(Tex>6 s)Texc

a) EOTVb< 0.025 L or Texc>6 s;

b) If Texc>6 s EOTVb<0.025 L in time 0.5 s;

c) If Texc>6 s, EOTVb< 0.1 L;

d) EOTVb(Texc) < 0.025 L; and

e) EOTVb< 0.025 * Tex/6 LEOTVb new (5 criteria)

High local maximum (peak) and minimum (valley) in FVecurvePeak_Valley_Single

High local maximum (peak) and minimum (valley) in FVecurve close to FEV1
h

Peak_Valley_Combined

Irregularity or oscillation at the end of FTmcurveVTd end

Variation of FVeslope or high FVeslopeFVe_slope_single

Variation of FVeslope and high FVeslopeFVe_slope_combined

Irregularity and variation of FVeslope or high FVeslopeFVeSlope_Test_Combo

Irregularity or variation of FVeslope and high FVeslopeFVeSlope_Test_Combo_Area Under Rectj

Irregularity and variation of FVeslope and high FVeslopeFVeSlope_Test_Combo4

Irregular concavity-convexity before the PEFfvalue in FVecurveDiff_singlek

Irregular slope and irregular concavity-convexity before the PEFfvalue in FVecurveDiff_combinedl

Time to archive PEFf< 130 millisecondsPEFf TimeUp

Time to archive PEFf> 0.25 millisecondsPEFf TimeDown

PEFfis not a peak in FVecurve (is plane), volume (Fn=PEFf) > 15 % FVCgPEFf Cut

PEFfis not a peak in FVecurve (is plane), volume (Fn=PEFf) > 17.5 % FEV1
hPEFf Cut2 FEV1

h

PEFfbimodal in FVecurvePEFf DoublePeak

Volume to archive PEFf< 20% FVCgPEFf Slow

aBEV = back extrapolation
bEOTV = end of test criteria, volume
cTex = Time to end FVC
dVT = volume/time curve
eFV = flow/volume curve
fPEF = peak expiratory flow
gFVC = forced vital capacity
hFEV1= forced expiratory volume in the first second
iThe list includes the classical parameters used by ATS/ERS guidelines [11].
jRect = rectum
kDiff single= irregular concavity-convexity before the PEFf value in flow volumen curve concavity or convexity exists if the extracted signal metric
lDiff_combined = irregular slope and irregular concavity-convexity before the peak expiratory flow value in flow volume curve
mFT = flow/time curve
nF=flow

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e29 | p.71http://medinform.jmir.org/2014/2/e29/
(page number not for citation purposes)

Burgos et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Clinical Decision Support System Validation
The refined version of the CDSS was compared with a database
of 778 curves from 291 patients from one of the primary care
centers in Barcelona. The spirometry testing was done using a
spirometer (Sibel 120, SIBELMED, Barcelona Spain). Again,
the score generated by the CDSS was compared with the one
obtained from the same expert evaluator.

The use of the two patient databases, for refinement and
validation purposes, was approved by the Ethical Committee
of the Hospital Clínic i Provincial de Barcelona.

Data Analysis
The ATS database [10] contains volume (V) values of each
curve, from which flow (F) values were obtained by discrete
differentiation (equation 1, Figure 2). The two patient’s
databases contained F values, from which V values were
obtained by discrete integration (equation 2, Figure 2). The
sample period is Δt=0.01s, so the sample frequency is 100 Hz.
Sensitivity and specificity of the CDSS were calculated for all
curves classified as grades 0 or 1 using equations 3 and 4 in
Figure 2.

Figure 2. Equations for data analysis. F=flow; V=volume; i=1,…,N; N=length of the sequence; true positive (TP) corresponds to curves classified as
grade 0 by both CDSS and the evaluator; true negative (TN) corresponds to curves classified as grade 1 by the CDSS and the by the evaluator; false
positive (FP) indicates curves classified as grade 0 by the CDSS, but classified in grade 1 by the evaluator; and, false negative (FN) corresponds to
curves classified as grade 1 by the CDSS, but as grade 0 by the evaluator.

Results

The Sampling Frequency
The sampling frequency that provided the highest sensitivity
and specificity for the analysis carried out with the 24 standard
spirometry curves recommended by the ATS [10] was 100 Hz
(Figure 1 and Multimedia Appendix 2, Table 2S), this frequency
is widely used in commercial spirometers, and it is reasonable
from the electronic transferability point of view. This result was
confirmed in the 270 curves from 90 subjects [2].

Both sensitivity and specificity of the CDSS were initially
calculated with the 24 standard spirometry curves recommended
by the ATS [11] using only grade 0 and grade 1 curves. The
results were as follows, grade 0, n=15; grade 1, n=6; grade 2,
n=3 with 24/24 (100.0%) sensitivity and 24/24 (100.0%)
specificity. Up to five complete versions of the CDSS were
generated in the two iterative processes indicated in Figure 1,
until a final version of the CDSS was ready for validation.

Grading the Curves
The validation study using 778 curves from 291 patients showed
the following distribution of spirometry curves, 419/778
maneuvers (53.8%) were appropriately classified as bad curves
(grade 0); 266/778 maneuvers (34.2%) were appropriately
classified as good curves (grade 1); and only 93/778 maneuvers
(11.9%) needed an offline review by a lung function expert to
assess quality of the test (grade 2; see Multimedia Appendix
3). Sensitivity and specificity calculations for grade 0 and grade
1 curves were 96.1 and 94.9%, respectively.

Discussion

The Current Research
The current research has generated and validated a CDSS that
shows the ability to classify a reasonable percentage of
spirometry curves, 685/778 (88.1%) as either acceptable (grade
1) or bad maneuvers (grade 0). Only 93/778 (11.9%) of the
curves were classified as undefined (grade 2) and were
candidates for offline remote validation by an expert. Moreover,
we observed that both sensitivity and specificity of the CDSS
were very high. Consequently, the results seem to indicate that
a vast majority of spirometry testing carried out by
nonspecialized professionals in primary care can be reliably
assessed online, and the high quality spirometry program partly
based on remote automatic evaluation of the testing could be
considered ready for regional scalability. Obviously, further
steps toward extensive deployment of the program must be
planned with caution. A proper monitoring of the potential for
generalization of the current results and the need for further
refinements of the current CDSS should be taken into account.

The results of the current research overcome some of the
limitations of the existing computer-based algorithms generating
automatic feedback, as reported in [2,12]. It is acknowledged,
however, that automatic feedback based on enhanced algorithms
like the one proposed by the current research may be effective
only if they are part of a comprehensive program for high quality
forced spirometry.

In the new scenario, as indicated by the business process
management notation (BPMN) diagram (Multimedia Appendix
2, Figure 2S), acceptable maneuvers (grade 1) will be
automatically addressed to the algorithm indicated in Table 1
that classifies and certifies spirometry testing prior to its
recording into the local (electronic health record) and regional
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repositories. In contrast, those maneuvers classified as bad
curves (grade 0) will generate an online specific error message
to the professional, indicating the need to perform additional
testing until quality acceptance is reached. As indicated, we
estimate that approximately 12% of the curves will not be
properly classified (grade 2), and they will need an offline
remote supervision by an expert professional. In this case, the
spirometry testing of a given patient may need to be rescheduled.

Previous reports have indicated the potential of telemedicine to
enhance both quality and diagnostic potential of spirometry
testing carried out by nonexpert professionals [13-15], but the
quality control in those studies was based on offline analyses
by expert professionals carried out in a time consuming manner
[16-18]. Likewise, the need for an external, likely centralized,
quality control program [15,17-20] is well established. The
results of the current study refine previous achievements [2]
and open the way to explore extensive and efficient adoption
of this type of high quality spirometry programs.

We acknowledge that high quality spirometry programs combine
several different dimensions, namely: (1) professional coaching
[21,22]; (2) remote support [2]; (3) interoperability of testing
across health care levels [20]; (4) standards for procurement of
equipment [11,23]; and (5) support to interpretation of testing
[24,25]. The current study provides pivotal results to efficiently
address issues associated to remote support of spirometry testing.
But, a proper integration of all the above elements needs to be

considered in the process of shaping a successful high quality
spirometry program for scalability at regional level.

Limitations of the Study
We acknowledge two principal limitations of the study. First,
we included only one expert observed (FB). The CDSS should
be reassessed in the future with the inclusion of at least 3
different experts. Moreover, the current study evaluates the
CDSS in an isolated manner. But, further assessment of the
whole clinical process as defined in the BPMN (see Multimedia
Appendix 2, Figure 2S) should be done before specific plans
for scalability are undertaken.

Conclusions
To our knowledge, the current study constitutes the first
successful attempt to validate an automatic CDSS for large scale
online assessment of quality of spirometry testing. The
incorporation of the CDSS into the Web-based application for
remote assistance to primary care professionals [2] may facilitate
sustainable high quality spirometry generating a significant
added value in an integrated care scenario.

The results indicate a high potential of the CDSS for
discrimination between good and poor quality results of
spirometry testing, but they require further independent
validation before specific plans for implementation are
materialized.
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Multimedia Appendix 1
The algorithm for computing maneuver acceptability, using the 27 set of criteria.

[PDF File (Adobe PDF File), 6KB - medinform_v2i2e29_app1.pdf ]

Multimedia Appendix 2
Three examples with curves classified as Grade 0, 1 and 2. The Business Process Model Notation (BPMN) diagram displays the
use of the CDSS for quality control in primary care within a coordinated care scenario. The results of the protocol undertaken to
identify the optimal sampling frequency during the first iterative process are shown here.

[PDF File (Adobe PDF File), 113KB - medinform_v2i2e29_app2.pdf ]

Multimedia Appendix 3
For each FS curve, the results generated by the CDSS are compared with those provided by the expert professional. It is of note,
that only the expiratory portion of the FS manouevres was taken into account for analysis.

[PDF File (Adobe PDF File), 27KB - medinform_v2i2e29_app3.pdf ]
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Abstract

Background: The health sciences are based upon information. Clinical information is usually stored and managed by physicians
with precarious tools, such as spreadsheets. The biomedical domain is more complex than other domains that have adopted
information and communication technologies as pervasive business tools. Moreover, medicine continuously changes its corpus
of knowledge because of new discoveries and the rearrangements in the relationships among concepts. This scenario makes it
especially difficult to offer good tools to answer the professional needs of researchers and constitutes a barrier that needs innovation
to discover useful solutions.

Objective: The objective was to design and implement a framework for the development of clinical data repositories, capable
of facing the continuous change in the biomedicine domain and minimizing the technical knowledge required from final users.

Methods: We combined knowledge management tools and methodologies with relational technology. We present an
ontology-based approach that is flexible and efficient for dealing with complexity and change, integrated with a solid relational
storage and a Web graphical user interface.

Results: Onto Clinical Research Forms (OntoCRF) is a framework for the definition, modeling, and instantiation of data
repositories. It does not need any database design or programming. All required information to define a new project is explicitly
stated in ontologies. Moreover, the user interface is built automatically on the fly as Web pages, whereas data are stored in a
generic repository. This allows for immediate deployment and population of the database as well as instant online availability of
any modification.

Conclusions: OntoCRF is a complete framework to build data repositories with a solid relational storage. Driven by ontologies,
OntoCRF is more flexible and efficient to deal with complexity and change than traditional systems and does not require very
skilled technical people facilitating the engineering of clinical software systems.

(JMIR Med Inform 2014;2(2):e14)   doi:10.2196/medinform.3023
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biomedical ontologies; data storage and retrieval; knowledge management; data sharing; electronic health records

Introduction

The health sciences, particularly medicine, are based upon
information and communication. Clinical practice and research

processes consist mostly of collecting data, summarizing this
data, and using information derived from the data. This
information, properly integrated with clinical knowledge,
constitutes the base for decision support and generation of new
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knowledge. Nevertheless, in spite of great advances in the
information and communication technologies (ICT) domain
during past years, the progress in medical informatics is slower
than predicted. Clinical information systems are failing to
provide true support for clinicians’ needs [1,2]. Although there
is a broad commercial offer of clinical information systems to
support patient management and the electronic patient record
(EPR), they are focused primarily on the economic and
administrative processes, and lack the needed functionality to
manage clinical data. Existing central data warehouses usually
fail to support the creation of structured variables for research
use [3], so it is necessary to build dedicated systems [4]. As a
result, there is little institutional support within health
organizations for the collection of clinical data, especially for
research.

The implementation of research data repositories has been
reported to increase the capacity of a research team [3]. Some
surveys show that individual organizations are progressing to
the development, management, and use of clinical repositories
as a means to support a broad array of research [5]. Although
most researchers already use some software system to manage
their data, there continues to be widespread use of basic and
general-purpose applications, such as spreadsheets, and
additional support has become necessary for managing datasets.
Interestingly, the barriers to acquiring currently available tools
are most commonly related to financial burdens [6].

This is the situation in the Hospital Clinic of Barcelona, which
has a long tradition in biomedical research and stands as a
benchmark institution both nationally and internationally [7,8].
A research project cannot be understood now without ICT
support to some extent. Nevertheless, the spreadsheet remains
the key tool for research data management because financial
limitations restrict the acquisition of more complex tools.
Continuous change is a characteristic of the biomedical domain,
and building applications that can handle it is very expensive.

We have developed Onto Clinical Research Forms (OntoCRF),
a framework for the definition, modeling, and implementation
of data repositories. Most importantly, OntoCRF is capable of
meeting change at a minimal cost because the implementation
of a new repository in OntoCRF does not need additional
database design or programming. All information required to
define a new project is explicitly declared in ontologies,
reducing the time and cost of development compared to
traditional solutions. The repositories implemented with
OntoCRF are accessible via a website for data entry, thus
facilitating the collection of distributed data.

Methods

Background
The Hospital Clinic of Barcelona has a growing need for systems
for the collection of clinical data. The Medical Informatics unit
at Hospital Clinic of Barcelona has experience designing and
implementing databases for research [9-11]. Some general
requirements for data management reported in the literature
[3,5,12] are as follows:

1. The ability to efficiently acquire, store, and manage large
volumes of structured data, preferably in a centralized
repository.

2. To provide a Web interface for researchers to allow them
to have a distributed access to the data in order to introduce
new data or to retrieve existing data. Data are usually
gathered by various researchers, often in different locations.

3. Data security, including access control, to assure the
persistence of the data.

4. To facilitate the access to the data, including researcher
“self-serve” access.

5. To be able to easily accommodate changes in the structure
of the data, minimizing service disruption when such a
model change occurs.

The Hospital Clinic of Barcelona has used an EPR system since
1995. Three different commercial systems have been used during
this time, the last one including a data warehouse, but they were
primarily focused on economic and administrative processes.
Although these systems allowed gathering of some limited
clinical data, none of them were intended to register additional
data.

Because of financial limitations, there has been widespread use
by researchers of basic and general-purpose application
software, such as spreadsheets. The same situation is reported
by other authors [3,6]. The use of general-purpose application
software has serious drawbacks: an unfriendly user interface,
few guarantees for maintaining the consistency of data,
difficulties in sharing and consolidation of data, and limited
ability to exploit data. Desktop application software programs
are definitively not designed to meet the above mentioned
criteria.

When there is an adequate budget available, it is possible to
build a more sophisticated system. Usually, these systems are
built using a multitier architecture composed of a centralized
database, an application server, and a Web server providing the
user interface. However, this architecture presents some
disadvantages. First of all, the development of such applications
is a laborious task, as is their extension to accommodate
changes. Consequently, this approach is not suitable for domains
where data and model evolution is the norm [12]. Secondly,
this classical approach requires a very specialized panel of
computer technicians and this often leads to communication
problems between the biomedical researchers and the
development team. Thirdly, the development cost and the cost
of information technology (IT) personnel require a high
investment [6] sometimes for a short project time (research
projects typically last 2-3 years). Finally, using this kind of
approach within a large organization produces applications very
different among them, and the distribution of data across
multiple sources, which complicates the ability of researchers
to use the data for answering their research questions [4].

These considerations—the lack of available tools in our
organization and the disadvantages of traditional database
systems—prompted us to seek an alternative and to build a
platform to deploy research projects and clinical registries.

The advances in knowledge management tools and
methodologies in previous years provided the opportunity for
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a new approach. Ontologies as explicit conceptualizations of a
domain [13] seem well adapted to the task of representing
medical data. Ontologies resemble databases from an operational
perspective because they can be populated with instance data
and deployed as parts of information systems for answering
queries [14]. Languages to represent ontologies, such as
Ontology Web Language (OWL), are designed to be extensible
and able to accommodate model changes. The flexibility of
ontologies is a major advantage of the technology [14]. These
characteristics make ontologies suitable to build a conceptual
platform on which specific applications can be deployed [12].

In addition, the use of ontologies is more and more common in
the health care field [15-21], which provides an environment
to seamlessly integrate the new information models with existing
ontologies.

Use Case Presentation
In the following, we will use examples from current projects to
illustrate how the system works. One registry is the European
Forum on Antiphospholipid Antibodies, a registry of patients

with catastrophic antiphospholipid syndrome (CAPS). This
project aims to establish an international dataset of all diagnosed
patients with CAPS. For each clinical case, the following data
are registered: demographic data, previous clinical
manifestations, precipitating factors, clinical findings organized
by organs, laboratory results, and treatment followed.

Outcome
The data have to be stored in a centralized database to allow
periodic statistical analyses on them. In order to allow a
decentralized introduction of data, a Web-based application
program is needed. Screenshots of the data entry screen are
shown in Figures 1 and 2. Figure 1 shows the list of clinical
cases from the CAPS registry and Figure 2 shows a concrete
case with some laboratory results.

The panel on the top left allows for navigation through the
different parts of the registry. The windows on the right, which
constitute the formularies to fill in, are composed of single cells,
combo boxes, check boxes, radio buttons, etc, to introduce and
visualize the data.

Figure 1. List of clinical cases within CAPS registry.
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Figure 2. A CAPS registry clinical case with laboratory results.

Proposed Solution
OntoCRF is a framework to build clinical data repositories
initially designed for research. The general idea of OntoCRF is
to combine the best of two technologies: the expressivity and
flexibility of ontologies with the proven robustness and
efficiency of relational databases. Previous work by our team
has already demonstrated the feasibility of using a relational
persistence layer to store ontologies [22,23].

As a general requirement, all information needed for the system
to work should be modeled in ontologies. Furthermore, no
additional programming should be necessary to implement a
new project. By doing so, each different project has a different
ontology that models both the data and the user interface. The
ontology indicates which data are needed (eg, age, sex) and how
to represent them on the screen (ie, a single cell in the first row,
a radio button in the second row). The program code should be
the same for different projects, but is capable of “interpreting”
the corresponding ontology to implement different projects.

Although prior work was done with Resource Description
Framework (RDF), we choose OWL [24] as the modeling
language. The justification of using OWL is twofold:

1. Able to reuse existing ontologies. For example, the
ontologies stored in BioPortal [25], many in OWL format,
are accessible from Protégé.

2. Able to make automatic reasoning in the future. Although
not explored yet, we have plans to use reasoners such as
Pellet [26] for consistency checking, automatic
classification, etc.

OWL is a standard with wide support in the Semantic Web
community. Thus, tools developed by the Semantic Web
community can be directly applied to the data, such as Protégé
[27], as an ontology-editing tool. The election of Protégé is
motivated by our previous work on relational support for
ontologies [22]. The persistence layer for both models and
instantiated data are provided by a relational database.

OntoCRF is composed of the following modules: (1) a relational
database for storing the ontologies and instantiated data, (2) an
ontology editor based on Protégé, (3) a graphical user interface
(GUI) based on Liferay [28], (4) a metamodel describing the
primitives of the system, (5) an application for data extraction
in the back end, and (6) an application for ontology upload in
the back end. The general architecture is shown in Figure 3.
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Figure 3. General architecture of OntoCRF.

Storage of Ontologies and Instantiated Data
OWL database (OWL-DB) is a relational database used for
storing ontologies and instantiated data, following an approach
similar to the Entity-Attribute-Value (EAV) schema. EAV
schemas allow for changing the data structure and have proven
their utility for clinical applications [29,30] The database was
designed according to the OWL specification [24]. Based on
Theoharis [31], storage schemes can be classified as
schema-oblivious (1 table is used for storing the statements),
schema-aware (1 table per class or property is used), and hybrid
(1 table per metaclass and property instances with different
range values is used).

In OntoCRF, the chosen storage architecture is basically a hybrid
model, which is the model that achieves the best performance
according to Theoharis [31]. In OWL-DB there is a table for
each OWL metaclass, such as resource, class, property, domain,
and range. The values of property instances are stored in a table
according to its range (eg, resource, string, integer). An
identity-based approach is used to identify resources because
the use of shorter identifiers versus long internationalized
resource identifiers (IRIs) results in space and performance
benefits [32].

An additional single table is used to store all triples defining
the ontology. Adding or deleting statements in this table causes
triggers to fire and thus update the rest of the tables. The
statements table serves as interface with other applications. Any
application able to manage OWL statements (eg, ontology
edition tools) can be potentially connected with OWL-DB.

Furthermore, this approach has all the advantages of EAV
schemes. Instead of specific tables for storing patient data,
laboratory data, etc, there are tables representing the elements
of OWL specification. Therefore, schema evolution can be
easily supported. Whereas the addition/deletion of a new
property requires the addition/deletion of a table in
schema-aware approaches [31], it only requires the
addition/deletion of rows in the hybrid model. As a result,
neither the design nor the structure of the database needs to be
changed for different applications.

The design of the database is intended for a quick recovery of
concepts through hierarchies of classes and subclasses. When
only using a statements table, finding the subclasses of a class
(through a variable number of levels) is a recursive problem,
difficult to solve in the relational environment. To avoid this
limitation, subsumption relationships between classes and
properties are stored in specific tables, following a nested-set
model of trees [33]. In this model, each node of the tree is
labeled with two numbers (left and right), as shown in Figure
4.

Finding all subclasses of a given class (eg, digestive disease)
becomes a very fast process: they are all classes with the right
index (or left) comprised between the values of the indexes of
the class. Thus, all concepts defined as subclasses of it, such as
acute gastric ulcer in the example, will be recovered in a very
efficient manner, regardless of what level of depth in the
hierarchy they are defined. Nevertheless, this design makes the
management of multiple inheritance difficult. Currently, we
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duplicate the node with multiple inheritances in the class
hierarchy, which represents only a small cost in storage space.

Other applications can interact with OWL-DB using an
application programming interface (API) built with stored
procedures. A set of functions retrieves the subclasses,
properties, and instances of a named class, domain and range

of properties, values of instance properties, etc, to extract
information from the database.

The system can store all imported ontologies in the same
database, maintaining the import relations between different
ontologies.

Figure 4. Example of a nested-set model of trees.

Ontology Authoring
The edition of the ontology is based on Protégé [27]. Protégé
is a recognized standard for ontology edition, with more than
200,000 registered users around the world, and able to edit OWL
ontologies. An interesting characteristic of Protégé is its
extensibility capability. It is possible to include new
functionalities to the tool by adding new plug-ins.

With OntoCRF, the data to be registered are modeled in an
ontology. To simplify and parallel relational databases, tables
become classes and columns become properties. Figure 5 shows
a snapshot of the CAPS ontology. Some classes representing
the main groups of data to be registered (eg, case,
Precipitating_Factors, Previous_Manifestations,
Adrenal_Involvement, Cardiac_Involvement, laboratory,
treatment) can be identified.

OWL and Protégé support additional functionality because the
subclasses, metaclasses, etc, together with the metamodel allow
Protégé to be used as a twofold design tool: (1) a kind of
database design tool to define the data, its structure, and
properties and (2) a graphic interface design tool to define how
the data will be presented to the user.

A plug-in developed by us, OWL-DB plug-in (Figure 6),
connects Protégé with the OWL-DB module at the storage level.

The OWL-DB plug-in uses Jena [34] to manage OWL
statements and to communicate with OWL-DB.

The plug-in is a backend plug-in. This plug-in consists of a
single class, which is subclass of the KnowledgeBaseFactory
class provided by Protégé. It communicates by updating the
statements table, which triggers the update of the rest of the
tables in the database.

By using the OWL-DB plug-in, it is possible to load an ontology
that was previously stored in the database to be edited in
Protégé. The connection parameters provided are database
management system (DBMS), server Internet Protocol (IP)
address, database name, username, and ontology namespace.
After changes are made in the ontology with Protégé, the user
can choose either saving in the database only the last changes
made or replacing the ontology entirely. If the ontology is
importing other ontologies, an option is available to save all
imported ontologies in the database at the same time.

By using the OWL-DB plug-in, an already existing OWL file
in Extensible Markup Language (XML) format can be uploaded
to the database. This is done using the Protégé menu option
“Convert Project to Format...” where an option is available to
choose the OWL-DB format. When storing ontologies in
OWL-DB from Protégé, a local copy in an OWL file in XML
format is automatically generated.
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Figure 5. Ontology edition with Protégé.

Figure 6. OWL-DB plug-in.

The Metamodel
Ontology-driven database metamodel (OntoDDB-MM), the
OntoCRF metamodel, is an ontology composed of a set of
metaclasses, classes, and properties that define the available
elements that can be used to build an application. These elements
are recognized and used by the portlets to create the GUI. Figure
7 shows the main hierarchies.

In this metamodel, an application is represented by an instance
of the metaclass application. In the CAPS registry example, the

application is represented by the class “CAPS.” The different
forms are represented by instances of metaclass DataStructure
(eg, case, Previous_Manifestations, Clinical_Manifestations).
At the same time, these classes are subclasses of the
ApplicationItem class.

A DataStructure can have several properties; some are
DatatypeProperties and others are ObjectProperties. In our
example, the properties Previous_Manifestations,
Precipitating_Factors, Clinical_Manifestations, etc, are instances
of both ObjectProperties and MenuItem. On the one hand, they
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are properties linking Case with other data structures and, on
the other hand, they are menu elements. Figure 8 shows an
example.

Each form field is an instance of one of the subclasses of
FormElement, which determines its behavior: Checkbox,
Combobox, Graphic, HyperlinkProperty, ImageProperty,
LiteralProperty (to represent literals, do not expect a value),
MultilineStringProperty, RadioButton, SingleCell, Password,
and SubForm (not implemented yet).

To manage the form fields, the FormElement metaproperty
introduces the following facets: webColumn (the relative column
in the form where the field will be shown), webRow (the relative
row in the form where the field will be shown),
webDescriptionProperty (a flag to mark fields that are part of
the description of the corresponding object and are shown in
the headers, list, etc), webMandatoryProperty (a flag for fields
do not allowed to have a null value), webIdProperty (a flag to
mark fields that constitutes the Id of the corresponding data
structure meaning that is mandatory to fill in the field and that
the value must be unique), webEditionDisabled (a flag to avoid
a field be edited), and webDirectlyDependent (a flag to identify

depending objects). The objects that are values of
webDirectlyDependent properties cannot exist without the object
that has this property.

The metamodel indicates that there are constraints on the values
to be used within each field. This is done by creating a subclass
of the class AllowedValues for each field to be constrained.
This class is a subclass of OrderedItem and the instances can
have a relative order between them. If the subclass CodedValues
is used instead of the class AllowedValues, each of the different
options can have an attached code. This mechanism is similar
to the method used by Rector et al [35] to constrain the codes
to placeholders.

As an additional feature, the system can notify to specific users
via email about the creation of new instances. This is useful to
notify about adverse events, for example. To do that, the class
whose instances have to be notified has to be a subclass of the
Reportable metaclass.

Other classes, such as Role, UnderAuthorization, Organization,
and Authorization, manage access permissions to the different
resources, but they are only partially implemented at the present
moment.
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Figure 7. The ontology-driven database metamodel (OntoDDB-MM).
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Figure 8. Example of menu elements.

The Graphical User Interface
Using Protégé and OWL-DB is enough to instantiate the
ontology in a centralized repository. However, this would not
be a suitable interface to an end user.

The user interface is built with portlets based on Spring
model-view-controller (MVC) and deployed in Liferay. The
business and controller levels are supported by Spring and the
view level by JavaServer Pages (JSP) with JSP Standard Tag
Library (JSTL). The screen presentation and direct interaction

is made with HTML, Javascript, and JQuery. With this approach,
the end user only needs a Web browser to interact with the
system.

The GUI is created dynamically. The navigation menu,
components generation, and all objects in general are created
dynamically following the specification of the ontology. The
portlets access directly to the OWL-DB stored procedures. Then
the information about the application, expressed in the ontology,
is used to build the Web pages on the fly, as shown in Figure
9.

Figure 9. Example of form elements.
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Data Extraction
The data extraction module allows periodic extractions of stored
data for analyzation. This is done by invoking a Java application
that will ask the user to provide the connection parameters. The
output of this application is a set of XML files containing the
data. These files can be imported to a conventional relational
database or a statistical package to be analyzed. The data to be
extracted is defined in the ontology as instances of the class
DataExtraction. This class allows the user to specify which class
of the application should be extracted and whether the value of
their object properties must be traversed recursively or not.

Another available functionality can transform the entire ontology
in a relational database. In this case, the output is a SQL script.
This functionality can be used on a daily basis to maintain a
relational version of the data.

OWL-DB OntoLoad
OWL-DB OntoLoad is an application to directly upload an
OWL ontology in XML format to the server by feeding the
statements table directly instead of uploading it through the
editor tool.

Evaluation
To evaluate the usability of OntoCRF, the System Usability
Scale (SUS) score was selected [36]. Developed in 1986 by
Digital Equipment Corporation, it is a simple method to gauge
first impressions of the appropriateness of software
developments of end users. It consists of a questionnaire with
10 items:

1. I think that I would like to use this system frequently.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need the support of a technical person

to be able to use this system.
5. I found the various functions in this system were well

integrated.
6. I thought there was too much inconsistency in this system.

7. I would imagine that most people would learn to use this
system very quickly.

8. I found the system very cumbersome to use.
9. I felt very confident using the system.
10. I needed to learn a lot of things before I could get going

with this system.

The answer to each item is a value from 1 and 5 (1=strongly
disagree; 5=strongly agree). The results are computed following
an algorithm that gives a unique result (SUS score) from 0 to
100.

The data from the questionnaires were entered into a database
and analyzed using SPSS 21 statistical package (IBM Corp,
Armonk, NY, USA).

Results

OntoCRF has been used in more than 10 different projects. In
general, these projects fall into one of the following categories:

1. Research projects with limited duration: a set of data,
previously agreed, is collected and analyzed at the end of
the project.

2. Clinical registries without a predetermined end date to
modify the data collected during the project.

3. Implementation of clinical questionnaires.
4. Nonclinical applications.

The number of cases by project varies between a few hundred
to 2000, with approximately 60 to 600 variables per case.

Table 1 shows a summary of the characteristics of the main
projects running currently. The upload and download was made
between Protégé 3.5 and OWL-DB, and refers to the entire
ontology. To measure upload and download times without being
influenced by traffic on the Internet, a local server was used
with the following characteristics: SUSE Linux Enterprise
Server 11 (x86_64) operating system, GNU/Linux
2.6.32.43-0.4-default x86_64 1 x Intel Xeon CPU E5-4640 0
@ 2.40GHz CPU, and 4Gb RAM.

Table 1. Summary of characteristics of the projects implemented.

Download time
(sec)

Upload time
(sec)

Number of in-
stances

Number of proper-
ties

Number of classesDisc space (Mb)Number of state-
ments

Project

126526,41436514748102,3711

245887942889172103,6522

2411226,4081718190191,4873

8031115,5959015,98298200,5094

2720032,317632258126264,6365

1775755362314574131,9266

94453785351254779,3507

In all projects, OntoCRF has been able to meet their specific
requirements and to cope with the requirements of modifications
during the lifecycle of the projects. The modular architecture
of the metamodel has proven its feasibility to accommodate
new extensions of the system. Also, the separation of data layer

and presentation layer allows the progressive addition of new
functionalities as needed.

The flexibility provided by the system facilitates to provide
prototypes from the initial moment, which is a very valuable
resource for developers to work close to the physicians. From
the beginning of the project, key users have material to work
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with, and it is possible to make online modifications and check
results immediately.

A survey was distributed to a sample of 35 OntoCRF active
users who used the system on a daily basis. Of these 35, 19
(54%) answered the questionnaire. Data were introduced into
a database and the SUS score was computed. The results are
displayed in Figure 10.

Of the 19 respondents, 11 (58%) computed a global SUS score
greater than 68 which is recognized as “above average” [37].

According to Bangor et al [38], it is possible to grade over a
curve based on the distribution of all scores in relationship with
their quartile position. In all, 4 users (21%) gave the solution
an A grade (excellent), 5 (26%) gave a C grade (good), 6 (32%)
gave a D grade (pass), and 4 (21%) rated the solution with an
F grade (fail) [38]

Because of the success achieved with OntoCRF in the first
projects, which were primarily research projects, OntoCRF is
currently being marketed and used in new types of projects.

Figure 10. Results of the computed SUS score by respondent. Results are displayed in ascending order. The dotted line marks a score of 68 (above
average).

Discussion

Overview
The focus of OntoCRF is to assist with data collection during
research studies, automating the process as much as possible
and minimizing the technical knowledge required from the final
users for the creation and management of new studies. In
particular, we provide an automatic system for dynamic creation
of Webs driven by ontologies and with additional tools for the
extraction and analysis of the data.

Our system, unlike other solutions, does not work with triples
or RDF graphs; it works with ontologies, particularly those
represented in OWL. Ontologies are stored in a relational
database directly in OWL, following a hybrid approach. This
eases the querying process because there is no OWL-SQL
mapping needed. For instance, to retrieve the classes, the system
just accesses the “class” table. Further logic is not necessary
and it can all be done through simple SQL queries. Because we
have to deal with very large ontologies, performance was a
critical feature from the beginning; this OWL-driven approach
achieved our efficiency requirements, whereas other systems
failed.
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Regarding the performance of the system, its behavior is quite
linear. As Table 1 shows, any of the variables considered has a
preponderant influence. In general, the upload and download
times are proportional to the number of statements. The greater
complexity of some ontologies, expressed by a higher proportion
of classes and properties in relation to the number of instances,
involves a slight penalty. Project 4 (with 2 orders of magnitude
more in number of classes) showed a worse performance, but
less than 4 times worse than other projects with a similar number
of statements. This is due to the cost of maintaining the class
hierarchy tree in the database, primarily when uploading the
ontology. In previous versions of the system, each time a class
was inserted in the database, all the indexes of the class
hierarchy were recalculated. Project 4 showed the lack of
scalability and efficiency of this approach; the system was not
able to recalculate the indexes and remained working without
end. In the current version, the entire class hierarchy is
calculated only once after all classes have been inserted into
the appropriate table. This approach represents only a gain of
2-3 seconds for the rest of the projects (not shown in the table),
but a radical change for projects with a large number of classes.
With this approach, the cost of maintaining the class hierarchy
is assumable; in return, the retrieval of instances at whatever
level is trivial.

The previous discussion is about uploading and downloading
the entire ontology, a task that is performed during the
development phase of a project. The user interaction with the
system, adding and retrieving data, is no different from other
systems. The user interaction involves only a small set of data,
not the entire ontology.

OntoCRF demonstrates that an ontology-based approach is more
flexible and efficient to deal with complexity and change than
a traditional system, facilitating the engineering of clinical
software systems. First of all, the application development phase
is reduced to only analysis and design. The availability of
prototypes from the very beginning, and the facility to apply
changes, make OntoCRF an extremely useful tool to check the
requirements and the solutions proposed. These facts imply a
very important drop in costs and time with their consequent
savings.

Secondly, differences between applications are reduced to their
conceptual model. Therefore, the same infrastructure can be
used for different projects, taking advantage of scale economy.
All projects implemented until now share the same hard and
soft infrastructure. The only difference between them is the
content.

At the conceptual level, some elements or models can be reused
in different projects, so homogeneous criteria and conceptual
models could be established inside an organization. Concepts
such as patient, clinical manifestations, and laboratory results
are common in different projects, so these definitions can be
easily shared and extended as needed.

The use of ontologies provides the ability to manage data
structures declaratively, thus focusing the design on the
conceptual aspects and not on the technical issues. Making an
ontological analysis of an application allows for focus on a
higher abstraction level and to concentrate on the domain

aspects, thus helping researchers to clarify the implicit
knowledge to manage. Moreover, the communication between
designers and users is established at a conceptual level.
Technical discussions that often contaminate the conceptual
analysis in other approaches can be avoided. Moreover,
ontologies assure that data and knowledge used in the project
remain well documented.

Because the solution allows for modification of the underlying
schema of the data, some measures are needed to guarantee the
consistency of the instances. Problems could arise if trying to
modify or delete classes or properties. The first security level
is provided by Protégé, which does not allow performing some
actions that could leave the ontology in an inconsistent state.
This is the case when trying to delete a class that has instances.
The rest of cases should be solved by the specification of
editorial policies. When a project is running, deleting a class or
property could be replaced by setting a deprecated flag on the
resource. Nevertheless, in the database data are never physically
deleted, only a delete flag is used to prevent the loss of data by
mistake.

We consider the use of OWL and Protégé a good choice. The
expressivity power of the language was adequate to cover the
requirements of the projects in which OntoCRF was used.
Moreover, it eases the interchange and reuse of models. The
use of OWL allows adding reasoning capabilities in the future,
a very promising line to explore.

From the usability study, it can be concluded that OntoCRF is
well accepted by nearly 60% of its users, who considered the
solution globally above average. But in a more detailed look at
the data, high fragmentation is shown resulting in 4 groups with
a very different perception of usability, from the best grade of
“excellent” to the worst as “fail.” One explanation for such
discrepancy could be a misunderstanding of the product under
evaluation. OntoCRF has 2 components: a portal (developed
using Liferay) customizable by the administrator of each
community, and a database access for collecting the data.
Moreover, OntoCRF is conceived as a full service in the cloud.
Therefore, many different factors and user experiences can be
interposed in the routine operation. The SUS score was
developed in 1986, when many software solutions were
developed for mainframe use or in a client-server environment.
At present, widespread Internet usage interposes many more
layers between the user interface and the physical data
repositories. In this scenario, we need to better inform the users
about what is being measured with the SUS score tool and
perhaps develop new tools better suited for such new systems
architecture. Nevertheless, further usability studies are required
to improve OntoCRF, including specific questions with better
information about the reasons of a low grading by some users.

Although the system is primarily used in health-related projects,
the model is totally independent of the domain, so it would be
suitable to gather data in any context. In fact, some projects
implemented with OntoCRF are not about clinical information,
but about management-related data. In general, if it is possible
to model the data with OWL, it is possible to use OntoCRF.
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Limitations
We are aware of the system limitations. The metamodel of
OntoCRF is not capable of process representation; hence, it is
not able to manage explicit knowledge related to processes at
the moment. The data extraction capacity is also limited.
Currently, the final user cannot perform direct consultations
over the server. Instead, data need to be previously extracted.
This limitation is currently being addressed and some tools are
being tested with the aim to be integrated with OntoCRF.

Comparison With Prior Work
OntoCRF proposes the use of ontologies to ease and speed up
the development of data repositories. The ontology-driven
development of complex and intelligent systems has been largely
applied in the past, especially when the ontologies or the
methods are likely to be reused for new or derivative
applications [16,39,40]. In general, the goal is to transform the
system development cycle, so instead of programming each
new application from scratch, we can select, modify, and
assemble existing components [41]. Ontologies are used to build
knowledge bases containing detailed descriptions of particular
application areas. OntoCRF goes a step further because there
is no need for programming, just the design of the application
ontology. OntoCRF ontologies contain not only knowledge
about the domain, but also the detailed description of the
application.

The discussed approach is also related to the model-driven
architecture (MDA) launched by the Object Management Group
(OMG) [42]. According to their manifesto, MDA is a style of
enterprise application development and integration based on
using automated tools to build system-independent models and
transform them into efficient implementations. As with
ontology-oriented approaches, software evolution is handled
simply by editing the underlying model. OMG is guided to
object-oriented applications, particularly to distributed ones. It
represents a more technical approach, centered on the platform
independence, whereas OntoCRF pursues the conceptual
independence. In our case, the database never changes and
neither does the implementation of the application. Our work
represents an advance because everything is defined explicitly,
but the use is much more restricted.

In regard to research in data repositories, there exist multiple
ontology-driven solutions for discovering and searching existing
resources [43,44] or to consolidate clinical research data from
disparate databases [4], but not much for automatically building
new ones.

Compared with Protégé, WebProtégé [45] adds collaboration
support and improves knowledge acquisition, but remains
primarily an ontology editor. The work of Li et al [12] is close
to our work in considering ontologies as the center of the
architecture. The proposed system is focused on modeling a
domain and supporting data and model changes, through
versioning and dynamic composition, while using a simple
interface with few options. On the other hand, Butt et al [46]
propose the automatic generation of Web forms from ontologies
with the objective of facilitating the creation of RDF data.

Although the system produces easy-to-use forms, the capabilities
of structuring the information are very limited.

As of this writing and to the best of our knowledge, there are
no frameworks allowing the creation of data repositories, with
the interface functionalities of traditional systems, in such a
dynamic way such as OntoCRF, where even the user interface
is built through the edition of ontologies.

There exist several works regarding how to store RDF graphs
and ontologies, such as triple stores or relational databases that
may be accessed as RDF graphs. However, none of these fulfill
the needs of our system. In the case of RDF-based access to
relational databases, such as the platform D2RQ [47], the system
is read-only and just provides a RDF view of the content, but
it does not provide any solution for storing the content, instead
relying on an existing database created by the user. Also, the
user has to generate the mappings between the platform and the
database, specific for each use case. In the case of triple stores,
they offer a way to store and retrieve triples, leaving the logic
necessary for interpreting the triples and retrieving the right
ones to an API or a query engine. This requires analyzing the
whole set of triples of a specific graph, which has a high cost
and is not scalable to big ontologies.

Our repository is not the only one with these characteristics,
although it was at the time of our search for solutions. Systems
such as OWLIM [48] and DLDB2 [49] combine DBMSs with
additional capabilities for partial OWL reasoning. Furthermore,
there are repositories with similar architectures to ours, such as
Minerva [50] repository within the Integrated Ontology
Development Toolkit by IBM. Because OntoDDB does not
have Simple Protocol and RDF Query Language (SPARQL)
capability yet, we could not perform any reliable comparison
under equivalent conditions to these similar repositories.

Future Work
We are considering different lines for future work. As previously
mentioned, we are currently working on the integration of
existing data query tools with OntoCRF to provide query
functionalities to the final user. We plan to include SPARQL
in the following months.

In a different line of work, we plan to use OntoCRF as the
framework to build new electronic medical record (EMR)
systems semantically interoperable. OWL representation
provides an environment to integrate information models and
terminology models used in the clinical context [35]. Currently,
we have a prototype which implements the standard ISO 13606
in a native way, and there is ongoing work to conform to the
standard EN 13940. These solutions were built using OntoCRF.

Finally, promising research work is being done to use existing
ontologies and tools more intensively. Currently, ontologies are
being used in OntoCRF as a data-modeling tool, so the use of
already existing ontologies is a natural step. Moreover, applying
automatic reasoning to data gathered in a project and integrated
with external ontologies could provide interesting benefits.

Conclusions
OntoCRF is a complete framework to build data repositories
because it includes design of the system, storage, and GUI. The
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combination of ontologies and relational technology provides
a system that is both flexible and solid. The ontology-based
approach is more flexible and efficient to deal with complexity
and change than traditional systems. On the other hand, storing
the data in a relational database provides the known advantages
of a solid relational model.

Although the GUI was not among our priorities, most
participants of our usability study computed a global SUS score
over 68, which is recognized as above average.

OntoCRF does not require very skilled technical people to make
a new project, easing the engineering of clinical software
systems. Moreover, the reduction of the development phase
implies an important drop in costs and time. Furthermore,
because the same infrastructure can be used for different
projects, there is no need to dedicate specific equipment for
each new project.

At the conceptual level, the ontological analysis of applications
allows for concentration on the domain aspects, helping
researchers to clarify the implicit knowledge to manage and to
facilitate the communication between designers and users.
Because some concepts are common in different projects, the
models can be reused. On the other hand, ontologies assure that
data and knowledge used in the project remain well documented.
In addition, OWL and Protégé have proven enough expressivity
to cover the requirements of the projects in which OntoCRF
was used.

Finally, although currently the system is primarily used in
health-related projects, the model is independent of the domain
and can be useful in any project in which a distributed collection
of data is needed.
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Abstract

Background: Personalized medicine approaches provide opportunities for predictive and preventive medicine. Using genomic,
clinical, environmental, and behavioral data, tracking and management of individual wellness is possible. A prolific way to carry
this personalized approach into routine practices can be accomplished by integrating clinical interpretations of genomic variations
into electronic medical records (EMRs)/electronic health records (EHRs). Today, various central EHR infrastructures have been
constituted in many countries of the world including Turkey.

Objective: The objective of this study was to concentrate on incorporating the personal single nucleotide polymorphism (SNP)
data into the National Health Information System of Turkey (NHIS-T) for disease risk assessment, and evaluate the performance
of various predictive models for prostate cancer cases. We present our work as a miniseries containing three parts: (1) an overview
of requirements, (2) the incorporation of SNP into the NHIS-T, and (3) an evaluation of SNP incorporated NHIS-T for prostate
cancer.

Methods: For the first article of this miniseries, the scientific literature is reviewed and the requirements of SNP data integration
into EMRs/EHRs are extracted and presented.

Results: In the literature, basic requirements of genomic-enabled EMRs/EHRs are listed as incorporating genotype data and its
clinical interpretation into EMRs/EHRs, developing accurate and accessible clinicogenomic interpretation resources (knowledge
bases), interpreting and reinterpreting of variant data, and immersing of clinicogenomic information into the medical decision
processes. In this section, we have analyzed these requirements under the subtitles of terminology standards, interoperability
standards, clinicogenomic knowledge bases, defining clinical significance, and clinicogenomic decision support.

Conclusions: In order to integrate structured genotype and phenotype data into any system, there is a need to determine data
components, terminology standards, and identifiers of clinicogenomic information. Also, we need to determine interoperability
standards to share information between different information systems of stakeholders, and develop decision support capability
to interpret genomic variations based on the knowledge bases via different assessment approaches.

(JMIR Med Inform 2014;2(2):e15)   doi:10.2196/medinform.3169
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health information systems; clinical decision support systems; disease risk model; electronic health record; epigenetics; personalized
medicine; single nucleotide polymorphism
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Introduction

The digital age is revolutionizing the old and historical
population-based health care paradigm toward personalized
medicine. Traditional medical approaches are not sufficiently
predictive and preventive, as they focus on the manifestation
of symptoms that often hide risk factors. Determining risk
factors allows for prevention through early diagnosis, and
provides new opportunities for developing personalized
medicine approaches based on patient-centered, predictive,
preventive, and effective health care services [1].

Genomic data and its derivatives (transcriptomes, proteomes,
metabolomes, etc) are the essential elements of personalized
medicine [2,3]. Every individual has almost four million
variations in their own genome, when compared to the reference
sequence. Genomic variations can range from single nucleotide
changes to the gain or loss of whole chromosomes. Single
nucleotide polymorphisms (SNPs), where a single nucleotide
in the genome alters between individual or paired chromosomes,
are about 90% of genomic variants, and some are already
validated as important markers in the clinical practice, while
others are on the way [4-6].

The rapid developments in next generation sequencing (NGS)
technologies have substantially reduced both the cost and the
time required to sequence the entire human genome, and it is
expected that NGS-based analyses, for example, whole genome
sequencing (WGS) and whole exome sequencing (WES), will
be available for routine use in health care and prevention of
disease by 2020 [7]. Providing genomic data to medical
professionals will facilitate clinical decisions based on the
individual’s genome, and allow tailoring health care services
to the patient’s specific needs and characteristics [8]. In parallel,
direct-to-consumer (DTC) genome-wide profiling tests are being
developed to assess individual disease risks for many common
polygenic diseases [9]. DTC genomic companies, for example,
23andMe, GenePlanet, and DNA DTC generally perform a
gene-chip analysis of SNPs using deoxyribonucleic acid (DNA)
extracted from saliva or serum sample [10-12].

In clinical decision processes, genomic variant data can be used
for assessing disease risks, predicting susceptibility, early
clinical diagnosing, following the course of the disease, targeted
screening, and planning treatment regimens [3,13]. A reasonable
way to carry this personalized approach into routine for medical
practices would be integrating genotype data and its clinical
interpretation within the electronic medical records
(EMRs)/electronic health records (EHRs) [8,14].

Today, in many developed and developing countries, use of
EMRs/EHRs is inevitable for health care providers for
reimbursement of services, and to track the quality of the health
care provided [15,16]. Recently, several EHR networks have
been constituted in many countries of the world, including the
National Health Information System of Turkey (NHIS-T) [17].
These EHR systems and networks have high potential for
integrating genomic data in health care practices for personalized
medicine.

In this work, as an initial attempt to develop a sophisticated
infrastructure, we focused to incorporate the personal SNP data
into NHIS-T for disease risk assessment, and evaluated the
performance of various predictive models for prostate cancer
cases. We presented our work as three parts: (1) a literature
review for requirements, (2) the incorporation of SNP into the
NHIS-T [18], and (3) an evaluation of SNP incorporated into
NHIS-T for prostate cancer [19]. In this part, the scientific
literature was reviewed, and the requirements were extracted
regarding SNP data integrated EMRs/EHRs.

Methods

The informatics pipeline for genome sequencing can be divided
into several analytical steps, for example, base calling,
alignment, variant analysis, interpretation, and in all levels
different file formats are generated [20-22]. Currently, tools
and techniques are developed for automated and reliable
analysis, but clinical interpretation of variant data is still a major
problem [21].

Today, most of the EMRs/EHRs are designed to store and
retrieve the laboratory values and clinical findings, but do not
have the ability to manage genomic data [23-25]. After
WGS/WES, a file that contains a large number of variant data
is acquired [26]. An entire genome sequence (the size of the
haploid human genome) contains about 3 billion base pairs, and
a single WGS data file is about 3 gigabytes. Storing and sharing
of personal raw genomic sequences exceeds the transmission
and storage capacity in many health care organizations [27].
Due to these technical limitations, raw genomic data are
generally stored outside of the EMR; similar to picture archiving
and communication systems for medical images, and clinical
interpretation of the genomic data is preferably sent to the
database of the EMR [28-30].

The initiatives of integrating a patient's genomic data into
EMRs/EHRs is of a preliminary nature [31], and, until recently,
only a few successful systems have been established, such as
Cerner’s Genomics Solutions, McKesson’s Horizon Clinicals,
and GeneInsight [26,32].

In the literature, basic requirements of genomic-enabled
EMRs/EHRs are listed as incorporating genotype data and its
clinical interpretation into EMRs/EHRs, developing accurate
and accessible clinicogenomic interpretation resources
(knowledge base), the interpretation and reinterpretation of
variant data, and the immersion of clinicogenomic information
into the medical decision processes.

Figure 1 shows, in the genome laboratory side, various levels
of sequence data can be produced. Since clinicians need an
actionable clinical interpretation of the variant data, it is
sufficient to share clinically relevant data between the laboratory
and the clinical systems. The development of a clinicogenomic
knowledge base is an obligation to extract clinical meaning
from the variant data. On the clinical side, it is necessary to use
decision support systems due to the high number of variants.
In some cases, clinicogenomic information may be useful to
manage the health status of other family members and other
close relatives.
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Figure 1. Main components of a genome-enabled electronic medical record/electronic health record. SNP; single nucleotide polymorphisms.

Results

Terminology Standards
In order to integrate structured genotype and phenotype data
into any system, the first requirement is to determine data
components, terminology standards, and identifiers of
clinicogenomic information, for example, genotype data and
its associated clinical interpretation.

In genomic terminology, the Human Gene Nomenclature
Committee standardizes identifying gene symbols, identifiers,
and variant nomenclature defined by the Human Genome
Variation Society [6]. Reference SNP number (rs number) and
reference SNP identifier (rsID) are used to identify every single
SNP entry in the Single Nucleotide Polymorphism Database
(dbSNP), which is the largest database maintained by the
National Center for Biotechnology Information (NCBI). The
dbSNP is interconnected with many other resources, for
example, Entrez Gene, GenBank, the Universal Protein
Resource, the International HapMap Project, the
Pharmacogenomics Knowledge Base (PharmGKB), and the
AlzGene, PDGene, SzGene databases through the rsID [33].
Additionally, in many types of personal genomic file formats
(eg, 23andMe, deCODEme, and Navigenics), SNPs are
identified by rsID.

DNA is a double stranded stretch, and every nucleated somatic
cell has 22 pairs of autosomal, and one pair of sex chromosomes.
This means for autosomal chromosomes we have two versions
of DNA strands inherited via maternal and paternal sex cells.
Different forms or variants of a particular polymorphism are
called alleles. Because different alleles may have different
degrees and types of clinical impact, rsID is insufficient alone
to identify the clinicogenomic significance of SNPs. To have a
heterozygote allele may not change the risk for the disease, but
homozygote allele of the same SNP variant may change the risk
for a disease dramatically. For example, in a study, the odds
ratio for rs3218536 (A;G) was 0.8 (CI 0.7-1.0), and for the
rs3218536 (A;A) 0.3 (0.1-0.9) [34]. Consequently, to identify

clinically relevant SNPs, we need to use a combination of rsID
and allele data as the minimum requirements.

DNA has a double strand (plus and minus or forward and reverse
stands respectively), and every SNP can be identified using
either of the two DNA strands. In various publications, the same
alleles of SNPs are defined differently based on the orientation
discrepancy [35]. Due to the double-stranded structure of DNA,
both approaches are correct, but it is required to declare and use
a standard.

Integration of variant data and clinical relevancies bring out the
issue of terminological standardization. Unfortunately,
conventional health information terminologies do not
successfully support the genetic diseases. There is a critical gap
between the databases, which involve many terms defining the
genetic diseases, and the Systematized Nomenclature of
Medicine (SNOMED) [36]. In order to address the chasm
between medical vocabularies and bioinformatics resources,
the clinical bioinformatics ontology (CBO) was developed and
implemented. The CBO is a curated semantic network trying
to combine a variety of clinical vocabularies, for example,
SNOMED-Clinical Term (CT), Logical Observation Identifiers
Names and Codes (LOINC), and NCBI bioinformatics resources
[37,38].

In addition, the International Classification of Diseases (ICD)
codes, which is also implemented in Turkey, is also preferred
for identifying clinical conditions, but the released versions of
ICD do not fully support genomic medicine [36]. Existing ICD
versions are not efficient to manage all of the levels of clinical,
pathologic, and genetic heterogeneities. It is expected that these
will be managed in the next version, for example, ICD-11. The
ICD-11, which is scheduled for release in 2015, is expected to
be interoperable with other medical terminologies such as
SNOMED-CT [39]. Nevertheless, it is an unavoidable
requirement to develop a new taxonomy of diseases that will
be based on information commons and knowledge networks,
including a combination of molecular, social, environmental,
and clinical data and health outcomes [40].
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As explained in the next section, in the clinicogenomic
knowledge base, the assessment of both evidence quality of
study and effect size of these associations are critical for the
analysis of the published results for clinicogenomic associations
[41-47]. Despite emerged approaches and initiatives,
standardized definitions and value assignment approaches are
needed to categorize and use these associations in a consistent
way.

Especially for polygenic complex diseases, impact degrees of
clinicogenomic association may be different according to race,
ethnicity, and environmental factors [48]. The terms of
“ethnicity” and “race” refer to a sociocultural construct affecting
both biological and environmental factors, and we need a general
standard to categorize these terms.

Various predictive models, in clinical settings, may be useful
to assess personal disease risk using relevant SNPs, for example,
cumulative models, polygenic risk scores, etc. On the other
hand, only a small number of holistic enviro-genomic models
are available. Because most of the complex diseases are
progressing as the interaction of genomic and environmental
factors, it seems that, more enviro-genomic models will be
produced in near future. Naturally, with the increase of the
number and the value of predictive clinicogenomic models, we
will need standardized definition and sharing methods for these
models.

Interoperability Standards
Health Level 7 (HL7) is a global organization developing health
information standards. As an interoperability standard, the HL7
version 2.x (HL7 v2.x) is the most widely used all over the
world. HL7 v2.x does not have not a clear information model,
and contains many optional data fields. To overcome this
vagueness problem, HL7 version 3 (HL7 v3) has been
developed, which is based on an object oriented data model
called Reference Information Model (RIM) [49]. HL7 v3
Clinical Document Architecture (CDA) is a document markup
standard. A HL7 CDA document is produced to exchange
information as part of the HL7 v3 standards, and aim to specify
the structural and semantic aspects of clinical documents [50].

The HL7 Clinical Genomics (CG) Work Group (WG) develops
standards intended to regulate interoperability issues in genomic
medicine. HL7 Version 2 Implementation Guide: Clinical
Genomics; Fully LOINC-Qualified Genetic Variation Model is
based on both the HL7 Version 2 Implementation Guide
Laboratory Result Reporting to the EHR, and the HL7 Version
3 Genetic Variation data model. This guide covers the reporting
of the test results for sequencing and genotyping tests, and
includes testing for DNA variants associated with diseases and
pharmacogenomic applications [36,51,52]. HL7 Version 2
Implementation Guide: Clinical Genomics; Fully
LOINC-Qualified Genetic Variation Model was the first example
used by The Partners HealthCare Center for Personalized
Genetic Medicine and the Intermountain Healthcare Clinical
Genetics Institute to gather genetic test results and transmit
them to a patient's EHR [51,52]. GeneInsight Suite (GeneInsight
Lab, GeneInsight Clinic, and GeneInsight Network) is also a
platform where clinical variant data sharing was based on HL7
standards [26,29,53,54].

The HL7 v3 genetic variation specification is based on the HL7
RIM. It uses the HL7 data types, vocabulary binding
mechanisms built into the RIM and Bioinformatic Sequence
Markup Language to model the sequence information. The root
class in the genetic variation model is “genetic loci”, which
describes a set of loci, such as a haplotype, a genetic profile,
and genetic testing results of multiple variations or gene
expression panels. The genetic loci model uses the genetic locus
as an information unit to describe each of these loci. A genetic
locus is composed of one or more individual alleles, sequences,
and observed sequence variations and represents a single gene
or coding region. Within this model, HL7 suggests the sharing
of the essential part of raw genomic data via “encapsulation”,
and extracting clinically relevant data via “bubble-up” based
on a genomic decision support application [55].

HL7 CG-WG develops a CDA implementation guide (ie,
Implementation Guide for CDA Release 2 Genetic Testing
Report) to ensure the transmission of genetic testing reports
using HL7 v3 RIM, and is appropriate for the level of granularity
of human-readable reports [56].

Clinicogenomic Knowledge Bases
Clinicians cannot extract clinical interpretation of variants
directly from the medical sources due to temporal and cognitive
limitations [57,58]. So, instead of incorporating all sequence
data, integration of the clinical interpretations of variant data
into medical records will be more efficient for clinical decision
making [54,59]. Therefore, clinically relevant variants must be
selected and presented with their clinical meaning, for example,
clinicogenomic associations, along with an action plan for
clinicians. Since the Human Genome Project, researchers have
been discovering new clinicogenomic associations continuously,
and it is critical to reinterpret variants and integrate new clinical
interpretations into clinical processes [26].

Clinicogenomic associations, which are acquired via studies
based on a candidate gene investigation or agnostic screening
of complete genome, are published in the scientific literature
[41]. Some clinicogenomic knowledge bases collect, curate,
interpret, and categorize these published associations between
genomic variations and clinical conditions. The Cancer
Genome-wide Association and Meta Analyses Database is a
part of Cancer Genomic Evidence-based Medicine Knowledge
Base, and provides genome-wide association studies (GWAS),
research, and meta-analysis about clinicogenomic associations
[60,61]. ClinVar provides reports for variations and related
phenotypes with evidences [62]. AlzGene [63], PDGene [64],
and SzGene [65] are resources, which include manually curated
PubMed articles, using systematic methods for Alzheimer’s
disease, Parkinson’s disease, and schizophrenia, respectively.
SNPedia is a wiki resource of human genetic variation as
published in peer-reviewed research [66]. PharmGKB is a
knowledge source containing clinically relevant
genotype-phenotype and gene-drug relationships [67].

However, many of the existing knowledge bases for the clinical
interpretation of variant data have different conventions. Also,
they are not error proof and are not sustainable due to funding
issues [54]. Especially for polygenic complex diseases, the
impact degrees of clinicogenomic association may be different
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according to race, ethnicity, and environmental factors [48].
Therefore, in personalized risk assessment, it will be an ideal
approach to use population specific clinicogenomic results, or
at least findings from similar communities. If these are not
possible, it might be conceivable to use other scientific resources
with a confidence range. Experts have been advocating for the
generation of centrally curated national repositories of clinically
significant variants for the interpretation of an individual's
genomic information, eventually [58,68]. To develop a national
level clinicogenomic knowledge base is critical to consider
consistency of clinicogenomic associations with the
sociodemographic characteristics of citizens, and overcome the
issues about sustainability.

Regarding published results of clinicogenomic associations,
two major points are significant, evidence quality of study and
effect size of these associations [41,42]. To measure the
magnitude of impact for clinicogenomic associations,
researchers usually prefer to use conventional approaches, for
example, odds ratio (OR) and relative risks for case control

studies and cohort studies, respectively. These values are
presented with CI [43].

In GWAS, many defects and biases might be present based on
study design, genotyping, or collected data quality that will
affect the clinical value of results [41,44,45]. The quality of
evidence is scored based on the type of study and how well the
study is conducted [46], and some guidelines are proposed to
calculate the evidence degree [47].

Human Genome Epidemiology Network has published the
interim Venice guidelines to grade the cumulative evidence in
genetic associations. This guideline is based on three criteria:
(1) the amount of evidence (sample size), (2) replication of
studies (determining association in different studies), and (3)
protection from bias (Table 1). After the evaluation of a study,
all considerations are categorized as A, B, and C, and finally,
merged as a composite assessment using a semiquantitative
index as strong, moderate, and weak epidemiological credibility
for genetic associations [47].

Table 1. Venice interim guideline criteria for assessment of cumulative evidence on genetic associations [47].

CategoriesVenice interim guideline criteria

Category A, sample size >1000

Category B, sample size >100 and <1000,

Category C, sample size <100

(total number in cases and controls assuming 1:1 ratio)

Amount of evidence

Category A, extensive replication including at least one well conducted meta-analysis with little between-study
inconsistency.

Category B, well conducted meta-analysis with some methodological limitations or moderate between-study
inconsistency.

Category C, no association; no independent replication; failed replication; scattered studies; flawed meta-
analysis; or large inconsistency.

Extent of replication

Category A, bias, if at all present, could affect the magnitude, but probably not the presence of the association.

Category B, no obvious bias that may affect the presence of the association, but there is considerable missing
information on the generation of evidence.

Category C, considerable potential for, or demonstrable bias, which can affect even the presence or absence
of the association.

Protection from bias

Defining Clinical Significance
Today, Venice criteria are used to assess genomic association
studies in several controlled and structured knowledge bases,
for example, Alz-Gene, PD-Gene, and SZ-Gene [63-65]. For
the importance of clinicogenomic association, some of the
knowledge sources include additional data fields that define the
magnitude of clinical effects and strength of the relationship
between variants and diseases. In ClinVar, clinical significance
is defined as a combination of impact and clinical function (eg,
benign, pathogenic, protective, drug response, etc), and evidence
for clinical significance is categorized regarding study count
and type, such as in vitro studies, animal models, etc [62]. In
the PharmGKB, a systematic categorization for evidence quality
of clinicogenomic associations is extracted depending on
methods and results of references [67], but impact value is not
emphasized as a parameter. In SNPedia, magnitude is
constructed as a subjective measure of interest for magnitude
of impact and repute (good, bad) for quality of evidence, but
these concepts are not well established. In GET-Evidence,

clinicogenomic references are categorized according to their
evidence degree (high, moderate, or low), and clinical
significance (high, medium, or low) is used to produce impact
score [69].

Clinicogenomic Decision Support
The volume of variation data integrated into clinical practice
exceeds the boundaries of unsupported human cognition and
interpretive capacity. Additionally, the rapidly growing literature
on clinicogenomic associations makes it more complicated to
stay current for even experienced professionals [29]. Also, it is
not reasonable to expect the interpretation of all clinicogenomic
data by the limited number of genetics experts; we need more
automated solutions to overcome these obstacles [70]. With the
growing data load in the genomic era, in order to make informed
decisions in a timely manner, the health care systems need to
shift from expert-based practice to systems-supported practice
[71].
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Although there is a limited number of counter examples, in
general, the clinical effect of a single SNP is minor (OR <2.00)
[72,73]. Nevertheless, listing of clinicogenomic associations
and their effects may be useful to report a limited number of
independent associations. This is especially true for
disease-associated SNPs with strong impact and strong evidence;
users can share these one by one. At this point, using carefully
chosen graphics and visualization techniques will be an efficient
way of doing so. Various DTC genomic companies report
personal genomic risk for various clinical conditions using
graphics containing personal estimations [74].

Although the simplest way of reporting SNP variations is
displaying these numerous variations in laboratory reports, it
is clear that clinicians cannot interpret or evaluate this
information stack. Modest value of clinicogenomic associations
does not mean negligible, and some researchers try to develop
polygenic risk models or panels assigning values for various
SNP alleles, and calculate the total risk of disease for more
effective risk prediction [75]. In the literature, several
cumulative prediction models have been proposed, but most of
these are criticized regarding comprehensive evaluation,
especially for clinical utility [76].

SNPs could be used to produce a “genomic profile” for disease
risk prediction, testing hundreds of thousands of loci across the
personal genome. Today, most of the SNP-based risk assessment
models have limited predictive utility and discriminative
accuracy because most of the disease associated SNPs have
small impacts [77,78]. It has been suggested that genomic risk
scores based on large numbers of SNPs could explain more
about the heritability than models based on a small number and
rigorously validated SNPs. But there is a requirement to process
large datasets to build such discriminative risk assessment
models [79,80].

The genetic architecture of a disease refers to the number, effect
size, genetic mode of action (additive, dominant, and/or
epistatic), and allelic frequencies of the genetic polymorphisms.
The prediction of genetic risk depends on the underlying genetic
architecture. Indeed, the SNPs do not have to be the causative
mutations. They just need to be in high linkage disequilibrium
with the causative mutations so that there is a consistent
association between the SNP and disease risk [81].

Different types of polygenic prediction models have been
developed to combine the impact of disease associated SNP
data, for example, count method, log odds method,
multiplicative model, etc. The count method is the calculation
of the total count of independent genomic risk alleles. The log
odds method sums together the natural logarithm of the allelic
OR for each risk allele [78]. DTC testing companies typically
employ a multiplicative model to calculate lifetime risk in the
absence of an established method for combining SNP risk
estimates, for example, multiplication of ORs of each genotype
and average population risk [82].

There are various cumulative models combining the impact of
several clinicogenomic associations using arithmetic operators.

In recessive models, only homozygote alleles are involved in
the models, but in dominant models heterozygote SNPs are also
a part of the cumulative models. Both in dominant and recessive
models, the values of risk SNPs are accepted as one unit of
impact. Models involving alterations of SNPs’ impact value
regarding homozygote and heterozygote alleles are defined as
an additive model [35,43].

Some of the models involve additional criteria, for example,
family history [83]. But structured family history is not a
mandatory part of EHR, and because of its dynamic
characteristics, it is reasonable to collect and trace it at each
visit from patients. It is clear that, similar to clinicogenomic
associations, collection and reinterpretation of family history
is critical to capture effective results with this type of predictive
models.

Actually, genomic and environmental factors are involved in
various degrees with the molecular etiology of diseases. In
monogenetic diseases (eg, Huntington’s disease,
phenylketonuria, hereditary cancer forms, etc), single gene
mutations are predominantly the main cause of diseases. The
genetic origins of the complex multifactorial diseases are much
more complicated than the monogenetic diseases, which are a
result of the complicated interactions between genetic and
environmental causes [84].

Genomic information has lifelong value and one’s genomic
findings can reveal others within families [23]. If a patient is
found to have a disease associated variant, possibly other blood
relatives would carry the similar risk, and the patient's health
care provider could utilize this new clinical information [26].
This is especially important, not only because of the medical
perspective, but also for security and privacy issues.

Discussion

In this part of the miniseries, we have reviewed the scientific
literature to extract the requirements for SNP data integrated
into EMRs/EHRs.

In order to integrate structured genotype and phenotype data
into any system, the first requirement is to determine data
components, terminology standards, and identifiers of
clinicogenomic information, for example, genotype data and
its associated clinical interpretation. Also, we need
interoperability standards such as HL7 v2 or v3 to share
information between stakeholders.

Because of the huge amount of clinically relevant genomic data
and fast translation of this information to a clinical domain, we
need clinical decision support capability. To ensure this
capability, we also need a continuously updated accredited and
structured knowledge base, and assessment approaches to
interpret these genomic variations.

In the next part of the miniseries, we will present our study to
extend capabilities of NHIS-T to handle SNP data, and its
clinical interpretation to assess personal disease risk, and
propose possible solutions regarding these requirements.
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Abstract

Background: A personalized medicine approach provides opportunities for predictive and preventive medicine. Using genomic,
clinical, environmental, and behavioral data, the tracking and management of individual wellness is possible. A prolific way to
carry this personalized approach into routine practices can be accomplished by integrating clinical interpretations of genomic
variations into electronic medical record (EMR)s/electronic health record (EHR)s systems. Today, various central EHR
infrastructures have been constituted in many countries of the world, including Turkey.

Objective: As an initial attempt to develop a sophisticated infrastructure, we have concentrated on incorporating the personal
single nucleotide polymorphism (SNP) data into the National Health Information System of Turkey (NHIS-T) for disease risk
assessment, and evaluated the performance of various predictive models for prostate cancer cases. We present our work as a
miniseries containing three parts: (1) an overview of requirements, (2) the incorporation of SNP into the NHIS-T, and (3) an
evaluation of SNP data incorporated into the NHIS-T for prostate cancer.

Methods: For the second article of this miniseries, we have analyzed the existing NHIS-T and proposed the possible extensional
architectures. In light of the literature survey and characteristics of NHIS-T, we have proposed and argued opportunities and
obstacles for a SNP incorporated NHIS-T. A prototype with complementary capabilities (knowledge base and end-user applications)
for these architectures has been designed and developed.

Results: In the proposed architectures, the clinically relevant personal SNP (CR-SNP) and clinicogenomic associations are
shared between central repositories and end-users via the NHIS-T infrastructure. To produce these files, we need to develop a
national level clinicogenomic knowledge base. Regarding clinicogenomic decision support, we planned to complete interpretation
of these associations on the end-user applications. This approach gives us the flexibility to add/update envirobehavioral parameters
and family health history that will be monitored or collected by end users.

Conclusions: Our results emphasized that even though the existing NHIS-T messaging infrastructure supports the integration
of SNP data and clinicogenomic association, it is critical to develop a national level, accredited knowledge base and better end-user
systems for the interpretation of genomic, clinical, and envirobehavioral parameters.

(JMIR Med Inform 2014;2(2):e17)   doi:10.2196/medinform.3555
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Introduction

In clinical decision processes, genomic variant data can be used
for assessing disease risks, predicting susceptibility, providing
targeted screening and early diagnosis, and for planning
treatment regimens [1,2]. A reasonable way to implement this
personalized approach into a routine for medical practices would
be to integrate genotype data and its clinical interpretation into
the electronic medical record (EMR)/electronic health record
(EHR) systems [3,4].

Today, in many developed and developing countries, the use
of EMRs/EHRs is essential for health care providers for
reimbursement of services and to track the quality of the health
care provided [5,6]. Recently, several EHR networks have been
established in many countries of the world, including the
National Health Information System of Turkey (NHIS-T) [7].
These EHR systems and networks have high potential for
integrating genomic data in health care practices for personalized
medicine.

The aim of this miniseries is to present how the incorporation
of personal single nucleotide polymorphism (SNP) data into
the NHIS-T would make disease risk assessment possible, and
to evaluate the performance of various predictive models for a
specific medical condition (eg, prostate cancer). The
requirements of SNP data integrated with EMRs/EHRs from
scientific literature have been reviewed in the previous part of
this miniseries [8], and here we will focus on extending the
capabilities of the NHIS-T via incorporating SNP and
clinicogenomic data for disease risk assessment. In the final
part of the miniseries, we will evaluate the proposed
complementary capabilities with real data from prostate cancer
cases [9].

Methods

In this part of the miniseries, we studied existing NHIS-T
regarding architecture, standards, and terminologies. We
explained data elements, minimum health datasets, transmission
sets, and the National Health Data Dictionary and their roles to
produce a conceptual EHR design. Then, we clarified the
messaging infrastructure and serialization approach of NHIS-T
based on Health Level 7 (HL7) Clinical Document Architecture
(CDA) standard.

After that, we argued the possible architectural extensions with
complementary capabilities for a SNP data incorporated NHIS-T
in the light of literature review and characteristics of NHIS-T
[8].

After the presentation of a general use case for our approach,
we put forward the design and development efforts for the
complementary components, namely, knowledge base
(Clinicogenomic Knowledge Base, ClinGenKB) and end-user
application (Clinicogenomic Web Application, ClinGenWeb).
In this phase, we have constituted the standardized definition

tables for clinicogenomic associations and predictive models
for these complementary capabilities.

Through analysis of the disease risk approaches from literature
for prostate cancer, we have extracted possible clinicogenomic
association types for assessment and reporting. At the end, we
have generated a comparative table to determine the
requirements to produce a standard representation for all types
of clinicogenomic associations.

In addition, to interpret clinicogenomic associations at the
end-user side (ClinGenWeb) using various predictive models,
we designed a standardized model definition table. In both
definition tables, we determined terminology standards for data
elements.

In the final phase, to develop the ClinGenKB we used BioXM
Knowledge Management Environment (BioXM), which is a
distributed software platform providing a central inventory of
information and knowledge [10]. Also, we have developed a
practical reporting approach and demonstrated it using Zoho
Reports as a prototype system (namely, ClinGenWeb) for the
client side [11].

Results

Analysis of National Health Information System of
Turkey

Overview
NHIS-T is a national level health information infrastructure that
has a centralized service-oriented architecture in order to
produce and share medical records among stakeholders [12,13].

Every care provider organization in Turkey has to collect
patient/medical records in its EMR systems, and send some
predefined structured medical data to the central Republic of
Turkey’s Ministry of Health (MoH) databases. The architecture
of local EMR systems varies because of the existence of
different vendors in the market, and generally most of the
clinical data is collected as narrative texts. But, because it is
mandatory to conform to the NHIS-T standards while sending
predefined datasets to the MoH servers, these are stored as
structured data in the local EMRs.

In the NHIS-T, two standards are important: (1) the United
Nations Centre for Trade Facilitation and Electronic Business
(UN/CEFACT) Core Component Technical Specification
(CCTS) to design EHR content in the conceptual base, and (2)
HL7 CDA to serialize this conceptual design.

Design of the Electronic Health Record Content
UN/CEFACT CCTS is a methodology to define the structured,
abstract document components used to increase the
interoperability of electronic business documents. In the
NHIS-T, EHR content is designed based on UN/CEFACT CCTS
to assure the reuse of common information blocks in EHRs.
First, the data types and the data elements used in EHRs are
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identified, and then a set of reusable building blocks of the
EHRs, named the Minimum Health Datasets (MHDS), is
produced. Some examples of the MHDS are maternal mortality
dataset, diabetes dataset, dialysis patient dataset, patient
admission dataset, cancer dataset, chronic disease dataset, etc.

In every dataset, there are many data elements. For example,
data elements of cancer datasets are data of first diagnosis;
diagnostic method; location histological type; the Surveillance,
Epidemiology, and End Results Program (SEER) summary
stage; laterality; occupation; and cancer.

The data elements are coded with universal medical
terminologies (eg, International Classification of Diseases and
Health Related Problems version 10, ICD-10; Anatomical
Therapeutic Chemical, ATC; etc) and predefined categorical
values standardized by the MoH, such as gender or marital
status. All kinds of these terminologies are selected by the MoH
and available from the Health Coding Reference Server (HCRS).
There are 342 code systems in the HCRS; the current version
of the HCRS is 3.0 and is available on the Internet via Web
services. A tabular representation is also available on an official
Web page and allows users to query by means of Web browsers.

These reusable building blocks (MHDS) are assembled into
aggregate document components called Transmission Datasets
(TDS, episodic EHRs). Some of the TDS are physical
examination TDS, laboratory test results TDS, and in-patient
TDS.

All the data elements, MHDS, and TDS are identified by the
MoH in the light of the needs of stakeholders (eg, strategic
decision makers, health care organizations, academic
institutions, etc) and published in the National Health Data
Dictionary (NHDD). This is a dynamic and continuously
improving process. When required, new MHDS are produced
using existing data elements, and the NHDD is improved by
identifying new data elements. The total number of data
elements, MHDS, and TDS in the most recent version of NHDD;
namely, version 2.2, are 418, 66, and 7, respectively. All
versions of NHDD are available on the official website of The
Turkey e-Health project [14].

Transport of the Electronic Health Record Content
This conceptual EHR architecture is serialized into extensible
markup language (XML) based on the HL7 CDA structure. As
described in the first part of this miniseries, HL7 CDA is a
document mark-up standard referred to in the exchange of
information as part of the HL7 version 3 (V3) standards that
aim to specify the structural and semantic aspects of clinical
documents [15].

In the serialization process, the TDS are mapped to HL7 CDA
to create the “transmission schema”. Each transmission schema
is wrapped with a root element named after the main dataset in
the transmission [12,13].

The NHIS-T messaging system accepts HL7 V3 CDA release
2 (R2) as a reference and is compliant to this standard.
Therefore, the messages sent must comply with the rules defined
in the CDA XML Schema Definition file. Health care
organizations send messages containing clinical data to the
central MoH servers through Web services. In the current
version of the NHIS-T system, the transmission schema
instances are localized according to Turkey’s HL7 Profile.
During this process, the rules, which are set in the “HL7
Refinement, Constraint, and Localization” document, are
applied. All of these templates are created and published by the
MoH, and used as the standard by health care information
systems vendors [12,16].

Incoming messages are validated regarding syntax and
semantics, and the appropriate messages are stored in the
NHIS-T central repositories. Patient and medical professional
identifiers are acquired and validated from the Central Civil
Registration System and Doctor Data Bank, respectively (Figure
1 shows the NHIS-T) [13,16].

The current version of the NHIS-T messaging system allows
for the transfer of medical data from health care providers’
(hospitals and family practitioners) information systems to
central servers via Web services. It has the infrastructure that
will provide access to patients’ records for authorized health
care professionals within the hospital, which will allow patients
to reach their own medical data, for example, personal health
records (PHRs). But, the legal regulations have to be completed
before both types of access—authorized or self—are available.
Then, the establishment of a PHR system will be allowed [13].
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Figure 1. Schematic representation of National Health Information System of Turkey. NHDD=National Health Data Dictionary; HL7 CDA R2=Health
Level 7 Clinical Document Architecture release 2; EMR=electronic medical record; and EHR=electronic health record.

Architectural Extensions for Single Nucleotide
Polymorphism Data Incorporated National Health
Information System of Turkey
It is necessary to build an infrastructure providing
clinicogenomic information and subsequent updates to the
physicians. A curated knowledge base extracting clinical
information from relevant SNP data, and supporting systems
processing up-to-date data for clinical decisions over the
patient’s lifetime should be integrated as clinicogenomic
information into medical records [17,18].

In the light of our literature review, for a genome-enabled
NHIS-T, improvements in three components are needed: (1)
enhancement of existing messaging infrastructure to share
personal SNP data and clinicogenomic associations between
stakeholders, (2) development of a national-level ClinGenKB
for transforming personal SNP data to clinicogenomic
associations, and (3) advancement of end-user applications
(EMR, PHR, etc) for reporting of clinicogenomic interpretation
of clinically relevant SNP data.

A messaging infrastructure ensures the connection of different
stakeholders and the sharing of all types of relevant data among
these partners, for example, relevant SNP data between genomic
laboratory and knowledge base, and clinicogenomic associations
between knowledge base and end-user applications.

As clinicians cannot extract the clinical interpretation of all SNP
variations directly from the medical sources due to temporal
and cognitive limitations, the integration of the clinical
interpretations of variations (eg, clinicogenomic associations)
into the medical record will be more efficient for clinical
decision making [19-22]. To convert SNP data into

clinicogenomic associations and infer clinically meaningful
results, we need a structured knowledge source, for example, a
knowledge base.

Most of the clinically relevant SNPs have minor effects (odds
ratio <1.50-2.00), and there are only limited numbers of different
examples. For example, in our study, we extracted more than
209 prostate cancer-associated SNPs from the literature, and
many of these SNPs have minor effects for predicting the
prostate-cancer risk [9]. Additionally, in many cases, SNPs do
not show their effects directly for a given disease, but do so in
combination with other SNP variations and clinical and
environmental factors, which require a much higher level of
probability calculations.

Previously, various approaches were proposed to assess and
report clinicogenomic associations. The listing of
clinicogenomic associations and their effects may be useful for
a limited number of independent associations. But, it is clear
that clinicians cannot interpret and evaluate all variations
individually, especially for SNPs with small impact degrees.

Each day, the volume of variation data integrated into clinical
practice exceeds the boundaries of unsupported human cognition
and interpretive capacity. Additionally, the rapidly growing
literature on clinicogenomic associations increases the challenge
for professionals to stay current.

Therefore, the polygenic risk models that are under development
or panels, which assign values for various SNP alleles and
calculate the total risk of diseases, will be more effective for
risk prediction. Eventually, we also need end-user applications
that report clinicogenomic associations independently and
risk-value calculations based on predictive models.
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Regarding technical capabilities (eg, network bandwidth, storing
and processing capacities, etc), different types of architectures
can be developed, but the development of two additional
components (knowledge base and reporting capability) is
essential. A ClinGenKB must be constructed at the national
level as a manually curated and continuously updated source
that would include clinical information and its possible
associations with SNP variants. In the end-user, decision-support
applications (EMRs, PHRs, etc), clinicogenomic associations,
and external data (eg, family history) must be interpreted
independently, or based on predictive models to support decision
making.

In the existing NHIS-T, medical and laboratory test results are
sent from hospitals to the central EHR databases as
“Examination Result Transmission Dataset”. The HL7 CDA
R2 conformant transmission schema of this dataset includes
several MHDS, for example, registration MHDS, result of tests
MHDS, patient MHDS, etc. “Result of tests MHDS” involves
data elements about examination features (order time, protocol
number, result time, test result, reference value ranges, etc).
The data type of laboratory analysis should be numeric or textual
data regarding current schema standards. HL7 V3
interoperability standards support encapsulated data type for
text data [15].

Although whole genome sequencing (WGS), whole exome
sequencing (WES), and other types of genotyping tests are
accepted as laboratory tests, they have different characteristics
than other laboratory tests in routine practice. After a clinical
WGS/WES test, a personal SNP data file which contains a large
amount of variant data is produced, in which all variant data
needs to be managed in an effective way. In the proposed
architecture, personal sequencing data is acquired and stored
as raw data within a genomic laboratory information system.
The clinically relevant personal SNP (CR-SNP) data is extracted
from a personal SNP data file using the CR-SNP data list
(genomic identifiers of clinicogenomic associations in the
ClinGenKB). Then, a personal CR-SNP data file is sent via the
NHIS-T infrastructure from a genomic laboratory to central
EHR databases as an encapsulated text file. This file has to
include SNP identifiers, for example, reference SNP identifier
(rsID) and allele data in the HL7 CDA R2 schema (Figure 2
shows this process).

The received CR-SNP files would be stored within the central
EHR databases. Then, the CR-SNP files can be processed to
infer clinically relevant data by using the clinicogenomic
associations from the knowledge base. Resulting personal,
clinicogenomic association files would be sent to end users. As

shown in Figure 2, based on existing technical capabilities, to
decrease the load of sharing clinicogenomic association files,
a replicated knowledge base could be integrated as a Web
application running on the client side, whereas a CR-SNP data
file could only be stored in central servers. In this situation,
clinicogenomic associations are inferred at the client side
through the replicated knowledge base. In that case, the
client-side knowledge base must be frequently synchronized
with the central knowledge base.

To link personal CR-SNP data and clinicogenomic associations,
the rsID and allele combination is used. Data input to the
knowledge base rules (or associations) require rsID and allele
information, and medical interpretation, significance, and
representative information are sent back as the output from the
knowledge base. The rule structure is explained in the section
on “Definition of Clinicogenomic Associations”. Finally,
personal clinicogenomic associations are inferred from personal
CR-SNP data and a knowledge base.

When an authorized user (patient, family practitioner, or a
medical specialist) needs to reach a personal CR-SNP or a
clinicogenomic association file, a request should be sent to the
central EHR, and a current data file would be received via the
NHIS-T communication infrastructure.

Additionally, it is recommended that an independent medical
authority, established by domain experts, should update
ClinGenKB. According to the type and level of change and
preferred architecture, existing personal SNP data, CR-SNP
data, and/or clinicogenomic associations must be reinterpreted
after the authorization of the patient, through the genomic
laboratory system at the national EHR repository and/or the
client side.

Our assessment of the NHIS-T reveals that its capabilities (eg,
regarding Web services, client-side inference, and reporting
capabilities, PHRs, if requested) need to be extended to be able
to share CR-SNP or personal clinicogenomic associations
between central EHR databases and end-user systems. Here,
we are presenting complementary capabilities developed as
prototypes for the NHIS-T, for example, ClinGenKB and
ClinGenWeb, which specifically focus on disease risk
assessment. In our study, as an initial attempt through the
development of much sophisticated infrastructure, we have
concentrated on the interpretation of SNP variant data and
excluded other types of variants. The use of personal
clinicogenomic information to determine the disease risk of a
patient’s family members is considered to be out of scope. Also,
security and privacy issues, as well as constraints about
hardware and infrastructure, are excluded.
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Figure 2. Alternatives for extended architecture of genome enabled National Health Information System of Turkey (NHIS-T). CR-SNP=clinically
relevant single nucleotide polymorphism; HL7=Health Level 7; XML=extensible markup language; CG-ASSOC.=clinicogenomic associations;
EMR=electronic medical record; PHR=personal health record; and CDSS=clinical decision support system.

Design of the Complementary Components

General Use Case
Figure 3 shows the general use case diagram of our approach.
Major actors of our system are the end-users (physicians or
patients), knowledge expert, and system expert. The NHIS-T
infrastructure, ClinGenKB, and ClinGenWeb will perform the
sending and storing functionalities. Knowledge experts add and

update clinicogenomic associations into the ClinGenKB. The
conversion process of the CR-SNP to the clinicogenomic
associations is accomplished synchronously by ClinGenKB at
the first uploading and then—as a rule—in update sessions.

Before the design and development of the ClinGenKB and the
ClinGenWeb, we standardized the clinicogenomic associations
and models, as explained below.

Figure 3. The use case diagram of our Clinicogenomic Knowledge Base (ClinGenKB) and Clinicogenomic Web Application (ClinGenWeb).
CR-SNP=clinically relevant single nucleotide polymorphism; CG-ASSOC.=clinicogenomic associations; NHIS-T=National Health Information System
of Turkey; and *External Data: environmental, behavioral, family health history data, etc.
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Standardization of the Clinicogenomic Approaches
At the end-user side, assessment and reporting of clinicogenomic
associations using several approaches, for example, listing of
the independent associations, complete visualization of
independent associations, polygenic risk scoring, and
model-based methods, etc, were determined as requirements of
the system. The common data fields and approach-specific
additional data fields of clinicogenomic associations in the
ClinGenKB must be defined for handling a variety of
approaches. In particular, the ClinGenKB should collect all
types of independent and model-based clinicogenomic
associations as a whole set. So, in our study, we reduced the
independent and different types of model-based associations
into a standard definition while designing the ClinGenKB.

In the scientific literature, we have determined two types of
models, for example, cumulative and probabilistic models, for

prostate cancer risk assessment. In cumulative models, we can
calculate the possible disease risk by combining the impact of
several clinicogenomic associations. In a probabilistic model,
SNP profiles with increased disease risk are determined with
an evidence-based approach during development of the model,
and the patient’s risk is determined through the patient’s
genotyping profiles. Detailed examples of these models will be
explained in the next section of the miniseries [9]. Examples of
the cumulative model of prostate cancer and their reference
tables are given in Multimedia Appendices 1 and 2, and
examples of the probabilistic model with the list of the possible
SNP profiles are provided in Multimedia Appendices 3 and 4.

Through analysis of these models, we have extracted possible
clinicogenomic association types for assessment and reporting.
Finally, we have generated a comparative table to determine
the requirements for the design of the ClinGenKB (Table 1).

Table 1. Comparison of representation types and definitive data fields.

Associations of

probabilistic models

Associations of

cumulative models

Complete visualization for
independent associations

Independent associationsDefinitions

Association

XXXXrsID

XXXXAllele

XXXXDisease code

XXXXDisease name

XMagnitude of impact

XDegree of evidence
quality

XImpact category

XEvidence category

Impact value

XBranch_idc

Model

XXXXModel type

XXXaXaModel name

XTotal impact

XTotal count of SNPs

XBranch_id

XXNarrative interpreta-
tion

External data

XXFamily history

XOther typeb

aIn this study, only increased risk covered
bBMI = body mass index, alcohol consumption, smoking, etc
cBranch_id, a numeric identifier for every association which is derived from a probabilistic model.
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Definition of the Clinicogenomic Association
Next, we have produced a standard representation for all types
of clinicogenomic associations, including an association
identifier, genomic parts, and clinical parts. Genomic parts
contain SNP data, namely, rsID and allele values. In the clinical

part, there are medical data, model information, values about
impact, and evidence degree of per association.

Detailed data analysis of association typology is presented in
Table 2. This table was used while designing the ClinGenKB.

Table 2. Data field analysis of association parameters.

ValuesParametersData category

Unique numeric valueAssoc_idAssociation identifier

rs valuersIDSNP data

Allele value (eg, AAe; ATf; , CGg; etc)Allele

ICD-10Disease code and nameMedical data

Independent associations, cumulative model, and probabilistic
model

Model typeRepresentation model of asso-
ciations

Increaseda ; (number of SNP and name of first author)b; (model

number, name of authors, and date)c

Model name

Numeric valuea, b; numeric identifiercParameter 1 (magnitude of impacta; impact valueb;

and branch_idc)

Association values

Numeric value (between 1 and 3)Parameter 2 (degree of quality of evidencea)

1,2,3 (corresponding Weak, Moderate, Strong, respectively)dParameter 3 (impact categoryd)

1,2,3 (corresponding Weak, Moderate, Strong, respectively)dParameter 4 (evidence categoryd)

aIndependent associations
bCumulative model-based associations
cProbabilistic model-based associations
dComplete assessment for independent associations
eAA = adenine-adenine
fAT = adenine-timine
gCG = cytosine-guanine

Data Fields of a Clinicogenomic Association
In this representation, clinicogenomic associations must have
a unique identifier assigned automatically. In ClinGenKB, SNPs
are identified by both rsID and allele data that correspond to
the forward strand of genomic sequence. If a SNP is related
with the different medical conditions or models, for every
instance, a new association was defined, and a different unique
identifier was assigned.

The medical data category contains diagnosis codes and names.
Values from this data field are selected from the ICD-10, which
is used for diagnostic terminology for diseases in the current
NHIS-T.

Model data has two components: (1) type, and (2) name. In
ClinGenKB, we have two main clinicogenomic associations,
for example, model-based or model-free (or independent)
associations. Names for independent associations are categorized
as increased or decreased regarding the potential risks and/or
protective characteristics. In this study, we have focused only
on increased risk. Model-based associations are used in the
predictive models.

Association values are tightly related to the type of model, for
example, independent associations, cumulative model, and
probabilistic model-based associations. For an independent
associations odds ratio (OR), the degree of evidence quality,
impact values, and evidence categories were found to be
appropriate and sufficient elements to evaluate clinical
significance, both individually and as a whole. In cumulative
model-based associations, it is necessary to assign an impact
value for every association to calculate the total personal risk
value according to the model-definition table. For the
probabilistic model, we have calculated the total effects of
variants using their branch_id. On the client side, all possible
associations derived from the probabilistic model are grouped
by “branch_id”, and for all of these groups, the total impact of
risk parameters is determined. If one of these values is equal to
the total value of the corresponding branch, it is interpreted as
the patient having the risk of prostate cancer, based on the
accuracy, precision, and recall values of the model. For example,
in the only SNP model, 154 different possibilities were defined.
According to the first branch (branch_id=1), if an individual
carries all of the “rs11720239-AA, rs2999081-CT,
rs2811518-CT, and rs4793790-TT” SNP variations, it is assessed
as this individual having a risk of developing prostate cancer
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with the degree of the accuracy, precision, and recall of the
model.

Predictive Risk Models
Additionally, a standardized model definition table involving
reference values for variants and corresponding disease risks is
produced, as the final interpretation of clinicogenomic
associations will be completed at the end-user side
(ClinGenWeb) using predictive models.

We have developed the model definition table for the analysis
of the model-based associations on the client side (Table 3).
The model type identifies the category of models, and model
name labels them. The total value and explanation fields are

mapped to the total impact of related SNPs and the
corresponding risk categories. For cumulative models, these
fields are about total impact and its explanation. For the
probabilistic models, total value is referred to as the count of
all SNPs for every branch; the explanation is the interpretation
of risk values regarding accuracy and precision. An additional
data field identifying the branch_id of the selected support vector
machine- iterative dichotomiser 3 hybrid model is needed for
the explanation of the probabilistic model.

Examples of cumulative models are given in Multimedia
Appendices 1 and 2, and a list of examples of probabilistic
models and their parameters is given in Multimedia Appendices
3 and 4.

Table 3. Data field analysis of model definition table. OR: odds ratio.

ExplanationValue (domain)Parameters

Cumulative model, probabilistic modelModel type

(Number of SNP and name of first author)a; (model num-

ber, name of author, and date)b

Model name

Total impacta; total count of SNPsbNumeric valueTotal value

Explanation (OR)a; Explanation (brief interpretation about

risk assessment)b

Text valueExplanation 1

Explanation (branch_id)bText valueExplanation 2

aCumulative model-based associations
bProbabilistic model-based associations

Development of the Complementary Components

Clinicogenomic Knowledge Base
Knowledge bases are repositories that help to collect, organize,
share, search, and utilize information. Developing an accurate,
accessible, structured clinicogenomic knowledge source
(ClinGenKB) for disease-associated SNPs (prostate cancer in
our case) is an essential component of the proposed
clinicogenomic information-integrated EHR.

Raw genomic variant data is not appropriate to support clinician
decision-making due to its high dimension. The clinical
association of the variant is convenient to transfer for clinical
decision support, where the interpretation of the variant and its
associated clinical meaning is periodically updated in the
knowledge base. The data field tables described in Figure 3
must be kept up to date and shared with other stakeholders to
be used as a standard reference for the interpretation of the
model-based associations in a proper manner. Also, model type
and model name fields must be used as standard references for
the same fields in the definition tables. Such a system would
allow for the reinterpretation of variant data throughout dynamic
updates.

Technically, there are many tools for knowledge modeling and
implementation. For this study, we have preferred to develop
our prototype using BioXM, which is a distributed software
platform providing a central inventory of information and
knowledge [10]. Through BioXM, we were able to quickly

generate, easily manage, and visualize the scientific models as
extendible networks of interrelated concepts.

To develop the ClinGenKB on the BioXM platform, we have
designed the domain-specific data model with semantic
objects—elements, annotations, ontologies, and databanks—and
the connections (relations) using the BioXM graph viewer based
on our clinicogenomic association definitions. Next, we have
defined the importing scripts to transfer the extracted
independent and model-based clinicogenomic associations and
the personal CR-SNP data to the knowledge base. BioXM
supports the data import and export as XML, hyper text markup
language, Excel, or plain text format. Finally, we have prepared
views, queries, and smart folders to manage our data model and
the inferring processes.

Our domain model defining elements, annotations, relations,
and scope of these components in BioXM is based on the
association definition table (Figure 4 shows this table). In this
domain model, we have three types of elements: (1) person, (2)
SNP variant, and (3) clinical association. Every element has its
specific annotations. The personal element is related with the
SNP variant by a “has” relation, referring to the fact that each
patient will have a set of SNP variants. SNP identifiers are
assigned to variants for ensuring uniqueness. Then, each SNP
variant is related with a clinical association element as the input.

We have imported the content of the knowledge-based definition
table as an external file with scripts. This content can be updated
with subsequent importing operations. If a new association is
generated or existing associations are changed or cancelled,
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authorities can organize all the changes in an external source
according to the association definition table, and then can easily
upload all of them via BioXM compatible files. After the
importing process, the clinicogenomic associations can be sorted
and managed by system administrator from table (Figure 5
shows a screenshot).

In addition, we can store personal CR-SNP data as a separate
file on BioXM. CR-SNP data can be easily converted to

clinicogenomic associations based on the content of ClinGenKB,
and this data file is exported as a text file. For all individuals
whose CR-SNP data is stored in BioXM, whenever it is needed,
it is possible to access personal CR-SNP data, and to produce
new clinicogenomic association data files based on the current
ClinGenKB. In the NHIS-T, all of these personal files can be
accessible with the inclusion of the Turkish citizen-identifier
number in our prototype, and can be sorted according to data
categories (Figure 5).

Figure 4. The graphical representation of designed prototype with BioXM Knowledge Management Environment. URL=uniform resource locator;
rsID=reference single nucleotide polymorphism identifier; and SNP=single nucleotide polymorphism.
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Figure 5. Functional steps for Clinicogenomic Knowledge Base (ClinGenKB): (1) defining clinicogenomic content, (2) uploading personal clinically
relevant single nucleotide polymorphism (SNP) data, and (3) inferring personal clinicogenomic associations based on the content. rsID=reference single
nucleotide polymorphism identifier; AA=adenine-adenine; AC=adenine-cytosine; AG=adenine-guanine; CC=cytosine-cytosine; CG=cytosine-guanine;
CT=cytosine-thymine; and GG=guanine-guanine.

Clinicogenomic Web Application
After the transmission of the personal, clinicogenomic
association data file to the end-users’ (medical specialists, family
practitioners, and patients) applications, another critical issue

is the final interpretation and reporting of the results. Reporting
presents itself here as a critical point for maximizing the
effectiveness of the overall system in translating clinicogenomic
data into the clinic. High-dimensional variant data and its
clinical associations—along with its interpretations—have to
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be reported and visualized in a simplistic and holistic manner
for easy interpretation by both health care professionals and
patients.

Regarding clinicogenomic decision support, our approach aims
to divide clinicogenomic interpretation into two phases, namely:
(1) conversion of the variant SNP into a clinicogenomic
association, and (2) clinical interpretation of these associations.
Final interpretation is completed on the client side. This
approach gives us the flexibility to add/update external
parameters that will be monitored or collected by end users. For
example, in some cumulative prostate models, positive family
history augments the total risk value in addition to clinically
relevant SNPs. Family history is a dynamic parameter that can
change in time. Patients ideally accomplish effective tracking
of changes in family history. Similarly, clinical, environmental,
behavioral, or sociodemographic factors, should be involved to
assess the total risk with variant data at the end-user level.

Accordingly, we have developed a practical reporting approach
and demonstrated it using Zoho Reports as a prototype system
(namely, ClinGenWeb) for the client side. Zoho Reports is an
on-demand reporting and business intelligence tool that supports
several, report generation capabilities, for example, chart/graph,
tabular views, summary views, pivot tables, dashboards, and
structured query language (SQL)-driven querying. Most
importantly, it is possible to embed generated reports within

external Web sites and Web applications [11]. ClinGenWeb is
developed as a Web application, processing genomic
associations and clinical and environmental risk parameters.
ClinGenWeb is designed with the capability to report relevant
clinicogenomic SNPs or to assess individual risk based on
different models with the combination of conventional health
data and clinicogenomic associations.

The ClinGenWeb is designed to report personal predictive risk
under three main categories: (1) detailed reporting of individual
associations, (2) the assessment of a number of clinically
relevant SNPs, and (3) model-based interpretations of the
clinicogenomic associations. Basic models are based only on
assessing the relevant SNPs, whereas other predictive models
require additional clinical data (family history, BMI, etc). When
provided, corresponding risk factors for prostate cancer can be
used to calculate the model-based risk. Also, external personal
data about clinical and some environmental risk factors for
prostate cancer can be reported.

Reporting of Independent Associations
The reporting of all independent associations individually would
be very confusing, and the interpretation of this data by users
would be time consuming. So, the associated data are presented
in a category-based graph, where the x- and y-axes correspond
to impact and evidence categories, respectively (Figure 6 shows
this graph).
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Figure 6. Visualization of independent associations in the Clinicogenomic Web Application (ClinGenWeb). Independent associations and their clinical
significances are listed as a table and represented on a category based graph. rsID=reference single nucleotide polymorphism identifier; SNP=single
nucleotide polymorphism; AA=adenine-adenine; CC=cytosine-cytosine; and AG=adenine-guanine.

Reporting of Model-Based Associations
Comparatively, a model-based interpretation provides us with
more effective information for supporting the end-users’
decision making. This type of rule is based on accepted and
proven integrated models as described in the next section.

In our study, we have used two kinds of models, namely,
cumulative and probabilistic models. In the ClinGenWeb, the
results of these models and detailed explanations of reference
values are presented to the end-users as a complete set of
information. If needed, end-users can exploit the detailed
analysis of risk factors as in the total evaluation of the model
(Figure 7 shows this analysis).
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Figure 7. Reporting and interpretation of the results of model-based associations and the whole impact (and meaning) of models in the Clinicogenomic
Web Application (ClinGenWeb). rsID=reference single nucleotide polymorphism identifier; AA=adenine-adenine; AC=adenine-cytosine;
AG=adenine-guanine; and GG=guanine-guanine.

Combining Clinicogenomic Associations With the
External Data
In ClinGenWeb, users can record and store additional types of
risk factors (family history, environmental, behavioral, and
clinical data) to assess the increase in their prostate cancer risk.
When additional data is collected, it can be used as a parameter
for the model or just included in the final report.

Discussion

In this article of the miniseries, we have presented the design
and development of the required structures for the NHIS-T to
incorporate SNP and clinicogenomic data for disease risk
assessment in the light of the first part of the miniseries, and of
the analysis of the existing NHIS-T.

We have proposed the possible architectures and extensions of
HL7 CDA templates to transmit personal, clinically relevant

SNP data and clinicogenomic associations. In this approach,
two important complementary capabilities are the structured
knowledge base and the end-user assessment and reporting
applications. The knowledge base (ClinGenKB) is responsible
for transforming personal, clinically relevant SNP data to
meaningful clinicogenomic associations. The end-user
application (ClinGenWeb) ensures the issuing of personal
reports where extracted clinicogenomic associations are listed,
visualization of the risky SNPs, and the calculation of the total
risk based on proposed risk models.

In the next part of this article, we will focus on the extraction
of SNP associations to build the proposed ClinGenKB, and on
the evaluation of the proposed components for the NHIS-T for
determining prostate cancer risk using real direct-to-consumer
SNP data files. In addition, assessment and reporting approaches
to calculate personal prostate cancer risk will be presented.
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Abstract

Background: A personalized medicine approach provides opportunities for predictive and preventive medicine. Using genomic,
clinical, environmental, and behavioral data, the tracking and management of individual wellness is possible. A prolific way to
carry this personalized approach into routine practices can be accomplished by integrating clinical interpretations of genomic
variations into electronic medical records (EMRs)/electronic health records (EHRs). Today, various central EHR infrastructures
have been constituted in many countries of the world, including Turkey.

Objective: As an initial attempt to develop a sophisticated infrastructure, we have concentrated on incorporating the personal
single nucleotide polymorphism (SNP) data into the National Health Information System of Turkey (NHIS-T) for disease risk
assessment, and evaluated the performance of various predictive models for prostate cancer cases. We present our work as a three
part miniseries: (1) an overview of requirements, (2) the incorporation of SNP data into the NHIS-T, and (3) an evaluation of
SNP data incorporated into the NHIS-T for prostate cancer.

Methods: In the third article of this miniseries, we have evaluated the proposed complementary capabilities (ie, knowledge
base and end-user application) with real data. Before the evaluation phase, clinicogenomic associations about increased prostate
cancer risk were extracted from knowledge sources, and published predictive genomic models assessing individual prostate cancer
risk were collected. To evaluate complementary capabilities, we also gathered personal SNP data of four prostate cancer cases
and fifteen controls. Using these data files, we compared various independent and model-based, prostate cancer risk assessment
approaches.

Results: Through the extraction and selection processes of SNP-prostate cancer risk associations, we collected 209 independent
associations for increased risk of prostate cancer from the studied knowledge sources. Also, we gathered six cumulative models
and two probabilistic models. Cumulative models and assessment of independent associations did not have impressive results.
There was one of the probabilistic, model-based interpretation that was successful compared to the others. In envirobehavioral
and clinical evaluations, we found that some of the comorbidities, especially, would be useful to evaluate disease risk. Even
though we had a very limited dataset, a comparison of performances of different disease models and their implementation with
real data as use case scenarios helped us to gain deeper insight into the proposed architecture.

Conclusions: In order to benefit from genomic variation data, existing EHR/EMR systems must be constructed with the capability
of tracking and monitoring all aspects of personal health status (genomic, clinical, environmental, etc) in 24/7 situations, and also
with the capability of suggesting evidence-based recommendations. A national-level, accredited knowledge base is a top requirement
for improved end-user systems interpreting these parameters. Finally, categorization using similar, individual characteristics (SNP
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patterns, exposure history, etc) may be an effective way to predict disease risks, but this approach needs to be concretized and
supported with new studies.

(JMIR Med Inform 2014;2(2):e21)   doi:10.2196/medinform.3560
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Introduction

In this miniseries, we share our work that aims to incorporate
the personal single nucleotide polymorphism (SNP) data into
a national level electronic health record, for example, the
National Health Information System of Turkey (NHIS-T) for
disease risk assessment based on genotyping information of
patients.

First the literature review for SNP data incorporated electronic
medical record (EMR)/electronic health record (EHR)s is
presented. In addition, the requirements for the EMR/EHR
systems in terms of the standardizations of terminologies and
messaging are reviewed [1]. The need for a structured
knowledge base, decision support approaches, systems for
reporting, and risk assessment are addressed as well. Next, the
NHIS-T system is overviewed, and architectural extensions to
the NHIS-T for the integration of the SNP data are proposed
[2]. Additionally, we have presented our design and
developmental process for the complementary components of
this system, for example, a knowledge base, Clinicogenomic
Knowledge Base, (ClinGenKB), and end-user application,
Clinicogenomic Web Application, (ClinGenWeb).

In this part, we evaluated these complementary components for
prostate cancer using real, direct-to-consumer (DTC) SNP data
files. We have first of all extracted and transformed
clinicogenomic associations into knowledge base content, and
determined assessment and reporting approaches to discern the
disease risk at a personal level. Also an overall discussion of
the results, limitations, and possibilities of our work covered in
this miniseries is presented.

Methods

General Approach
In this article, we have focused on the evaluation of the
developed ClinGenKB and ClinGenWeb for prostate cancer
risk assessment.

Prostate cancer is the most common malignancy affecting men
in the Western countries, it is highly heterogeneous and a
multifactorial polygenic disease. The heterogeneous
characteristics of prostate cancer could be partially explained
by genetic factors [3]. In addition to genetic factors, age, race,
family health history, endogenous hormones, diseases,
environmental exposures, and various behavioral features are
proposed in the literature as confounders of prostate cancer
[4,5]. This complicated nature of prostate cancer, and burden
on public health services, make it an ideal case to research the
benefits of incorporating SNP data into an EHR for predictive,
preventive, and personalized medicine approaches.

Figure 1 shows the main workflow of the process. First, the
medical literature and knowledge sources to extract
clinicogenomic associations between SNP alleles and increased
prostate cancer risk are investigated. Additionally, the published
predictive genomic models assessing individual prostate cancer
risk are searched. In parallel, to evaluate our system with real
data, we have gathered the personal SNP data (23andMe files)
of individuals with prostate cancer and control samples. These
data files are used in the evaluation phase to infer personal
clinicogenomic associations based on ClinGenKB in the final
stage. The independent associations and model-based prostate
cancer risk assessment approaches are evaluated and compared
using real personal clinicogenomic data and external data, for
example, body mass index (BMI).
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Figure 1. Main steps of the evaluation process. SNP=single nucletotide polymorphism; CG-ASSOC.=clinicogenomic association;
CLINGENKB=clinicogenomic knowledge base; and CLINGENWEB=clinicogenomic web application.

Extraction of the Independent Clinicogenomic
Associations

Collection of Associations
Since the completion of Human Genome Project, SNP-disease
relationships have been extensively researched and published
in the medical literature. Results of these studies are mostly
collected in structured and/or narrative forms, from several
clinicogenomic knowledge sources. To develop a
clinicogenomic knowledge base for prostate cancer risk, we
determined reliable medical sources and collected
clinicogenomic associations in a standardized form.

In our study, to extract these associations, we have preferred to
utilize the publicly available knowledge sources, for example,
genome-wide association studies (GWAS) catalog, SNPedia,
and Cancer GAMAdb. We have selected the clinicogenomic
associations between SNPs and increased prostate cancer risk
from these knowledge sources, excluding studies about
gene-environment (eg, nutrition, drugs, chemical agents, etc)
interactions. In addition, we have ignored clinicogenomic
associations measuring SNP effects on the aggressivity and
mortality of the prostate cancer.

As the SNP nomenclatures and notations are represented
heterogeneously among different medical sources, the correct
unification and standardization of identifiers had to be the initial
step. We have checked all of the selected associations and
matched their reference single nucleotide polymorphism

identifiers (rsIDs) and alleles using Single Nucleotide
Polymorphism database (dbSNP). The SNP rsIDs, which had
been merged with another SNP, were updated, and allele values,
which had been identified based on reverse strand, were
transformed to the forward strand.

Selection of Suitable Associations
Generally, there is more than one odds ratio (OR) for every
SNP-disease association in various GWAS data
warehouses, depending on the diversity of studies. A selection
strategy is proposed to solve these value redundancies and
conflictions. For the clinicogenomic association set, we have
developed a four-phased selection approach to determine a
reasonable value per SNP allele.

In the first phase, because all test data was gathered from
Caucasians, we have obtained the clinicogenomic association
values from studies, which were performed on this race group.
If there weren’t any studies in the Caucasian populations, we
would’ve preferred to use results from the mixed population as
a second choice, and results from other races (Africans, Asians,
etc) as the last choice. In the second phase, we have assessed
the study type, for example, meta-analysis or research study,
and preferred meta-analysis results. After that, if we still had
more than one association value, we calculated the citation
number of referenced articles. Finally, we have selected the
highest OR, when needed (Table 1). With this approach, we
extracted one OR value for every single SNP from the
knowledge sources.
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Table 1. Selection criteria for extracted associations.

Order of preferenceCategoryPhase

Caucasians; mixed; other races (Africans, Asians, etc)Race and ethnicity1

Meta-analysis; research studyStudy type2

Highest number of citationsCredibility of journal3

Higher numberOdds ratio4

Evidence Degree Assignment to Clinicogenomic
Associations
There are still many biases and errors in the interpretation of
genetic association studies. Ideally, we would prefer to evaluate
association values to sort out all sources with a bias (study
design, genotyping problems, publication bias, etc) of studies,
but it becomes infeasible due to the time and effort needed by
the professional domain experts. So, a degree of evidence quality
is developed to rank all association values that are assigned.

During the extraction of clinicogenomic associations for prostate
cancer, we have generated a simple approach using some
indirect metrics to determine the quality of evidence degree for
every association to assess the clinical utility. There are three
major criteria that are used to determine the dimensions of
evidence; credibility of referenced article, reliability of the study,
and the scientific familiarity of SNP-disease relationships. To
calculate the credibility of the referenced article, we have used
the citation number of the article, the type of study, and the
number of authors. Then the reliability of the study is determined
based on the sample size (number of cases and controls), race,
and ethnicity status are also considered. To evaluate the

scientific familiarity of SNP-clinical condition relationship, we
have calculated the number of the scientific articles about the
SNP-prostate cancer relationship in PubMed, and the number
of cumulative models, which involves the SNP allele under
evaluation. These criteria are summarized in Table 2. Finally,
the degree of evidence quality was calculated as the arithmetic
average of all parameters for each association.

There are many SNPs reported with minor association degrees
to predict prostate cancer risk. For a physician, it is impossible
to interpret all disease relevant SNPs to determine the
appropriate clinical action. Thus, to present an overview of the
personal risk SNPs as a whole, we have categorized the
magnitude of impact and the evidence degree values of
associations into three classes as strong, moderate, and weak.
The thresholds for the magnitude of impact (OR) were
determined as strong (≥2.50), moderate (≥2.00 and <2.50), and
weak (<2.00) (Table 2).

We have also extracted indirect metrics corresponding to Venice
criteria to assign an evidence degree using PubMed publications
and our knowledge sources (Figure 2 shows this image). This
method has a potential for an automated evidence value
assignment, but needs to be validated in a separate study.

Table 2. Evidence degree assignment criteria for clinicogenomic associations.

ValueOrder of preference

Credibility of referenced article

(1-15)=1, (16-50)=2, and (>50)=3Citation number of article

(Research article and author number <10) =1; (research article and ≤10 author number
<35)=2; (research article and ≤35 author number)=3; (meta-analysis and author number<7)
=2; and (meta-analysis and ≥7 author number)=3

Type of study and number of
authors

Reliability of study

Other races (Africans, Asians, etc)=1; mixed=2; and Caucasians=3Race and ethnicity of studies
population

(<100)=1; (≥100 and <1000)=2; and (>1000)=3Sample size (each of case and
controls)

Scientific familiarity of SNP-disease relationship

(<7)=1; (≥7 and <19)=2; and (≥20)=3Number of article for SNP-
prostate cancer relationship in
PubMed

None=1, (<3)=2, and (≥3) =3Number of cumulative models
which involve SNP allele

Degree of evidence quality

=Total value/6

(<1.5)= weak; (≤1.5 and <2.3)= moderate; and (≤2.3)= strong
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Figure 2. Matching of our parameters and Venice criteria. SNP=single nucleotide polymorphism.

Risk Assessment and Reporting Approaches
As explained in the first part of this miniseries, there are
different types of risk assessment and reporting approaches, for
example, listing of clinicogenomic associations and their effects
as independent associations, complete representation of these
SNPs using visualization techniques, calculation of disease risk
using polygenic risk scoring and model-based approaches, etc.
In this study, we have focused on the different models for
prostate cancer.

Because most of the genomic associations have small degrees
of impact, cumulative models, which contain a few critical
SNPs, have been proposed previously to predict the disease
risk. We have extracted cumulative models for prostate cancer
risk assessment through PubMed searches.

The rsIDs and allele values of SNPs contained in models were
checked and adapted to forward genomic strands based on
dbSNP entries. Models, which involve additional external
parameters, such as family health history, are also collected.
Finally, the reference tables for all models containing the total
impact of involved parameters and corresponding risk values
are generated.

Among risk assessment tools other than cumulative models,
there are ongoing efforts utilizing different data mining
algorithms to interpret GWAS data for building various
predictive models. In order to present how these modeling
approaches could be implemented in our prototype system, we
also included two such examples into our study. These
probabilistic models are based on the works of Yücebaş and
Aydın Son to assess prostate cancer risk, and were developed
through a hybrid approach combining support vector machine

(SVM) and Iterative Dichotomiser 3 (ID3) decision tree (DT)
based on “A Multiethnic Genome-wide Scan of Prostate Cancer”
dataset from the database of Genotypes and Phenotypes (dbGaP)
(study accession no., phs000306, and version 2) [6,7]. The first
hybrid model (only SNP model) includes 33 SNPs and their
alleles, and the accuracy, precision, and recall values of this
model are 71.6%, 72.69%, and 68.96%, respectively [6,7]. The
second hybrid model originally was developed by integrating
genotyping and phenotyping data, and contains 28 SNPs, along
with clinical features; BMI, alcohol intake, and cigarette
smoking. The accuracy, precision, and recall values of this
model for the integrated model are 93.81%, 96.55%, and
90.92%, respectively [6,7].

Similar to cumulative models, to prepare these hybrid models,
first, we checked rsIDs and adapted allele values of contained
SNPs to forward deoxyribonucleic acid strands using dbSNP.
After that, we have converted the results of hybrid models as
association sets. Finally, we have prepared a reference table for
both of the genomic risk models containing SNP parameters.

Polygenic risk scoring is an extension of cumulative
model-based approaches. Different types of polygenic prediction
models were developed to combine the impact of disease
associated SNP data, for example, count method, log-odds
method, multiplicative model, etc. The count method is the
calculation of the total count of independent genomic risk
alleles. The log-odds method adds together the natural logarithm
of the allelic OR for each risk allele [8]. DTC testing companies
typically employ a multiplicative model to calculate life time
risk in the absence of an established method for combining SNP
risk estimates, that is multiplication of OR of each genotype
and average population risk [9].
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Preparation of Test Data
To evaluate the ClinGenKB and the ClinGenWeb platforms as
a part of our use case scenario, we have gathered real data
(23andMe files) from the Personal Genome Project [10]. In this
publicly available resource, genomic, environmental, and human
trait data are integrated together. There were four 23andMe files
that belonged to men who have been diagnosed with prostate
cancer. All of these patients were Caucasian men, over 60 years
of age. To build a demographically matched control set, we
have selected all the Caucasian men older than 60 years of age
as control samples. Through the Personal Genomes Project’s
website, we have acquired 23andMe files of 15 individual
healthy Caucasian men over the age of 60 (Table 3).

Before the evaluation of the proposed workflow and the
framework, first, a personal clinically relevant SNP (CR-SNP)
data file for prostate cancer patients from their original 23andMe
files are generated based on the clinicogenomic associations.
Then the clinicogenomic associations and these test data are
transferred into the ClinGenKB. Personal clinicogenomic
associations were acquired by processing the personal CR-SNP
data with a smart query based on the ClinGenKB. After that,
acquired clinicogenomic associations were transferred into the
ClinGenWeb. Also, some relevant personal health data were
transferred from the Personal Genome Project website to the
ClinGenWeb to be used in the interpretation of disease risks
based on the models. Finally, the validity of implemented
models and approaches are compared and discussed.

Table 3. Characteristics of genomic data owners.

Birth yearAncestral originProstate cancerParticipant

1937Germany-NorwayYes01-hu1213DA

1938IrelandYes03-huD889CC

1943United StatesYes07-hu28F39C

1950United States-AustriaYes13-hu6ED94A

1937United States-CanadaNo02-hu59141C

1939United States-United KingdomNo04-huF7E042

1939United StatesNo05-hu75BE2C

1941United StatesNo06-hu56B3B6

1943United States-IrelandNo08-huB59C05

1947United States-GermanyNo10-hu7A2F1D

1949United StatesNo12-huD57BBF

1951Hungary-Ukraine-RussiaNo14-huD7960A

1952United StatesNo15-hu2E413D

1952United StatesNo16-hu76CAA5

1953United States-United KingdomNo17-huA720D3

1953United StatesNo18-hu63DA55

1954United Kingdom-HungaryNo19-hu43860C

1954Germany-PolandNo20-huD00199

1954United States-SwedenNo21-huAC827A

Evaluation of Test Data
In prostate cancer, known relevant SNPs mostly have a modest
OR. Therefore, in the evaluation phase, we have assessed the
total impact of the independent relevant associations based on
four approaches, that is the number of SNPs based on the
dominant model, the number of SNPs based on the additive
model, the evidence-impact-SNP degree based on the dominant
model, and the evidence-impact-SNP degree based on the
additive model. The “number of SNPs”, are calculated as the
total count of existing relevant SNPs. In the dominant type of
this model, only the count of relevant SNPs is considered, but
in the additive type, the impact of homozygote SNPs is weighted
twice as much compared to heterozygote SNPs. In the
evidence-impact-SNP approach, for every existing SNP, we

have calculated an impact degree using the evidence degrees
(1, 2, and 3) and the impact degrees (1, 2, and 3). Also, similar
to the number of SNPs calculated, for the additive type we have
assigned 1 and 2 to heterozygote and homozygote SNPs as
weighting coefficients, respectively.

After that, all the cases and controls are evaluated based on the
predictive cumulative and probabilistic models. Then, results
for all of the cases and controls were interpreted and compared.
In the second hybrid model, where associations are based on
both genotyping and clinical data, SNPs and BMI, smoking and
alcohol consumption data are used. Here, due to a lack of the
clinical data, the risk for some individuals could not be assessed.

In addition to the genetic factors, there are various comorbidities,
sociodemographic characteristics, and environmental and
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behavioral exposures that are proposed as confounders of the
prostate cancer (Table 4). Therefore, we have analyzed the
personal, clinical, and the environmental characteristics, which

are meaningful for the prostate cancer pathogenesis, as the last
step of our evaluation.

Table 4. Example list of several risk and protective factors for the prostate cancer [2,3].

ParametersRisk category

Age, family health history, ethnicity, and race.Sociodemographic data

Nutrition and diet (animal fat, fruits, legumes, yellow-orange and cruciferous vegetables, soy
foods, dairy products, fatty fish, alcohol, coffee, green tea, modified citrus pectin, and
pomegranate).

Environmental sources

Supplements (multivitamins, vitamin E -with or without selenium, folic acid, zinc, calcium, vitamin
D, retinoid, and zyflamend).

Drugs (5 alpha-reductase inhibitors, nonsteroidal antiinflammatory drugs, statins, and toremifene).

Medical procedures (vasectomy, barium enema, hip or pelvis x-rays, and external beam radiation
therapy for rectal cancer).

Tobacco use (tobacco products, smoking).

Medical conditions (prostatitis, prostatic intraepithelial neoplasia, syphilis, skin basal cell carci-
noma, and benign prostate hyperplasia).

Personal health status (internal environment)

Anatomic measurements (high body mass index).

Results

Independent Associations for Prostate Cancer
Initially, we have determined 87 SNP alleles from the GWAS
catalog, 32 SNP alleles from the SNPedia, and 236 SNP alleles
from the Cancer GAMAdb, which are all associated with
increased prostate cancer risk. Through the extraction and

selection processes of SNP-prostate cancer risk associations,
we have excluded redundant, conflicting, and incomplete
associations. Finally, a total of 209 independent associations
for increased risk of prostate cancer from the studied knowledge
sources were acquired. Next, the evidence and the impact
categories are assigned to these associations (see Multimedia
Appendix 1). The overall assessment of all these different types
of clinicogenomic associations is summarized in Table 5.

Table 5. Distribution of clinicogenomic associations.

Evidence degree

TotalWeakModerateStrongImpact degree

7250Strong

4130Moderate

1983312342Weak

2093613142Total

Cumulative Models for Prostate Cancer
Cumulative models are the combination of the impact of several
clinicogenomic associations using arithmetic operators. For
some SNPs, only homozygote alleles are involved in the models
(recessive model), but mostly heterozygote SNPs (dominant
model) are part of the cumulative models. Both in dominant
and recessive models, the values of risk SNPs are accepted as
one unit of impact. Alterations of SNPs’ impact values regarding
homozygote and heterozygote alleles are defined as an additive
model. The dominant and recessive models as examples of the
cumulative predictive models retrieved from the scientific
literature, and the SNP alleles included in each of the cumulative
models are listed in Table 6.

In addition to Table 6, three of these cumulative models
(17-SNP_Helfand, 5-SNP_Zheng and 5-SNP_Salinas) were
enhanced using family health history as an additional parameter

and combined SNP-family health history models were produced
[11-13].

In the cumulative models, the existence of each association
contributes to the total score. For example, in the 5-SNP_Zheng
model, there are five different SNPs. The genetic model is
dominant for three SNPs (rs1447295-A, rs16901979-A, and
rs6983267-G) and recessive for the others (rs1859962-G,
rs4430796-A). For dominant models, homozygote and
heterozygote combinations of alleles are identified as a risk
factor in the same degree. For recessive models, only
homozygote combinations are considered as risk factors,
whereas heterozygote combinations are accepted as harmless.
Through analysis of a patient’s genotype, the total impact values
of clinicogenomic associations are determined and calculated
additively. Besides the SNP associations, the existence of
prostate cancer in family health history can be included as an
additional impact factor.
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The reference table for 5-SNP_Zheng model is presented as an
example in Table 7. If patients without family health history
have only one impact factor, the risk of having prostate cancer
increases by 1.5, compared to those who have none of the impact
factors. If a patient has all five risk SNPs with specified alleles,
and a positive family health history for prostate cancer, the total

impact is calculated to be 6. According to Table 7, this would
correspond to an increased risk of 9.46 for having prostate
cancer when compared to the general population. Full reference
tables for all cumulative models are provided in the Multimedia
Appendix 2 [11-16].

Table 6. Examples of cumulative risk prediction models for prostate cancer.

3-SNP_Beuten
[16]

4-SNP_Nam
[15]

5-SNP_Salinas
[13]

5-SNP_Zheng
[12]

9-SNP_Helfand
[14]

17-SNP_Helfand
[11]

rsIDs and risk allele

Dominantrs1819698-T

Recessivers2710646-A

Recessivers721048-A

Dominantrs10934853-A

Recessivers2736098-A

Dominantrs401681-C

Dominantrs1800629-A

Recessivers2348763-A

DominantDominantDominantDominantDominantrs1447295-A

DominantDominantDominantrs16901979-A

Dominantrs16902094-G

Dominantrs445114-T

DominantDominantDominantDominantrs6983267-G

Dominantrs6983561-C

RecessiveRecessivers10993994-T

DominantDominantrs10896450-G

Dominantrs11228565-A

Dominantrs12439137-G

Dominantrs2470152-T

Recessivers11649743-G

RecessiveRecessiveRecessiveRecessiveRecessivers1859962-G

RecessiveRecessiveDominantDominantrs4430796-A

Dominantrs8102476-C

DominantDominantrs5945572-A

Table 7. Reference table for 5-SNP_Zheng model.

Odds ratio (95% CI), with FHHaOdds ratio (95% CI), without FHHaTotal impact

1.00 (by definition)1.00 (by definition)0

1.62 (1.27-2.08)1.50 (1.18-1.92)1

2.07 (1.62-2.64)1.96 (1.54-2.49)2

2.71 (2.08-3.53)2.21 (1.70-2.89)3

4.76 (3.31-6.84)4.47 (2.93-6.80)4

9.46 (3.62-24.72)4.47 (2.93-6.80)5

9.46 (3.62-24.72)-6

a FHH = family health history
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Probabilistic Models for Prostate Cancer
In this study, we used two types of probabilistic models from
Yücebaş and Aydın Son based on a hybrid (SVM+ID3 DT)
approach; namely, first (only SNP) and second
(SNP-Environmental Combined) [6,7]. When the first hybrid
model (only SNP model) from Yücebaş and Aydın Son is
interpreted, we have captured 154 different association sets
containing the combination of several different SNPs and alleles
[6]. In the second genotype-phenotype integrated model, we
acquired 23 association sets containing 28 SNPs and their alleles

along with BMI, smoking, and alcohol usage [7]. The complete
associations of the hybrid models are listed in Multimedia
Appendices 3 and 4.

In these probabilistic models, if an individual accounted for all
parameters on one branch (ie, an association set), this individual
has a prostate cancer risk with the accuracy, precision, and recall
values of total model as presented in references [6,7]. Table 8
presents an example of the reference table for association sets
of the genotype-only hybrid model.

Table 8. Reference table for the probabilistic only SNP model.

Total count of SNPsBranch_id

4Branch_ 1

4Branch_ 2

7Branch_ 3

….….

2Branch_ 154

Evaluation Results for Test Data

Overview
In the evaluation phase, we have studied four cases and 15
controls, which consisted of Caucasian men, age 60 years or
older, and regarding independent clinicogenomic associations
and risk prediction models.

Complete results of test and evaluation processes (independent
association assessment, model-based evaluation, and clinical
and environmental evaluation) are provided in Multimedia
Appendix 5.

Results for Independent Associations
In prostate cancer, known relevant SNPs mostly have a modest
OR. Therefore, in the evaluation phase, we have assessed the
total impact of the independent relevant associations based on
four approaches, that is the number of SNPs based on the
dominant model, the number of SNPs based on the additive
model, the evidence-impact-SNP degree based on the dominant
model, and the evidence-impact-SNP degree based on the
additive model.

The comparative evaluation results of individual clinically
relevant SNPs of case and control groups regarding categorical
distribution of evidence quality and impact degrees are in
Multimedia Appendix 6. In these approaches, case groups were
divided into two or three different subsets (three patients with
high values and one patient with a low value for the dominant
models, and two patients with high, one patient with moderate,
and one patient with low values in terms of additive models).
In control groups, there were, in particular, five people
(21-huAC827A, 15-hu2E413D, 08-huB59C05, 17-huA720D3,
and 06-hu56B3B6) with values higher than all cases observed.
However, it must be remembered that, in the complete
assessment of all SNPs, due to the remarkable number of
relevant SNPs that were not analyzed, the results might be
distorted.

Results for Cumulative Models
Due to a lack of family health history data of individuals, we
couldn’t use this data to calculate cumulative risks. In our
limited number of cases, cumulative models did not have
meaningful results. But, similar to the complete evaluation of
independent associations, it must be considered that,
nonanalyzed SNPs could be distorting the results. Results of
these cumulative models are summarized in Table 9.
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Table 9. Summarized results for cumulative models.

ControlCase

UnknownOdds ratio<2.5Odds ratio≥2.5UnknownOdds ra-
tio<2.5

Odds ratio≥2.5

3102a3-117-SNP_Helfand

2121c-3b19-SNP_Helfand

-15--4-5-SNP_Zheng

-15--4-5-SNP_Salinas

-15--4-4-SNP_Nam

213-22-3-SNP_Beuten

a 02-hu59141C, 12-huD57BBF
b 01-hu1213DA, 03-huD889CC, and 07-hu28F39C
c 17-huA720D39

Results for Probabilistic Models
Regarding the probabilistic model-based interpretations; the
only SNP model from Yücebaş and Aydın Son [6] wasn’t
successful in terms of predicting the cases. In the second model
[7], where genotype and phenotype data were integrated, one
patient was determined as being under risk, two patients couldn’t
be evaluated because of data incompleteness (smoking and
alcohol consumption data), and one patient (03-huD889CC)
was determined as being risk free. In control samples, only one
individual (04-huF7E042) was determined as being in a risk
group, but six individuals were determined as being risk free.
There were eight individuals of this group that couldn’t be
evaluated due to data incompleteness. Although this model was
produced for those of African American descent, and even
though we had a limited number of cases and controls for the
evaluation process, it was still the most successful approach
when compared to the others. Interestingly, a patient
(03-huD889CC) was determined as the risk free, and this patient
was also determined as being in a low risk group according to
complete assessment approaches.

Clinical and Envirobehavioral Evaluation
Prostate cancer is a polygenic multifactorial disease, and both
environmental and genetic factors take important roles in its

pathogenic mechanism. Therefore, if we analyze the genomic
risks with clinical and environmental characteristics, we can
infer more accurate results. Characteristics of cases and controls
regarding clinical and environmental risk factors for prostate
cancer are summarized in Table 10.

In envirobehavioral and clinical evaluation, it was found that
patient “03-huD889CC” had previously been diagnosed with
syphilis. In prior publications, syphilis has been reported as a
risk factor for prostate cancer [2]. The healthy individuals, who
had a higher risk than controls, namely “06-hu56B3B6”, had
basal cell carcinoma, and “21-huAC827A” had hypogonadism,
that is a low level of testosterone. And both of these clinical
conditions are known to decrease the prostate cancer risk [1,2].
Also, “06-hu56B3B6” and “17-huA720D3” used several risky,
protective drugs and supplements regarding prostate cancer risk.
In patients “08-huB59C05” and “15-hu2E413D”, we did not
have enough data to evaluate the risk and protective factors. In
the health records of some cases and controls, there was some
data about nutritional status, physical activity, and usages of
supplements data, etc. But, all this data wasn’t useful during
the evaluation due to a lack of precise measurement information
(eg, amount, period, duration, etc).
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Table 10. Clinical and environmental risk factors of cases and control.

Protective factorsRisk factorsIndividualsGroup

Hypercholesterolemia, BPHa01-hu1213DACase

Syphilis03-huD889CCCase

Hypercholesterolemia, BPHa, and lipitor07-hu28F39CCase

Obesity, hypercholesterolemia, and

simvastatin

13-hu6ED94ACase

T2DMb, vegetable servings, and regular phys-
ical activityObesity, multivitamins02-hu59141CControl

TURPcBPHa04-huF7E042Control

Regular physical activity05-hu75BE2CControl

Basal cell skin cancer, lycopene, and
pomegranate

Obesity, hypercholesterolemia, chlamydia infection,
alcoholism, ibuprofen, multivitamin, folic acid, vita-
min E, and selenium

06-hu56B3B6Control

Obesity08-huB59C05Control

Nonmelanoma skin cancer, regular physical
activity

Hypercholesterolemia, atorvastatin10-hu7A2F1DControl

Regular physical activity

Hypercholesterolemia, BPHa

Simvastatin, aspirin, and vasectomy12-huD57BBFControl

T2DMbOverweight, hypercholesterolemia, and BPHa14-huD7960AControl

Overweight15-hu2E413DControl

Omega-3 fish oilOverweight, aspirin16-hu76CAA5Control

Phytosterols, omega-3 fish oil, and melatoninHypercholesterolemia, aspirin, and multivitamin17-huA720D3Control

Omega-3 fish oil18-hu63DA55Control

Nonmelanoma skin cancerOverweight, hypercholesterolemia, and

lovastatin

19-hu43860CControl

Overweight, hypercholesterolemia, and atorvastatin20-huD00199Control

HypogonadismOverweight, hypercholesterolemia, and simvastatin21-huAC827AControl

a BPH = benign prostate hyperplasia
b T2DM = type II diabetes mellitus
c TURP = transurethral resection of the prostate

Discussion

Principal Results
In this study, we have extended the current architecture of a
centralized national EHR, NHIS-T, and developed two
complementary capabilities, a knowledge base (ClinGenKB)
and a reporting application (ClinGenWeb), to predict the risk
of diseases using SNP data.

With respect to interoperability, Health Level 7 Clinicogenomic
Work Group (HL7 CG-WG) develops several standards and
guidelines, and tries to overcome the chasm between the
genomic laboratory and the clinical practice. In comparing
current and required infrastructure characteristics, and
determining a few terminology standards for genome enabled
messaging, we reason NHIS-T can be adapted to HL7 CG-WG.

The unique identification of SNP data is a critical issue in
clinical genomics. In our system, due to simplicity and easiness,

we proposed to use rsIDs and allele values for identification of
SNPs. But, to avoid any inconsistencies, it is crucial to
remember that, some rsIDs have been merged over time. For
this reason, SNP numbers must be checked out based on the
dbSNP, and transformed into current values if required.
Additionally, as different genomic strand types are the preferred
choice among some clinicogenomic knowledge sources and
publications, the standardization of strand identification is
another important point for SNP data incorporated into clinical
systems.

Regarding clinical terminology, we prefer to use existing
NHIS-T standards, for example, International Classification of
Diseases and Related Problems, Tenth Revision (ICD-10) for
disease identification. For new data types (model name, model
type, etc), we produced our own specific value categories.

To store and process the huge amount of raw variant files, in
our architecture, we have proposed to store the raw and/or
processed genomic data in the genomic laboratory databases,
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and only to share clinically relevant variant data and/or
clinicogenomic association information between partners. To
derive CR-SNP data from personal SNP data, we need to use a
CR-SNP resource. This resource was designed as part of a
national level clinicogenomic knowledge base. This knowledge
base is also utilized to transform CR-SNP data to clinicogenomic
associations.

As it is emphasized in the literature, one of the most critical
components of the genome enabled EHRs is the development
of a national level knowledge base for clinicogenomic
information. This capability must be kept up to date and
manually curated by domain experts. In our study, we have
developed a prototype knowledge base (ClinGenKB), which
includes clinicogenomic associations for prostate cancer risk
prediction.

Several different approaches are proposed to define clinical
impact and evidence qualities of clinicogenomic associations
in various knowledge sources. But there is still a lack of
structured, objective, and comprehensive methodologies for
matching, selecting, and merging different studies. In our
prototype, we have proposed a simple methodology, but the
best methods of determining standards to calculate, limit biases,
and limit faults still need to be investigated in future
clinicogenomic association studies.

ClinGenWeb is a prototype for the end-user systems that
provides interpretations of the clinicogenomic associations. To
evaluate our system, we have used real data from the Personal
Genome Project. Collected data included 23andMe data files,
ages, ethnicities, ancestral origins, clinical data, and some
behavioral parameters. Age and ethnicity are extensively
accepted as proven risk factors for prostate cancer. All of our
cases and controls were selected from Caucasian men over 60
years old. The risk for prostate cancer is 2 in 16 for men 60
through 69 years old, and 1 in 9 for men 70 years and older
[17].

ClinGenWeb uses both complete and model-based
interpretations for clinicogenomic associations. Independent
associations may have very little importance for clinical
processes alone, but in complete interpretation, we tried to
interpret all relevant data as a whole. After analyzing our results,
we concluded that cases and controls could be divided into two
or three different risk groups as a result of genetic heterogeneity.
With the commissioning of whole genome sequencing/whole
exome sequencing (WGS/WES) in clinical practice, similarity
measurements of clinically relevant SNP patterns may be a new
way of producing predictive models in genomic medicine, but
this approach needs to be supported with more phenotypic data,
and needs to be tested in larger study samples.

There are several cumulative models proposed to predict prostate
cancer, but we couldn’t acquire meaningful results with these
models in our subjects. Another original approach was to use
the probabilistic (SVM+ID3 DT) model-based associations.
However, the only SNP model of this approach was not
successful, but the second model, which integrates genotype
and clinical data, was partly consistent. Unfortunately, the
number of available holistic envirogenomic models that could
be implemented here is limited. The probabilistic model utilized

was produced for men of African American, Latin, and Japanese
descent, and we have used the submodel template generated for
African American individuals, as their genetic background is
expected to carry a higher number of common SNPs with the
Caucasian population than Latin or Japanese populations.

Another critical point is that clinical, environmental, and
behavioral data can be used to explain pathogenic and clinical
heterogeneity, and to clarify the complexity of results. With the
support of clinical and behavioral data, we could interpret some
contradictory results. Because, most of the environmental and
behavioral data wasn’t stored in EMR/EHRs in a structured
manner, we generated the functionality to add these types of
data at the end-user level.

Due both to the bipartite structure of our interpretations (ie,
conversion of CR-SNP into clinicogenomic associations and
final clinical interpretations of associations), and the fact that
the final interpretation was accomplished at the end-user side,
we combined both clinicogenomic associations and external
parameters (such as BMI), which have been recorded or tracked
by end-users to support the decision making.

Limitations
Complete implementation of SNP data incorporated NHIS-T
in real systems was not possible due to the regulative and the
technical issues at this stage. So, we restricted our focus to
develop complementary capabilities as prototypes for NHIS-T,
namely, the ClinGenKB and the ClinGenWeb, which
specifically targeted prostate cancer risk prediction.

GWAS research is based on the “common disease, common
variant” hypothesis. However, some authors proposed that
common variants can explain only a modest part of complex
diseases and so the “common disease, rare variant(s)” hypothesis
was recently put forward [18]. Clinicogenomic associations
used to build the knowledge base in this study are based on
recent developments in the GWAS research and literature. In
our study, we have only used SNP data, but recent studies show
that different variants (Copy Number Variations, etc) are also
responsible for clinical conditions.

Also in the ClinGenKB, our critical focus was to generate a
structured clinicogenomic representation for only risk prediction
for prostate cancer. But, in the literature, there are several kinds
of information related to different stages of clinical decision
processes, for example, prognosis, pharmacogenomic, etc. In
the real world project, this prototype has to be enhanced with
additional types of associations and diseases.

We obtained case and control data from the Personal Genome
Project to evaluate our system, but the number of cases and
controls were so limited. To determine the value of this system
in clinical settings, more comprehensive data on genomic,
environmental, family health, and clinical conditions are needed.
Unfortunately, none of the cases and controls had family health
history data, and we couldn’t involve this critical parameter in
our evaluation processes. Existing clinical data about subjects
didn’t reflect the clinical and pathological heterogeneity of the
prostate cancer. In particular, we did not have precise
measurement information (amount, period, duration, etc) about
behavioral characteristics of subjects (diet, physical activity,
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supplements, etc), and we couldn’t interpret the possible effects
of these parameters on prostate cancer risk.

Another limitation was in aligning the terminologies of the
clinical and bioinformatical domains in a consistent way. ICD
classification is accepted as a standard for disease classification
in many countries including Turkey. But ICD-10 is not useful
to manage all levels of clinical, pathologic, and genetic
heterogeneities. It is expected that it will be managed in the
next version, ICD-11 that will be released in 2015 and the new
release can be integrated with other medical terminologies such
as Systematized Nomenclature of Medicine Clinical Term
(SNOMED-CT) [19]. Nevertheless, as proposed earlier, it is an
unavoidable requirement to develop a new taxonomy of diseases,
which will be based on information commons and a knowledge
network, combining molecular data, social data, environmental
data, clinical data, and health outcomes [20].

In the current study, due to the ethnic characteristics of our
subjects, we have primarily preferred the studies performed
with Caucasians to collect the clinicogenomic associations from
the literature. But, the terms of ethnicity and race are
sociocultural constructs affected by both biological and
environmental factors. For this reason, for a real world NHIS-T
system, genotyping data from the Turkish population is needed
to build the working knowledge base.

Also, predictive models that will be used in clinical settings
need to be validated. Especially, we need approaches to assess
the complete analysis of clinically relevant SNPs. With the
commissioning of WGS/WES in the clinical practice, similarity
measurements of clinically relevant SNP patterns may be a new
way to produce predictive models in genomic medicine, but
this approach needs to be enhanced with further phenotypic
data, and to be tested in large study samples.

On the other hand, the number of available holistic
envirogenomic models is limited. As most of the complex
diseases are progressing as an interaction of genomic and
environmental factors, more envirogenomic data also need to
be developed to build predictive disease models.

Comparison With Prior Work
GeneInsight Suite is an impressive application environment to
evaluate and share sequencing based test results. GeneInsight
Clinic can be integrated with EMRs or can be used as a
standalone system. It manages knowledge, and facilitates
reporting. GeneInsight Network (VariantWire) provides the
mechanism to connect laboratories and providers. Interpretations
of sequencing based tests are shared with corresponding
caregiver organizations using this system. GeneInsight Suite
allows clinicians to receive updates when new information on
previously unknown variants is certified for clinical use.

There are critical differences between the proposed system and
GeneInsight. First, our system is designed as part of a central
national level EHR. In the United States, the architecture of
EHR systems is more federated. Both systems include a
knowledge base and applications for the end-users.

In GeneInsight, the interpretation and reinterpretation of critical
variants are reported for clinical use. These interpretations do

not involve external data, which is not included in the EMR.
But, in the proposed system, the clinical interpretation of SNP
data is divided into two sequential processes, that is the
conversion of CR-SNP into clinicogenomic associations, and
the clinical interpretation of them. Final interpretation is
completed at the end-user application, and so it is possible to
use additional data for the risk prediction (environmental,
behavioral, etc). These processes are finalized based on
predictive models and automated analysis techniques.

Conclusions
Today, the health care systems are continuously evolving and
transforming under the influence of developments in technology
and globalization. A revolutionary paradigm shift is changing
the focus of medicine from the traditional provider-centric
approach to patient-centric personalized medicine. This
paradigm shift, dramatically transforms clinical processes,
medical education, and research in theory and practice. The
commissioning of new health services based on emerging
technologies (mobile health systems, pervasive applications,
environmental sensors, body area sensor networks, etc) also
dramatically supports these emerging trends.

But in the light of the literature on personalized medicine, we
can argue that the area of biomedical informatics has not begun
to show its major effect on health care systems, and the major
shifting in health care practices is expected soon via genomic
technologies. When we look at the big picture, we can see the
emergence of evidence-based managed health care systems with
knowledge discovery capabilities driven by big data and
knowledge infrastructures for sustainable, fair, and effective
care services.

In this respect, we consider that the next generation of health
information systems will be constructed based on tracking and
monitoring all aspects of individual health status through 24/7,
and implementing evidence-based recommendations to empower
individuals. Today, most of the personal, behavioral, and
environmental data is not a subject of EMR/EHR, or even PHR
contents. Characteristics of most environmental and behavioral
data require frequent measurements and (nearly) continuous
tracking. And, possibly if we extend PHR content (with genomic
data) toward involving environmental and behavioral factors,
we can add value to disease risk assessment and prediction.

As we emphasized before, a national level manually curated
and accredited knowledge base is the most important component
of evidence-based decision making. Based on this knowledge
base, collected risk data will gain a predictive meaning, and any
new discovery in clinical sciences will be reflected for
individuals by the reinterpretation of collected data. At this
point, we need additional and improved analytic tools based on
genomic and environmental parameters. We aim to develop a
knowledge repository integrating some knowledge bases with
semantic technologies, and adding some automatic evaluation
techniques to make it easier to extract and manually curate
existing references for the domain experts.

Regarding the challenges facing health care systems, along with
the effective provision of public health services and associated
financial burdens, most of the important diseases are of a
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complex nature. In the pathogenesis of complex diseases, the
interaction of genetic and environmental factors has critical
importance, and ethnicity, race, and geographic factors may
play distinctive roles. Hence, it is necessary to have the
appropriate clinicogenomic information about the target
population. Clinical data, environmental factors, and family
health history are critical components, and there is a need to
study the relationships between these parameters and genomic
factors. Eventually, it will be required both to conduct
envirogenetic studies in order to acquire original data for
population, and to enhance the NHIS-T data model for collecting
these types of data.

The omics area is not only represented by genomic data, and in
the near future different types of omics data will be available
for the routine clinical practices, for example, transcriptomics,
proteomics, metabolomics, and epigenomics. Also, systems
medicine offers possibilities that will increase the effectiveness
of risk prediction strategies.

In addition, we aim to enhance our system by integrating data
warehouses for research. With this capability, integrated
genomic and environmental datasets can also be used for clinical
research. We will extract the meaningful relationship patterns
via this system and, by using these patterns; we can calculate
the risks of groups who have similar characteristics, for example,
family members or communities.

The major aim of our system is to provide true and actionable
information for patients and their family practitioners. Our
system will process collected data and return evidence-based
recommendations to the individuals to make them responsible
for their preferences and consequences. The empowerment of
individuals to participate in their health care decisions is an
emerging trend in personalized medicine. At this point, we need
more curated information sources and visual representation
approaches intended for unprofessional individuals. Areas of
representation and reporting of clinicogenomic results should
focus on developing new approaches, techniques, and tools.

In the last 10 years, there has been a great effort to accomplish
a transformation to a national health care system based on
information technologies in Turkey. But yet, practical
applications of personal genomics and its integration into health
care services are in its infancy, and studies about personalized
medicine are at the academic level.

Our architecture and prototype, which aim to incorporate
personal SNP data into the NHIS-T, are also in their preliminary
stage. However, we need additional vision, research, work, and
tools to extend our EHR capabilities for the future genome
enabled health care systems. We believe that our work will be
a starting point for a predictive and preemptive personalized
national health care system.
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Abstract

Background: Although health information exchanges (HIE) have existed since their introduction by President Bush in his 2004
State of the Union Address, and despite monetary incentives earmarked in 2009 by the health information technology for economic
and clinical health (HITECH) Act, adoption of HIE has been sparse in the United States. Research has been conducted to explore
the concept of HIE and its benefit to patients, but viable business plans for their existence are rare, and so far, no research has
been conducted on the dynamic nature of barriers over time.

Objective: The aim of this study is to map the barriers mentioned in the literature to illustrate the effect, if any, of barriers
discussed with respect to the HITECH Act from 2009 to the early months of 2014.

Methods: We conducted a systematic literature review from CINAHL, PubMed, and Google Scholar. The search criteria
primarily focused on studies. Each article was read by at least two of the authors, and a final set was established for evaluation
(n=28).

Results: The 28 articles identified 16 barriers. Cost and efficiency/workflow were identified 15% and 13% of all instances of
barriers mentioned in literature, respectively. The years 2010 and 2011 were the most plentiful years when barriers were discussed,
with 75% and 69% of all barriers listed, respectively.

Conclusions: The frequency of barriers mentioned in literature demonstrates the mindfulness of users, developers, and both
local and national government. The broad conclusion is that public policy masks the effects of some barriers, while revealing
others. However, a deleterious effect can be inferred when the public funds are exhausted. Public policy will need to lever
incentives to overcome many of the barriers such as cost and impediments to competition. Process improvement managers need
to optimize the efficiency of current practices at the point of care. Developers will need to work with users to ensure tools that
use HIE resources work into existing workflows.

(JMIR Med Inform 2014;2(2):e26)   doi:10.2196/medinform.3625
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Introduction

Health Information Exchange (HIE) is not a new concept. It
was prioritized in a national agenda in the United States by
President Bush in 2004 [1]. Physicians understand and agree
with the altruistic benefit that HIE can enable [2], but many
barriers prevent its widespread adoption. Enterprise-wide
savings have full implementation range of $8.1-$77.8 billion
[3,4] and a pay-back period as low as 2.1 years [5], but the
disjointed nature of the health system in the United States creates
a disconnect between long-term savings of payers and short-term
investment of providers. Many studies have examined the
barriers to adoption, but no research has examined these barriers
over time.

An HIE is the electronic transfer of clinical and administrative
information [3], across diverse and often competing health care
organizations [2], at the state or regional levels [6], delivering
the right information to the right person at the right time. The
use of HIE networks has the potential to reduce up to 18% of
patient safety errors generally and as many as 70% of
preventable adverse drug events across the care continuum [7].
The HIE concept has the potential to reduce health care costs
in the United States through a reduction in unnecessary medical
tests and procedures, by improving communication about
patients’ latest medication regimens, laboratory test results, and
diagnostic procedures [7]. The HIE concept also has the
potential to improve infection control practice. For example,
Kho et al found that across a large metropolitan area, 286 unique
patients generated 587 admissions accounting for 4335 inpatient
days where the receiving hospital was not aware of the prior
history of methicillin-resistant Staphylococcus aureus (MRSA)
[8].

The Institute of Medicine (IOM) determined that automation
of clinical data through electronic methods would result in better
patient care [8]. What followed in 2004, was Executive Order
13335 which set a goal to fully adopt electronic health records
(EHR) within ten years [1]. Within a short amount of time,
several HIEs, under both public and private funding, appeared
on the health care landscape in the United States. There was no
standard for an organization that enabled the exchange, or the
exchange itself. Lack of standards continues today, which
enables innovation in design, but also does not help new startup
initiatives start with a successful model. Studies demonstrated
the advantages to the concept of health information exchange:
cost, quality, safety, better patient care, fewer repeat tests,
reduced readmissions, and the ability to identify “drug hoppers”
[1-5]. The HIE is defined in concept, as in the previous
paragraph, but not in design.

In the first few years after President Bush’s Executive Order,
most HIEs initiated had failed due to their own fiscal weight
and the absence of a viable business plan. Barriers to adoption
were listed in the literature: lack of a viable business plan to
sustain the HIE and acceptance by providers and patients [6],
privacy/security concerns [8,9], usability [10], lack of technical
support or technology gaps [9,10], missing data [11,12],
disruption of workflow [9,10,12], startup costs from public and

private dollars [13,14], lack of experience in the concept of HIE,
and interference with competition [14].

In 2009 the United States Congress passed the Health
Information Technology for Economic and Clinical Health
(HITECH) Act, as part of the American Recovery and
Reinvestment Act (ARRA), which earmarked $19.2 billion as
incentives for providers to adopt the EHR and to participate in
HIE [1]. The National Coordinator for Health Information
Technology (ONC) created the State HIE Cooperative
Agreement Program which sponsored public grants specifically
for the startup of HIEs and Regional Health Information
Organizations (RHIOs). States were encouraged to match the
federal dollars to also incentivize the HIE concept. The intent
was to help new HIE initiatives overcome the initial fiscal
problems until the concept of HIE was accepted and supported
in the health care community. The act also enables the
comingling of private and public funds because the public
money was issued as a grant. Private organizations interested
in the pursuit of an exchange could augment their own budget
with public grant money to provide an advantageous fiscal
position not previously available.

The HITECH Act promotes the electronic exchange of clinical
health data across organizations with the expectation that access
to comprehensive patient information will help clinical
decision-making. Once again, the federal government defined
what the HIE should do, but stopped short of defining how it
should be done. There is general agreement that access to a
patient’s medical record at the point of care will help to avoid
duplicative tests, increase administrative efficiency, improve
disease management, and ultimately result in cost savings.
Interoperable health information may also help to identify and
avoid medication complications, thus increasing patient care
and safety. However, the fragmented health system in the United
States presents many structural, economic, and cultural
challenges to achieving a robust environment of electronic data
exchange [4].

In light of federal efforts to facilitate the adoption of EHRs and
formation of HIEs, the ONC, under the auspices of the
Department of Health and Human Services, tracks EHR adoption
rates for office-based providers and hospitals on its Health IT
Dashboard. In 2008, 17% of office-based providers used a basic
EHR, increasing to 40% in 2012. Similarly, in 2008, 13% of
hospitals implemented a basic EHR, growing to 56% in 2012.
A basic EHR includes patient demographics, patient problem
lists, medication histories, clinical notes, electronic orders for
prescriptions, laboratory results, and imaging results [15]. In
regard to the advancement of HIEs, the 2013 e-Health Initiative
Survey on Health Data Exchange identified 84 data exchange
initiatives out of 315 that are at advanced stages of operation
and thus able to support data exchange. This represents an
increase from 57 advanced initiatives in 2011. Growth trends
indicate a positive relationship between EHR adoption and HIEs
with exchange capacity [16].

However, it is important to note the distinction between HIE
capacity to exchange data from the actual rates of data exchange
by providers and health organizations. The absence of a viable
business plan or standard organizational structure of the
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exchange may have caused the rate of exchange to be lower
than desired. A recent study identified similar growth in
hospitals exchange of health information with other entities.
Exchange rates to providers outside the hospital’s organization
were 41% in 2008 and increased to 58% in 2012. In contrast,
data on HIE utilization rates among office-based providers is
more limited to narrower studies that focus on specific
specialties, user types, and geographic regions [17].

Although research has analyzed the EHR, HIE, and barriers to
adoption of both, no study maps the barriers reported over time.
This gap in the literature provides the basis for this article. The
aim of this study is to examine the frequency of barriers as listed
in published material from PubMed (MedLine), CINAHL, and
Google Scholar. From this analysis, a data map over time is
developed to better understand the dynamic nature of the results.
The results of this study enable future researchers to develop
empirical models and policy makers to exploit the successful
levers that generate a desired result.

Methods

Search terms were selected based on the experience of the
authors in the field of health care administration. The time-frame

for the literature review of 1993-2014 was selected out of
convenience. It was assumed that two decades would be
sufficient to capture trends. The years under study were Jan
2009-Mar 2014. This span was chosen because of the incentives
(grants) enabled by the ARRA, and also a concentrated study
on these years was expected to enhance the results.

Figure 1 illustrates the literature review process that identified
sources consisting of empirical studies, articles, editorials,
commentaries, opinion papers, organizational theories, and text
books. The window of time for this study eliminated 1528
records. Focusing on studies, full-text, English, academic
journals, and eliminating duplicates resulted in the removal of
an additional 1532 records. After 27 articles were identified and
reviewed, one additional article was selected from the references
of multiple studies. The final sample was 28.

There were no human subjects in this study; all information
came from secondary data sources. The studies used in this
research were sources that were publically available, and the
subjects could not be identified either directly or through
identifiers linked to the subject. This qualifies under “exempt”
status in 45 CFR 46. Therefore, IRB review was not required,
and consent from subjects was irrelevant.
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Figure 1. The literature review process.

Results

Table 1 illustrates the results organized by by the year in which
the literature was published. This table lists the associated
number, synchronized with the references section, the journal
publishing the article, the associated method, and the barriers
listed. For example, Rudin R et al. identified an inequity between
providers of the information and others (in disparate
organizations) that benefit from the presence of the information.
This was categorized into the barrier of “impedes competition”
[12]. Patel V et al identified an inequity of those who pay for
participation in the HIE and those who benefit, such as the
patient. This was categorized as both “impedes competition”
and “misaligned incentives” [13]. Numbers in the column
labeled “Art#” are not in order because the article was also used
in the literature review, and the authors wanted to synchronize
the list of articles in this study with its references section.

The authors categorized the barriers into 16 common themes,
and listed in parentheses the barrier interpreted from the studies’
results. A total of 28 articles identified 16 unique barriers.
Barriers are listed in the order of most identified. The numbers

in each column correspond to the study itself, synchronized
with the references. Three articles in Table 1 list the numbers
in italics. These articles were literature reviews. The authors
chose to include these studies for reasons of consistency and
reliability.

The number of articles identified and reviewed from 2009-2014
were 1, 5, 7, 7, 7, and 1, respectively, while the number of
barriers listed from 2009-2014 were 2, 12, 11, 8, 7, and 2,
respectively. In 2009, the only barriers listed were cost and
physician resistance [4]. In 2010, the 12 barriers were: cost,
efficiency/workflow, lack of technical support/technology gap,
impedes competition, value of HIE is difficult to measure,
privacy/security, usability, heavily dependent on leadership of
the organization, liability, physician resistance, decreases
quality, and increases error [2,10,18-20]. In 2011, the 11 barriers
listed were: cost, efficiency/workflow, lack of technical
support/technology gap, impedes competition, value of HIE is
difficult to measure, privacy/security, clinical data missing when
needed, usability, heavily dependent on leadership of the
organization, liability, misaligned incentives [12,13,21-25]. In
2012, the 8 barriers listed were: cost, efficiency/workflow, lack
of technical support/technology gap, impedes competition, value

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e26 | p.140http://medinform.jmir.org/2014/2/e26/
(page number not for citation purposes)

Kruse et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of HIE is difficult to measure, privacy/security, clinical data
missing when needed, and liability [14,26-31]. In 2013, the
barriers listed were cost, efficiency/workflow, impedes
competition, value of HIE is difficult to measure, clinical data
missing when needed, usability, heavily dependent on leadership

of the organization, lack of standards, and misaligned incentives
[32-38]. In 2014, the two barriers listed were
efficiency/workflow and usability [39]. Table 2 organizes the
barriers listed in the literature by the year in which the literature
was published.
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Table 1. Studies and barriers identified.

BarriersDateStudyArt #

viable business model, failure to obtain sufficient
participation, cost

2009Adler-Milstein J, Bates DW, Jha AK. Regional Health Information Orga-
nizations: progress and challenges

4

cost, security and privacy issues, liability, leader-
ship, strategic planning, and competition, technical
gap

2010Fontaine P, Ross SE, Zink T, Schilling LM. Systematic review of health
information exchange in primary care practices

2

cost, competition, privacy concerns, legal liability2010Vest J, Gamm L. More than just a question of technology: Factors related
to hospitals’adoption and implementation of health information exchange

7

cost, workflow, tech support, competition, non-
solidarity, usability

2010Ross SE, Schilling LM, Fernald DH, Davidson AJ, West DR. Health in-
formation exchange in small-to-medium sized family medicine practices:
motivators, barriers, and potential facilitators of adoption

10

missing data2010Tham E, Ross SE, Mellis BK, Beaty BL, Schilling LM, Davidson AJ. In-
terest in health information exchange in ambulatory care: a statewide
survey

11

privacy, difficulty to assess value of HIE2010Wright A, Soran C, Jenter C. Physician attitudes toward health information
exchange: results of a statewide survey

18

technology gap2010Dixon B, Zafar J. A framework for evaluating the costs, effort, and value
of nationwide health information exchange

19

gaps in data, workflow, usability, billing (cost),
inequity between providers of information and

2011Rudin R, Volk L, Simon S, Bates D. What affects clinicians’ usage of
health information exchange

12

those who benefit from the information (competi-
tion)

costs, tech support, inequity of those who pay ,
and those who benefit (impedes competition and
misaligned incentives), workflow, usability

2011Patel V, Abramson EL, Edwards A, Malhotra S, Kaushal R. Physicians’
potential use and preferences related to health information exchange

13

quality of care, effect on patients, cost, error, or-
ganizational efficiency, acceptance by physicians
and patients.

2011Joshi JK. Clinical Value-Add for Health Information Exchange (HIE)20

strong leadership, tech support, value of data2011Korst LM, Aydin CE, Signer JM, Fink A. Hospital readiness for health
information exchange: Development of metrics associated with successful
collaboration for quality improvement

21

cost, leadership, lack of value2011Adler-Milstein J, Bates DW, Jha AK. A survey of health information ex-
change organizations in the United States: implications for meaningful
use

22

structure of health care organizations (ownership),
tasks (workflow), people policies (liability), incen-

2011Lluch M. Health care professionals’organisational barriers to health infor-
mation technologies-A literature review

23

tives (cost), information and decision processes
(tech support)

not user-friendly (efficiency), need additional tech
support, data incomplete (data missing when
needed)

2011Gadd CS, Ho YX, Cala CM, Blakemore D, Chen Q, Frisse M, Johnson
K. User perspectives on the usability of a regional health information ex-
change

24

lack of value, technology gaps, gaps in data2011Hincapie AL, Warholak TL, Murcko AC, Slack M, Malone DC. Physi-
cians’ opinions of a health information exchange

25

legal concerns (liability), data security, costs,
competition, bureaucracy (efficiency)

2012Pevnick J, Claver M, Dobalian A, Asch S, Stutman H, Tomines A, Fu P.
Provider stakeholders’perceived benefit from a nascent health information
exchange: A qualitative analysis

14

tracking source of information (missing data),
patient matching (privacy), workflow, liability

2012Williams C, Mostashari F, Mertz K, Hogin E, Atwal P. From the ONC:
The strategy for advancing the exchange of health information

26

cost, technology gap, value, workflow2012Steward W, Koester K, Collins A, Myers J. The essential role of reconfig-
uration capabilities in the implementation of HIV-related health information
exchanges

27

cost, difficult to place value on HIE, missing data2012Deas TM, Solomon MR. Health information exchange: foundation for
better care (Perspectives)

28

cost, lack of value, competition, technology gap,
privacy

2012Kralewski JE, Zink T, Boyle R. Factors Influencing Electronic Clinical
Information Exchange in Small Medical Group Practices

29
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BarriersDateStudyArt #

usefulness (value), difficulty of interaction with
HIE (tech support), workflow

2012Myers JJ, Koester KA, Chakravarty D, Pearson C, Maiorana A, Shade S,
Steward W. Perceptions regarding the ease of use and usefulness of health
information exchange systems among medical providers, case managers
and nonclinical staff members working in HIV care and community settings

30

effectiveness of Master Patient Index (MPI) (pri-
vacy), tech support

2012Vest J, Jasperson JS. How are Health Professionals Using Health Informa-
tion Exchange Systems? Measuring Usage for Evaluation and System
Improvement

31

cost, provider pays while payer benefits, difficult
to measure value

2013Adler-Milstein J, Bates DW, Jha AK. Operational Health Information
Exchanges show substantial growth, but long-term funding remains a
concern

32

lack of awareness, decision support (workflow),
usability, interoperability (standards), missing
data

2013Dixon BE, Jones JF, Grannis SJ. Infection preventionists' awareness of
and engagement in health information exchange to improve public health
surveillance

33

limited interoperability (standards), competition,
cost

2013Furukawa MF, Patel V, Charles D, Swain M, Mostashari F. Hospital
electronic health information exchange grew substantially in 2008-12

34

workflow2013Campion T, Edwards A, Johnson S, Kaushal R. Health information ex-
change system usage patterns in three communities: practice sites, users,
patients, and data

35

standards, competition2013Miller A, Tucker C. Health information exchange, systems size and infor-
mation silos

36

costs, missing data, decision making (workflow),
leadership, competition

2013Ben-Assuli O, Shabtia I, Leshno M. The impact of EHR and HIE on re-
ducing avoidable admissions: controlling main differential diagnosis

37

cost, lack of value, competition2013Vest JR, Campion TR, Kaushal R. Challenges, Alternatives, and Paths to
Sustainability for Health Information Exchange Efforts

38

workflow, usability2014Thorn SA, Carter MA, Bailey JE. Emergency Physicians' Perspectives on
Their Use of Health Information Exchange
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Table 2. Barriers by the year published.

Instances of the
barrier

201420132012201120102009Barriers

15%1532, 34, 37, 3827, 28, 2912, 13, 22, 232, 10, 204Cost

13%133933, 35, 3714, 26, 27,
30

13, 23, 2410, 20Efficiency/workflow

13%1327, 29, 30,
31

12, 13, 21, 23, 24,
25

2, 10, 19Lack of technical support/tech gap

10%1034, 36, 37, 3814, 2812, 132, 10Impedes competition

10%1032, 3827, 28, 29,
30

21, 22, 2518Value of HIE is difficult to measure

7%714, 26, 29,
31

232, 18Privacy/security concerns

6%63326, 2812, 24, 25Clinical data missing when needed

5%5393312, 1310Usability

4%43721, 222Heavily dependent on leadership of
the organization

4%414, 26232Liability concerns

3%333, 34, 36Lack of standards

2%2204Physician resistance

2%23213Misaligned incentives

1%120Decreases quality

1%120Increases error

1%133Lack of awareness

972, 13%10, 63%8, 50%11, 69%12, 75%2, 13%# barriers (n=16)

1, 4%7, 25%7, 25%7, 25%5, 18%1, 4%# articles (n=28)

In 2009, only 2 out of 16 barriers (13%) were listed by only 1
of 28 articles (4%). In 2010, 12 of 16 barriers (75%) were listed
by 5 out of 28 articles (18%). In 2011, 11 of 16 barriers (69%)
were listed by 7 of 28 articles (25%). In 2012, 8 of 16 barriers
(50%) were listed by 7 of 28 articles (25%). In 2013, 7 out of
16 barriers (44%) were listed by 7 of 28 articles (25%). In 2014,
2 of 16 barriers (13%) were listed by only 1 of 28 articles (4%).

The barrier of cost was listed in the 2011 literature four times;
one of which was a literature review. Cost was listed in the 2013
literature four times, the 2010 and 2012 literature three times,
and in 2009 only once; in 2010-2012 one article was a literature
review. If literature reviews were removed from the analysis,
there would be a general increase in frequency of the barrier
cost. From 2009-2014, the barrier “cost” was listed 15 of 97
instances (15%), “efficiency/workflow” and “lack of technology
support / technology gap” were listed 13 of 97 instances (13%),
“impedes competition,” and “value of HIE is difficult to
measure” were identified 10 of 97 instances (10%),
“privacy/security issues” was listed 7 of 97 instances (7%),
“clinical data missing” was listed 6 of 97 instances (6%),
“usability” was listed 5 of 97 instances (5%), “heavily dependent
on leadership” and “liability” were listed 4 of 97 instances (4%),
“lack of standards” was listed 3 of 97 instances (3%), “physician
resistance” and “misaligned incentives” were listed 2 of 97
instances (2%), “decreases quality,” “increases error,” and “lack
of awareness” were each listed 1 of 97 instances (1%). The year

2010 revealed the greatest quantity of barriers listed (75%) and
the years 2011-2013 tied for the number of articles published
with barriers (25%).

Discussion

The concern of cost is discussed consistently in the literature,
mostly with the concern of “no viable business plan” listed as
the reason. This is not surprising. Very little participation in
HIEs occurred prior to the ARRA in 2009, and most folded due
to a lack of funding. The HITECH Act provided seed money,
and the federal government asked the states to match or
significantly contribute to the establishment of HIEs throughout
the country. The stimulus money evaporates in 2014. By the
end of 2014, HIEs will either develop a viable business plan or
close their activities.

The second most consistent barriers discussed were
efficiency/workflow, impedes competition, and value difficult
to measure. These barriers were discussed four of the six years
analyzed. The concept of participation in the HIE is intended
to provide better quality care, but it makes no promises of
efficiency. The concern that HIE participation will impede
competition is concerning because it flies in the face of the
altruistic nature of health care. This factor may be unique in the
United States due to the competitive nature of the health care
industry, the philosophy of health care as a privilege, and the
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nonholistic definition of medicine that focuses on the
identification and treatment of disease rather than promotion
of overall health. Those health care organizations that treat
Center for Medicaid and Medicare Services (CMS) beneficiaries
submit for reimbursement based on diagnosis, which implies
the presence of disease. The difficult nature of measuring the
benefit of HIE is also not surprising. The use of HIE resources
would not manifest itself in an obvious improvement of care;
instead, the use of HIE would most likely result in fewer tests,
for those that require tests, and the decrease of drug abuse for
those who “shop” for controlled medications by frequent
visitation of disparate emergency departments. The cost of
participating in the HIE may indeed be more than the cost of
duplicating the tests. In this regard, difficulty in measuring the
value of the HIE may also point to the issue of cost.

The technical aspect of HIE was also listed frequently. This is
an interesting item to be listed as a barrier which should have
been addressed by the HITECH Act with the establishment of
the Regional Extension Centers (RECs). These RECs provide
technical support specifically to organizations transitioning to
electronic health records and those interested in participating
in an HIE. The frequency of this barrier dropped off after 2011,
which could be a result of inter-organizational relationships
being established with the operation of the RECs.

Privacy/security concerns is also not surprising. The Health
Information Portability and Accountability Act (HIPAA) of
1996 creates an atmosphere of hypersensitivity for patient
privacy and the security of health related information. An
interesting observation is that the barrier “lack of standards”
did not appear in the literature until 2013. This barrier could be
accounted for by awareness, but the barrier “lack of awareness”
also did not surface until the same year, although with only one
third the frequency. Logically, an increase of awareness would
result in an increase of standards development which should
decrease the concern of privacy/security. The frequency of
privacy/security did drop off after 2012, which might be
indicative of the latter logic trail.

A limitation of this study is that it analyzes the frequency of
barriers based on the year in which the articles were published,
but it does not evaluate the year in which data were
collected/analyzed. The editorial process varies by journal and
quality of the initial draft. This could add 6 months or more to
the publication process. A deeper analysis of the data-collection
aspect of each article could make the focus of a future study.
Another limitation is that the publication process will decay the
internal validity of the study; for instance, more material will
be published in 2014 during the editing/reviewing process that
could contribute to the study.

The internal validity of this study seems otherwise sound. The
inclusion of other literature reviews illustrates the exhaustive
nature of the barriers mentioned. The only exception is the
literature review by Joshi et al [20]. This article was published
in 2010, but it could have easily focused on barriers mentioned

prior to 2009, which was the earliest inclusion criteria for this
study.

The external validity of this literature review seems strong.
Studies included in this review included countries external to
the United States; however, barriers in these countries might
be juxtaposed to those in the United States due to the
competitive nature of the health care industry in the United
States.

The frequency of the barrier “cost” may identify problems in
the future. By the end of 2014, federal funds for HIE initiatives
will cease, which could cause the number of HIEs in the United
States to plummet due to the lack of viable business plans. If
the United States wants to ensure the longevity of HIEs in the
country, it may need to lever additional incentives aimed at
providers, or require health plans to contribute to the HIE
programs. This raises several policy issues for the government
to consider. Master patient indices at HIEs will only be effective
if common data standards are in place across the nation.

The frequency of the barrier “efficiency/workflow” may be
indicative of waste in the process of exchanging clinical data.
Process improvement managers, or those familiar with Lean
practices, need to map existing processes and take steps to
eliminate wasted steps or procedures. By optimizing the process
at the point of care, providers can feel confident that existing
workflow procedures are efficient. If tools used to access data
through HIEs are part of an inefficient process, the tools will
simply transform them into expensive inefficient processes.

Additional measures could be taken by developers to alleviate
the barrier “efficiency/workflow.” Developers should increase
their efforts to collect user needs and established workflows of
users. Additional efforts at this step of software development
could ensure ease of use for tools that access and contribute to
HIE resources. These tools should be integrated into existing
workflows, and the tools should be easily navigable. Accessing
data through HIE should augment the effectiveness of care, and
should not decrease the efficiency of care. The absence of
concerns about privacy and security may only indicate the steady
state of expectations of the same.

To address the barrier “lack of technical support,” managers at
RECs should focus closely on the local HIE efforts and reach
out to the corresponding Regional Health Information
Organizations (RHIOs). The RECs should help organizations
realize improvements in both efficiency and effectiveness
through the use of HIEs. The managers at Regional Health
Information Organizations (RHIOs) should realize that the
services that they provide should not take any longer to access
than the repeated tests that the HIEs are supposed to mitigate.
Managers at RHIOs should also reach out to senior leadership
at organizations that could participate in HIEs to win their
confidence. Once senior leadership is convinced of the value
of HIE, our nations should see additional participation and
inter-organizational trust that would overcome competitive
environments.
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Abstract

Background: Much attention has been given to the proposition that the exchange of health information as an act, and health
information exchange (HIE), as an entity, are critical components of a framework for health care change, yet little has been studied
to understand the value proposition of implementing HIE with a statewide HIE. Such an organization facilitates the exchange of
health information across disparate systems, thus following patients as they move across different care settings and encounters,
whether or not they share an organizational affiliation. A sociotechnical systems approach and an interorganizational systems
framework were used to examine implementation of a health system electronic medical record (EMR) system onto a statewide
HIE, under a cooperative agreement with the Office of the National Coordinator for Health Information Technology, and its
collaborating organizations.

Objective: The objective of the study was to focus on the implementation of a health system onto a statewide HIE; provide
insight into the technical, organizational, and governance aspects of a large private health system and the Virginia statewide HIE
(organizations with the shared goal of exchanging health information); and to understand the organizational motivations and
value propositions apparent during HIE implementation.

Methods: We used a formative evaluation methodology to investigate the first implementation of a health system onto the
statewide HIE. Qualitative methods (direct observation, 36 hours), informal information gathering, semistructured interviews
(N=12), and document analysis were used to gather data between August 12, 2012 and June 24, 2013. Derived from sociotechnical
concepts, a Blended Value Collaboration Enactment Framework guided the data gathering and analysis to understand organizational
stakeholders’ perspectives across technical, organizational, and governance dimensions.

Results: Several challenges, successes, and lessons learned during the implementation of a health system to the statewide HIE
were found. The most significant perceived success was accomplishing the implementation, although many interviewees also
underscored the value of a project champion with decision-making power. In terms of lessons learned, social reasons were found
to be very significant motivators for early implementation, frequently outweighing economic motivations. It was clear that
understanding the guides early in the project would have mitigated some of the challenges that emerged, and early communication
with the electronic health record vendor so that they have a solid understanding of the undertaking was critical. An HIE
implementations evaluation framework was found to be useful for assessing challenges, motivations, value propositions for
participating, and success factors to consider for future implementations.

Conclusions: This case study illuminates five critical success factors for implementation of a health system onto a statewide
HIE. This study also reveals that organizations have varied motivations and value proposition perceptions for engaging in the
exchange of health information, few of which, at the early stages, are economically driven.
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Introduction

Investing in Health Information Technology
The Health Information Technology for Economic and Clinical
Health, HITECH, Act, enacted as part of the American Recovery
and Reinvestment Act of 2009, set a national goal of investing
in health information technology to improve health care delivery.
To meet this goal, the electronic exchange of health information
between providers is essential to ensure coordinated, efficient,
and quality care. This exchange can be accomplished through
various local, regional, or statewide organizations that build the
infrastructure to facilitate secure health information exchange
(HIE); the federal government has already entered into
cooperative agreements with 56 states and territories to fund
infrastructure to enable these efforts [1]. HIE is a complex and
emergent system of structures and actions, which varies in scope
and scale. The current study discusses HIE as both the act of
exchanging health information between two collaborating
organizations, and the entity that facilitates such exchange. The
goal of this study, which focuses on the implementation of HIE
as an interorganizational health care system, is to understand
the organizational motivations and value propositions apparent
during HIE implementation. These value propositions are
analyzed through an interorganizational system (IOS)
information technology (IT) governance lens that considers the
technical, organizational, and governance dimensions of HIE
value. We apply the framework to: (1) evaluate HIE
implementation challenges, successes, and lessons learned; and
(2) extract value propositions across organizational stakeholders.

Health Information Exchange
Much attention has been given to the proposition that the
exchange of health information is a critical component of a
framework for health care change, the Triple Aim being: (1)
better patient experiences through quality and satisfaction; (2)
better health outcomes of populations; and (3) reduction of per
capita cost of health care [2]. These changes will rely on
organizational entities that have entered cooperative agreements
with the federal government to provide technical infrastructure,
organizational structure, and governance mechanisms for
completing the act of HIE [1]. The act of HIE, described various
ways in the literature, can be conducted across affiliated
physicians’ offices, hospitals, and clinics; or can occur between
completely disparate systems [3,4]. HIE across disparate systems
allows clinical information to follow patients as they move
across different care settings, whether or not they share an
organizational affiliation. For example, this might include a
hospital or health system connected to an HIE network that is,
in turn, connected to several for-profit and not-for-profit
competing hospitals or health systems networks. On a broad
scale, this type of HIE holds great promise for achieving the
Triple Aim goals.

Health Information Exchange Benefits and Challenges
The implementation and use of HIE technology have influenced
patient care by allowing providers direct access to health
information, reducing time to obtain health information, and
increasing providers’ awareness of patient interactions with the
health care system [5]. The benefits and challenges of HIE have
been studied in prior research. Regarding patient experiences,
previous studies have found improved coordination of care and
enhanced patient health outcomes for human immunodeficiency
virus patients [6], higher patient satisfaction [7], informed
patient care [8], efficient care [8], and positive patient perception
of impact on care coordination [9]. However, others have found
that the benefits of HIE in relation to patient outcomes are
limited [10].

From a broader provider and patient perspective, timely sharing
of a patient’s clinical information can improve the accuracy of
diagnoses, reduce the number of duplicative tests, prevent
hospital readmissions, and prevent medication errors [3,11,12].
From a public health perspective, the exchange of health
information has fostered positive relationships with public health
agencies [13], improved public health surveillance [14], and
increased the efficiency and quality of public health reporting
[15].

Though the theoretical case for HIE on reducing the utilization
and cost of health care services is compelling and has received
a great deal of emphasis [16], empirical evidence is still
inconclusive [17,18]. This may reflect the nascent nature of
HIE, especially between disparate systems, and the fact that
these systems and the context are complex and emergent. For
example, HIE has faced challenges like those of other new IT
initiatives, disparate and noninteroperable information
technologies [19,20]; a range of technical, work flow, and
organizational challenges to exchanging information [17,21];
and a variety of governance challenges [22,23]. Yet the HIEs
that have continued to operate have done so with evolving and
maturing technical, organizational, and governance structures
[24-27].

Still, much more research is needed to understand HIE, how it
operates, what factors contribute to success, and even how
success should be defined. At this early phase of HIE
development and implementation, it is important to study the
system and its context to improve upon existing methods, tools,
and frameworks. This study investigates the value of HIE from
an IT implementation perspective. Specifically, it asks what
motivations, challenges, and successes lead to value realization
across organizations working together to on-board to a state
HIE? The sociotechnical systems (STS) approach of this study
applies an IOS framework developed through previous work to
understand blended value across participating organizations.
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Sociotechnical Systems Approach
An STS approach examines social/community links to the
technical [28]. STS design includes several levels of abstraction
including mechanical (hardware), informational (software),
psychological (person), and social (community). Such an
inclusive approach is aimed at understanding interdependent
linkages between increasingly complex social and technological
components. Working together, these components consider
social motivations and accomplish a set of social goals that
otherwise would not be realized.

The highest-order social benefit (human life) of health
information sharing are stated quite succinctly by Porter and
Teisburg [29], “The social benefits of results information will
be even greater in health care than in the financial markets,
because the physical well being of Americans is at stake.” Social
value factors include the range of intangible and actor-based or
organizational considerations that contribute to collaboration
success. Furthermore, two studies almost 20 years apart suggest
that successful IT project advancement is frequently associated
with social elements [30,31]. In his book on infrastructure
delivery in public-private collaborations, Mody [32] draws from
the railway and transportation systems examples to suggest that
social considerations, such as being able to deliver goods and
information to the right place at the right time, might exceed
those of economic returns and could exert greater significant
pressure.

Therefore, examination of the social motivations and benefits
deserve to be considered in a different light than a customary
return on investment model commonly considered in information
exchange in the business world. This blended value proposition
has been defined as the combination of social and economic
value used to maximize total returns where “the core nature of
investment and return is not a tradeoff between social and
financial interest, but rather the pursuit of an embedded value
proposition composed of both” [33]. Emerson [33] continues,

Societies cannot function strictly on the basis of their
economic enterprise. It is social commerce that allows
individuals and institutions to pursue the traditional
financial returns sought by mainstream financial
capital market players. [J Emerson]

An STS approach, which focuses on systems that are both
technologically sound and socially sustainable [34], has been
applied to the study of HIE because of the multiple
organizations, user types, hardware and software technologies,
and sociopolitical motivations and goals involved in its
composition. Though relatively few studies have examined an
HIE network in operation, a sociotechnical approach was
previously applied and shown to be appropriate to the study of
HIE [5].

Interorganizational Systems Implementations
An IOS is an IT-based system shared by two or more
independent organizations [35]. Prior research on IOSs focused
on the cross-organizational features of an STS [35,36]. While
the implementation of IOS has been studied for decades across
a wide array of industries, few studies have addressed health
care, and fewer still have addressed HIE. IOS studies show the

importance of: (1) learning from early adopters [37], and (2)
evaluating the process of implementation to understand lessons
learned and the real and perceived value of an IOS [38,39].

From Interorganizational System to Health
Information Exchange Implementations
Evaluations of information system collaboration require looking
beyond a single focus and attending to multiple dimensions
[40]. This perspective acknowledges that the collaboration of
multiple stakeholders may hold the potential to create something
new and better, as well as to create public value [41]. Similarly,
a multidimensional perspective is required in evaluating the
exchange of health information [42].

Evaluations of HIE and the benefits and challenges of
exchanging health information have been studied in various
contexts. For example, a 2011 study suggested that US $2
million in uncompensated care cost recovery is achievable with
use of the nationwide HIE (now eHealth Exchange) as applied
to disability determination [43]; and a more recent study
estimated the resource utilization impacts resulting from using
eHealth Exchange for emergency department visits [44]. Yet,
few studies exist regarding the value of HIE at a statewide level.
While these economic findings are important and may drive a
sustainable IOS, understanding social value or motivation is
important to HIE implementation.

As states end their cooperative agreements with the federal
government, it is helpful to understand the challenges, successes,
and lessons learned from an early on-boarder or implementation.
While literature exists about information systems
implementations across various industries, little is known about
health systems implementations between public-private entities
(eg, a private hospital and state HIE).

The aim of this case study is to provide insight into the technical,
organizational, and governance aspects of a large private health
system (Inova Health System) and the Virginia statewide HIE
(ConnectVirginia EXCHANGE), organizations with the shared
goal of exchanging health information. In this case study, the
Blended Value Collaboration Enactment Framework, a
multidimensional value framework [45], discussed later in this
paper, provided a conceptual framework for evaluating the
implementation process by which an organization becomes
connected to a system to facilitate the exchange of information
(ie, on-boarding), the first, to our knowledge, on-boarding to
ConnectVirginia EXCHANGE.

Methods

Overview
The study design comprised direct observation, informal
information gathering, document analysis, and semistructured
interviews to study HIE implementation across technical,
organizational, and governance dimensions. The study assessed
the first, to our knowledge, on-boarding of a health care system
onto the Virginia statewide HIE, ConnectVirginia EXCHANGE,
using a formative evaluation of the implementation phase of
the systems development life cycle. The study did not address

JMIR Med Inform 2014 | vol. 2 | iss. 2 |e19 | p.151http://medinform.jmir.org/2014/2/e19/
(page number not for citation purposes)

Feldman et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the exchange of information, but rather the process of HIE
implementation.

Study Setting and Background

ConnectVirginia EXCHANGE
In March 2010, the Office of the National Coordinator for Health
IT (ONC) awarded state cooperative agreements to the states
and territories in the United States to develop infrastructure
supporting the electronic exchange of health information. At
that time, the Virginia Department of Health (VDH), the
state-designated entity for Virginia, was awarded US $11.6
million. In September 2011, Community Health Alliance (CHA)
was awarded a contract from VDH to build the Virginia
Statewide HIE, ConnectVirginia. The organization to
accomplish this statewide was subsequently initiated. Statewide
HIEs were required to enable information exchange using
standardized technologies, tools, and methods. Between
September 2011 and February 2014, ConnectVirginia designed,
tested, developed, and implemented three technical exchange
services: (1) ConnectVirginia DIRECT Messaging (a secure
messaging system), (2) ConnectVirginia EXCHANGE (the
focus of this study), and (3) a Public Health Reporting Pathway
(a pathway with VDH for public health reporting).
ConnectVirginia EXCHANGE is a query/retrieve service in
which a deliberate query passively returns one or more
standardized continuity of care documents (CCDs; these provide
a means of sharing standardized health data between
organizations) from any other “system” on-boarded and
connected to ConnectVirginia. This study examines and reports
on the first implementation to ConnectVirginia EXCHANGE
by Inova Health System (Inova).

Inova Health System
Inova [46] primarily serves the Northern Virginia and
Washington, DC, markets and includes five hospitals with more
than 1700 licensed beds and 16,000 employees. This
comprehensive network of inpatient hospitals also includes
outpatient services and facilities, primary and specialty care
physician practices, and health and wellness initiatives. The
inpatient facilities use a well known electronic health record
(EHR), and the affiliated outpatient practices have access to
that EHR. In keeping with Inova’s vision to increase value for
patients and build an integrated network within and outside of
their own hospitals, Inova became the first node to on-board to
the ConnectVirginia EXCHANGE.

Electronic Health Record System
The EHR software involved in this study is primarily for
mid-size and large medical groups, hospitals, and integrated
health care organizations spanning clinical, access, and revenue
functions. It provides an intranetwork data-sharing pathway
(this specific EHR to this specific EHR), as well as an external
data-sharing pathway (this specific EHR to a different EHR or
system). Use of the external data-sharing pathway is the subject
of this implementation study.

Research Process
ConnectVirginia initiated and managed the on-boarding process.
The on-boarding process for Inova began with a kick-off
meeting on August 2, 2012, and concluded with a test to
exchange electronic documents with ConnectVirginia on April
26, 2013 (184 total workdays). Along with Inova and
ConnectVirginia, implementation involved two critical
subcontractors: (1) MEDfx (the software vendor for
ConnectVirginia), and (2) MedVirginia (the CCD content
consultant). Figure 1 shows the evaluation timeline.

Figure 1. Evaluation timeline.

Formative Evaluation of Information Systems
Implementations
To assess the HIE implementation process from the perspective
of an STS, this study used a formative evaluation methodology.
Formative evaluations are widely used in young and developing
initiatives to enable continuous improvement throughout the
development and implementation stages [47,48]. From a
practical perspective, this approach allows organizations to learn
from past mistakes and develop better methods for assessing
success [42,48]. This methodology allowed researchers to
investigate the first implementation of ConnectVirginia
EXCHANGE for a new and emergent type of system (ie, HIE)
that is rapidly expanding across thousands of US health care
systems.

To study IT implementations, Cooper and Zmud [49] proposed
a diffusion process model of IT implementation that includes
factors influencing implementation. Their model captures both
the process and its context, subcategorized into stages. For
example, their diffusion process model of IT implementation
proposes six stages: (1) initiation, (2) adoption, (3) adaptation,
(4) acceptance, (5) routinization, and (6) infusion. The present
HIE evaluation covers only the adoption and adaptation stages
of Cooper and Zmud’s model, which include: (1) gaining
organizational backing for implementing IT applications, and
(2) developing and installing IT applications, and developing
and revising organizational policies and procedures for ongoing
use of the IT applications. The classic system development life
cycle recognizes four distinct implementation phases that can
be used in IT evaluations: (1) preimplementation, (2) during
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implementation, (3) postimplementation, and (4) routine
operation [42]. Evaluations such as this study conducted on the
“during implementation” stage, use qualitative methodology
[47,48]. It has been suggested that evaluations during this stage
may be more important than those providing proof of outcomes
[50], as the former can provide guidelines and lessons learned
for others. The methods applied herein aim to extract valuable
measures, and disseminate lessons learned for other HIE
implementation efforts.

Information Technology Implementation Measures
Evaluations of the exchange of health information can be
challenging [51], partly due to the lack of any single model for
HIE [50]. Implementation measures are generally chosen for
their value to stakeholders [52]. Evaluations should determine
not only how well a system works, but also how well it works
for particular users in a particular setting [42].

Several measures have been applied to evaluations of IT
implementations. Categories span different levels of abstraction
including: (1) technical, (2) organizational, and (3) governance.
In prior research, implementation measures pertaining to both
technical and organizational dimensions included: (1) degree
and type of data usage [50,53-55], (2) level of complexity of
business processes [56], (3) completeness of information
[47,50,54], (4) resistance to change [56], (5) unintended
consequences [50,53], and (6) facilitators [47] and barriers
[47,50] to implementation. Organizational and governance
dimensions in implementations include: (1) communication
[47], (2) trust [47], (3) organizational structure [53], (4)
sustainability [12,54,57,58], (5) roles and power relations
between participants [56], (6) levels of leadership commitment
[47], and (7) representativeness and motivations of stakeholders
[47,50,57].

The technical, organizational, and governance aspects of HIE,
as well as their interactions with each other; provide a basis for
the evaluation measurements currently utilized [42]. These
measures were applied to the study of ConnectVirginia
EXCHANGE within the context of a previously tested analytical
framework for HIE [43].

Analytical Framework
Enactment theory describes how people act within organizations
[59]. When people carry out an act, they take into account their
past experiences, events, and structures; determine a course of
action; and then set that course into action. It is a form of social
construction. Fountain’s technology enactment framework builds
on enactment theory and considers that technical factors and
organizational structures are embedded within each collaborating
organization, and that the relationship between multiple factors
is critical [60]. Others have suggested that while technical
performance is a crucial element in any resulting information
exchange between organizations, successful interorganizational

data exchanges frequently hinge on organizational and
governance factors [56,61-63]. However, other research notes
that motivational factors and context can be the true
underpinnings of collaboration [64,65]. As such, collaborations
for information exchange require organizations to look beyond
a single focus and give attention to multiple dimensions of
collaboration [40].

Based on the aforementioned work of Fountain, Schooley, and
Emerson, and because of its prior use and demonstrated utility
in assessing multi-organizational HIE efforts, the Blended Value
Collaboration Enactment Framework was used to guide
implementation and evaluation [45] (Figure 2 shows this
framework). Framework development drew upon STS concepts
and frameworks. Its importance for this study is that the
framework: (1) considers each organizational stakeholder and
its respective social and economic motivations for participating
in HIE; (2) differentiates between technical, organizational, and
governance dimensions; and (3) focuses on determining value
propositions across stakeholders. For this study, and within the
context of HIE, technical is defined as elements associated with
the system or infrastructure; organizational is defined as
elements associated with any and all of the stakeholders; and
governance is defined as elements associated with decision
making [45].

The above framework also considers the value proposition of
HIE across stakeholders, including the social and economic
motivations that lead to a more successful and sustainable HIE.
A value proposition can be defined as the implicit promise of
mutual value to the organization and its customers and/or
partners [66]. For example, an in-depth case study of the fashion
industry found that interorganizational value propositions could
have both “hard” elements (economic gain, technological
mastery, etc) and “soft” elements (brand identity, trust
relationships, etc) [67]. Past research on HIE has illustrated that
each stakeholder organization has its own value-driven
motivations for participating in the exchange of health
information, social including clinical (eg, “Is this the right thing
to do for public health and wellness?”) versus economic (eg,
“How does this impact our financial bottom line?”).

The intended output of the Blended Value Collaboration
Enactment Framework is the resulting system performance [45].
Since this study reports on the implementation of HIE and not
on its actual use (from which system performance would be
derived), the “output” section of Figure 2 has been modified in
Figure 3 to reflect critical success factors, as is more appropriate
for implementation studies [68]. The framework also proposes
that motivations and value propositions may change of over
time (T1 and T2 in Figure 2). This study investigates only the
implementation stage and does not evaluate how these
dimensions change over time. Therefore, only the unshaded
areas of the framework are germane to this analysis.
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Figure 2. Blended Value Collaboration Enactment Framework [45]. T1 and T2= changes over time.

Figure 3. Blended Value Collaboration Enactment Framework. T1 and T2=changes over time.

Observation, Informal Information Gathering, and
Document Analysis
Data collection took place August 2012-June 2013 by one of
the authors, who was the external evaluator to ConnectVirginia
and not part of the implementation team. A total of 36 hours of
observation of the on-boarding process occurred across planning,
coordination, implementation, and problem-solving meetings
held either in-person or via conference calls. Each organization
was represented in each meeting, and the meetings provided an
environment for conducting informal information gathering.
Various documents, such as meeting notes and detailed meeting
minutes, were also analyzed.

Semistructured Interviews
Qualitative methods were employed to understand how and why
the factors in each dimension contribute to or influence the
overall implementation and value derived. At the end of the
project (between May 8 and June 24, 2013), 12 60-minute,

semistructured in-person interviews were conducted across the
five participating organizations (ConnectVirginia, MEDfx,
MedVirginia, EHR vendor, and Inova). Table 1 provides
additional details about the interviewees. Purposive sampling
was used to select interviewees based on: (1) their belonging
to one of the above-mentioned organizations, and (2) their
degree of participation in the on-boarding process. For example,
individuals who participated in the majority of project manager
(PM), technical, or system testing meetings were invited for
interviews, and all invitees agreed to participate. Persons such
as consumers of the exchanged health information (ie, clinicians)
were not interviewed because, at the time of the study, there
was no routine exchange of information for real-world use.
Interviews were conducted by one of the authors with expertise
in conducting interviews, and who was also the external
evaluator to ConnectVirginia and not part of the implementation
team.

Interview questions were designed to develop a clearer picture
of the on-boarding process, to recreate the actual timeline, and
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to support information from calls, documents, and informal
information gathering. Table 2 provides a sampling of interview
questions. Not all questions were appropriate for all
interviewees, and therefore were not asked to all interviewees.

Likewise, if interviewees had in-depth knowledge of a particular
process, secondary questions were asked that may or may not
have been used for other interviewees.

Table 1. Interviewee’s by organization, position, and role.

Role during implementationPositionOrganization

OversightExecutive DirectorConnectVirginia

Daily operations management of the implementationPM

OversightChief Operations OfficerMEDfx

Daily operations management of the implementationPM

OversightChief Information OfficerMedVirginia

CCD content validationSystems Analyst

Provided vendor support during the implementationApplication Support Specialist (x3)EHR vendor

Oversight and internal championExecutive Vice President and Chief
Technology Officer

Inova

OversightSenior Vice President and Chief Informa-
tion Officer

Daily operations management of the implementationPM

Table 2. Sample interview questions.

Sample interview question types

Technical

What were the initial technical processes involved in on-boarding to ConnectVirginia?

What technical advances and/or information could have streamlined the on-boarding process?

What technical challenges emerged and how were they addressed?

Were any technical “workarounds” employed? If so, please explain.

What technical processes were particularly successful and why?

To what extent was the technical assistance that you received helpful?

Please describe your current level of HIE (eg, within your organization, outside your organization, labs, etc).

Organizational

To what extent did organizational leadership impact the on-boarding process?

What is the value proposition of on-boarding to ConnectVirginia?

What organizational challenges emerged and how were they addressed?

What is needed to have HIE become a standard of care?

What was particularly successful regarding organizational leadership?

Governance

What were the key elements of the governance structure within your organization for on-boarding to ConnectVirginia?

What governance structures do you see as vital for sustainability or growth of HIE across ConnectVirginia?

To what extent were on-boarding guides governing implementation useful, helpful, or challenging?

Data Analysis
Interviews were transcribed verbatim and imported into
ATLAS.ti, a qualitative data analysis software application [69].
The Blended Value Collaboration Enactment Framework was
used to guide the analysis. Each dimension from the framework
(technical, organizational, and governance) was used to provide
a predefined coding structure frame. The framework also

provided predefined coding categories for critical success factors
and value proposition of the implementation (Figure 4 shows
this coding structure). Interview transcripts were coded and data
attributed to the appropriate category. Challenges, lessons
learned, and sustainability were not part of the predefined
categories; so new code categories were created.  Data were
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coded and then checked by multiple researchers for interrater
reliability.

All interview data were analyzed to understand the challenges,
successes, and lessons learned within each dimension (technical,
organizational, and governance) and within each collaborating
organization (ConnectVirginia, MEDfx, EHR vendor, and Inova)
of on-boarding to an HIE network (in this case ConnectVirginia

EXCHANGE). Data were also analyzed to gain insight into
issues that would provide meaningful information regarding
factors contributing to success, value, and sustainability. Using
ATLAS.ti, this was performed by comparing organizations and
code families. For example, all stakeholder groups and all codes
related to challenges were selected to compare stakeholder
positions relative to challenges. Data were then exported to
Excel to view frequencies.

Figure 4. Coding structure. CCD=continuity of care document, EHR=electronic health record.

Results

Lessons Learned
The lessons learned, as derived from the challenges and
successes, are summarized in Table 3 across technical,
organizational, and governance dimensions. Each subsequent

subsection (technical, organizational, and governance) serves
to unpack those lessons learned in terms of challenges and
successes. Collectively, the findings not only provide a
retrospective account of Inova’s efforts in on-boarding to
ConnectVirginia EXCHANGE, but also offer insights into
various other stakeholders for future on-boarding efforts.
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Table 3. Lessons learned from challenges and successes by dimension (technical, organizational, and governance).

SuccessesChallengesLessons learned

Willingness to develop workarounds to unexpected software
challenges, such as incompatible EHR versions.

Determine the most efficient environment for testing,
decoupled from decision processes, actions, and depen-
dencies from other stakeholders.

Technical

Gain commitment from implementation site to set high prior-
ity on HIE implementation.

Provide oversight and follow-up to increase technical
understanding of appropriate on-boarding guides across
all stakeholders.

Use an EHR system specific CCD for validation, not
a vendor supplied CCD template.

Conduct testing and implementation in clearly commu-
nicated iterations.

Articulate goals and priorities with vendors.

Understand roles and required resources in order to
minimize time gaps and maximize efficiency.

Participation of health system leadership.Account for competing IT priorities across organiza-
tions.

Organizational

Timely and accurate communication, especially by and be-
tween the HIE and the health system.

Understand, communicate, and appreciate varying
stakeholder value proposition/motivations.

Allocate appropriate human resources at the outset.

Project champion possesses decision-making power, or, as
needed delegates appropriate decision making power to others.

Ensure governance is in place, including policies,
procedures, guidelines, and oversight across all orga-
nizations.

Governance

Obtain commitments from governance body early on
to facilitate project continuity.

Technical Dimension
This on-boarding effort between Inova and ConnectVirginia
entailed a range of technical activities and coordination to
achieve success. There were four major challenges: (1) the
testing environment, (2) the on-boarding guides, (3) the CCD,
and (4) the vendors, and various successes contributed to the
lessons learned.

Challenges

The Testing Environment
Regarding the testing environment, many interviewees felt that
significant time early in implementation was spent determining
which Inova environment would be used for testing. Inova had
two environments capable of producing CCDs: (1) test, and (2)
proof of concept (POC); the latter is connected to the EHR
vendor’s connected network. Inova elected to use the POC
environment, which created work inefficiencies across Inova
and the EHR vendor. Analysis revealed the challenge, every
time Inova wanted to conduct software tests, it required the
EHR vendor team to sign into POC, input scenarios, and start
the testing. The EHR vendor team considered these manual
steps as wasting time, which resulted in testing delays. An
interviewee discussed this issue,

Had we chosen in the very beginning to use the test,
we would not have had any difficulty setting up test
patients to test in ConnectVirginia...[New
on-boarders] should think long and hard about their
testing environment and it should be done early in
the process. [An interviewee]

A review of meeting notes shows that this process took
approximately four weeks, whereas participants believed it
should have taken less than two weeks. During this time,
frustrations from Inova, ConnectVirginia, and MEDfx were
observed by one of the researchers, who was consistently on
the conference calls. These frustrations were a direct result of
Inova’s reliance on the vendor related to CCD testing.

The lesson learned from the challenge of choosing a testing
environment was that this should be done independent of other
stakeholder actions. Determine the most efficient environment
for testing, decoupled from decision processes, actions, and
other dependencies from other stakeholders. 

The On-Boarding Guides
ConnectVirginia provides four guides to assist on-boarders: (1)
checklist, (2) implementation, (3) testing, and (4) content, which,
unless specified, will be referred to collectively as “on-boarding
guides.” Not all guides are meant to be read by all parties. For
example, the EHR vendor should read content guides, and
testing guides should be read by the on-boarding organization.
Many of those involved with this implementation had the
perspective that the on-boarding guides were not read by the
correct parties (or at all by anyone), but that, had they been,
certain on-boarding tasks could have gone more smoothly and
challenges could have been avoided. For example, the checklist
is to assist in creating a shared understanding of the data needed,
relative to the data available; for example, it requires data on
all the laboratory tests that could possibly be run by the
on-boarding organization. Several interviewees suggested that
this document is long, complex, difficult to read, and
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overwhelming to the reader, and therefore does not get
completed. However, it is an important element in setting up
the CCD for validation. An interviewee suggested that it would
be better to go through the checklist section by section to
determine whether the data are present or absent.

The implementation and testing guides are provided to create
a shared understanding and level set of expectations about the
requirements for implementation and testing. From the meeting
notes and interviews, it was clear that these guides were not
read to the degree needed for the project. An interviewee
explained, “Regardless of how painful [you] think it might be,
read the [on-boarding] guides cover to cover.” This same
interviewee thought the on-boarding guides were very well
written and provided plenty of the necessary helpful information.
Another interviewee suggested that discussing the on-boarding
guides among the implementation group would allow time for
conversation and might raise issues not easily discovered by an
individual, which are illuminated when discussed in a group.
Last, the content guide is provided to streamline CCD validation
testing. This guide defines what the CCD should have in terms
of object identifiers and the corresponding descriptions. Several
interviewees felt many misunderstandings could have been
avoided had this guide been read and discussed.

The lesson learned was to provide oversight and follow-up to
increase technical presentation, reading and understanding of
appropriate on-boarding guides across all stakeholders.

Continuity of Care Documents
The challenges with CCDs and HIEs are well documented in
the literature [43,45,70]. Initially, the EHR vendor wanted to
provide only template CCDs and not CCDs specific to Inova’s
EHR system, which includes customization. MedVirginia, which
conducted the CCD content validation, requested CCDs specific
to Inova’s system to ensure that a CCD could be sent and
received from Inova’s customized and nuanced system. Using
a standardized vendor template does not account for health
system customizations and risks not passing validation in the
eHealth Exchange environment. An interviewee noted,

A scrubbed [vendor template] CCD will probably not
have any issues, but when it comes to testing a CCD
from the actual system, there are going to be issues,
so you should not expect that just because the sample
[vendor template] passed, that the node CCD will
pass; it probably won’t. [An interviewee]

Meeting notes and interviews reflect the opinion that this issue
required too much time devoted in isolation and should have
been handled along with other on-boarding tasks. For example,
many participants commented that the technical piece (getting
systems to talk) and the content piece (the CCD) should have
been conducted in parallel, rather than sequentially. An
interviewee thought the CCD issue could have been managed
in parallel to solving an issue with handshakes (ie, bidirectional
system-to-system acknowledgement),

While the CCD is the end point, the handshake had
issues. [The Inova] server has to be recognized by
MEDfx before any exchange can even happen. [An
interviewee]

Once CCD validation was underway, many felt that the
on-boarding process, while excellent and thorough, needed to
strike a better balance between the acceptable and the desirable.
Several interviewees felt that if all parties had agreed on
prioritization of issues (ie, with less attention to details that do
not matter), the CCDs could have passed testing much sooner
and had an earlier completion date.

The Vendors
For example, the top priority for the EHR vendor was to get the
technical pieces to work from their end of the HIE. The vendor’s
goal was to focus on passing a CCD; not passing a CCD that
conforms to the updated eHealth Exchange specifications. Since
EHRs undergo a wide variety of customization, this is a critical
requirement nuance relative to future participation in eHealth
Exchange. While it may have been acceptable to use a template
CCD, it was desirable (because of customizations and future
eHealth Exchange participation) to conduct CCD validation
with a system CCD. Participants other than the EHR vendor
felt the vendor was not focused on developing a technology to
support all other stakeholder value propositions and motivations.

An interviewee described how differing priorities across
stakeholders impacted the HIE outcome,

Given the experience with [the EHR vendor], it is
important to communicate to clients that this [their
decision to limit the CCD] might impact what type of
approval is granted at the end of on-boarding,
because [Inova] ended up with a conditional approval
based on some of the things that we knew [the EHR
vendor] wasn’t going to budge on. [An interview]

As noted above, Inova received only conditional approval as
an HIE participant/node. The conditional approval was the result
of a 90 day medical record date range limitation imposed by
the EHR vendor’s CCD implementation for this project. The
US Social Security Administration requires more than three
months of medical records in order to conduct disability
determinations, but the vendor’s implementation allowed only
three months’ worth of data. In this regard, an interviewee
observed,

Once we got into the testing process, that unveiled a
lot of proprietary issues with [the EHR vendor], even
though they say their CCD is compliant. They have
certain things that are built into their product, mainly
from a competitive stand point. Inova was very reliant
on [the EHR vendor], and I think somewhat unaware
where those proprietary issues might impact
on-boarding to any statewide HIE. [An interviewee]

Interviewees had comments about both the EHR vendor and
MEDfx. Many considered the EHR vendor inflexible and
unknowledgeable, especially with regard to the 90 day medical
record date range limitation and requirements by the U.S. Social
Security Administration, a critical component in the value
proposition. Interviewees also felt that MEDfx was developing
as the project advanced. According to interviewees, this project
represented the first implementation of the latest eHealth
Exchange compliant gateway. MEDfx, the gateway provider,
had completed development of the gateway in June 2012, but
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had not yet completed testing. Thus, Inova became the test bed
for the gateway. This process of testing during implementation
contributed to the perception that MEDfx was developing as
the project was advancing. Both vendors (the EHR vendor and
MEDfx) had to fix some bugs that were exposed during testing,
and some interviewees thought the fixes should have been
completed before implementation or at least done more
expeditiously.

The lesson learned was to use an EHR system specific CCD for
validation, not a vendor supplied CCD template.

Data gathered from weekly on-boarding meetings, together with
document review, reflected the EHR vendor’s resistance to meet
the needs of a maturing and broader HIE, such as a statewide
HIE. An interviewee noted,

[The EHR vendor] is a very restricted vendor around
allowing third parties to do things like this. We
probably lost a month in this go around. [An
Interviewee]

Another interviewee said, “I regret that anyone thought [the
EHR vendor] would change their mind.”

The lesson learned was that given the complexity of managing
expectations across multiple stakeholders, conduct testing and
implementation in clearly communicated iterations.

Several other challenges surfaced regarding software versions
that were incompatible with the latest data exchange standards.
The EHR vendor software version that Inova used for this
implementation (released in 2010) was not compliant with the
upcoming eHealth Exchange specifications. The vendor will
not release a version compliant with the new specifications until
the 2012 version. Discussions with the EHR vendor suggested
that, due to the relative newness of the current 2010 version,
health systems will likely not deploy the 2012 version for some
time. This discrepancy in EHR specifications created significant
challenges, in terms of the CCD content, to completing
on-boarding. However, the EHR vendor’s perspective differed
from that of ConnectVirginia regarding the ability to on-board,
saying, “We have many other clients that have on-boarded to
eHealth Exchange, and none of them have these [CCD content]
issues that ConnectVirginia is citing.” In response,
ConnectVirginia participants explained that the clients to which
the EHR vendor refers had been on-boarded under the old
Nationwide Health Information Network specifications
established by ONC, rather than the new and required eHealth
Exchange standards established in September 2012.
ConnectVirginia must on-board to eHealth Exchange under the
updated eHealth Exchange specifications. Thus,
misunderstandings about the required specifications caused
significant implementation delays. Because this was the first
on-boarding with the EHR vendor, there were many unknowns.
It became apparent that an early meeting with the EHR vendor
was critical. Many felt this would have created a shared
understanding of some of the nuances of each other’s systems
and of stakeholders’ motivations, while also fostering
conversations about how each system adheres to the
implementation specifications.

The lesson learned was to establish early meetings with vendors
to articulate goals and priorities.

Interviews revealed challenges with understanding each
stakeholder’s roles. Several interviewees felt that time was lost
determining who was responsible for certain things, and tasks
were not done because one person thought another was
responsible. Likewise, better understanding was needed of the
technical resources available: (1) Are the right people working
in the right place?; and (2) Is the testing environment one that
will facilitate on-demand testing?. An interviewee felt that two
MEDfx people had the knowledge collectively, but lacked depth
individually. This type of situation led to delays or multiple
attempts to get questions answered. Another interviewee felt it
was critical to have representation across integrated delivery
teams, primarily because policy issues needed to be addressed
saying, “An interface group will build a pipe for your data to
pass, but there are lots of rules regarding audit streams.” A
majority of interviewees thought many of these late questions
or realizations could have been avoided by earlier and better
understanding of the on-boarding guides provided to Inova and
the EHR vendor. Much that was done was conducted
sequentially; many interviewees thought the technical piece
(getting the systems to talk) and the content piece (the CCD)
should have been done in parallel and speculated that doing so
would have saved a lot of time.

The lesson learned was to conduct clear communication early
on to discuss and understand roles and required resources in
order to minimize time gaps and maximize efficiency.

Successful Software Redevelopment
Regarding the incompatible software versions described above
with the 2010 EHR version, almost all the interviewees with
knowledge of this issue commented on MEDfx’s willingness
to develop new code to address this challenge. While software
redevelopment took time, causing unanticipated delays,
everyone saw this as a significant success. A participant
summarized the thoughts of many,

We put a lot of responsibility on MEDfx to make
adjustments on their side to accommodate the fact
that [Inova] was running a version that only
supported 2010. Thankfully, they were flexible enough
to accommodate that. [A participant]

While Inova could have on-boarded to ConnectVirginia without
this modification, ConnectVirginia would not have been able
to on-board to eHealth Exchange, thus minimizing the value
for Inova and any organization on-boarding after Inova. All
interviewees felt that getting Inova on-boarded was a great
success in and of itself.

All stakeholders had competing priorities, but participants noted
that Inova’s may been the most significant. Although they were
in the middle of an EHR implementation, they chose to pioneer
on-boarding to the ConnectVirginia EXCHANGE.

The lesson learned was to gain commitment from technology
stakeholders to be willing to develop workarounds to unexpected
software challenges, such as incompatible EHR versions.
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Another lesson learned was to determine conflicting priorities
across stakeholders at the outset. Gain commitment from
implementation site to set high priority on HIE implementation.

Organizational Dimension
Organizational factors were also instrumental to the success of
the Inova on-boarding experience. Concurrent EHR
implementation and strong leadership contributed to the
organizational challenges, successes, and lessons learned.

Challenging Competing Priorities
The major challenge involved a concurrent EHR implementation
at Inova and understanding each stakeholder’s value proposition
and motivation. Early on, the concurrent EHR implementation
created a situation of competing priorities. However, once roles
were more clearly defined regarding the ConnectVirginia
implementation, it was felt that resources were available and
engaged. As one interviewee observed, “[The Inova internal
champion] kept us [Inova team] moving because we were very
busy with a lot of other stuff including [EHR] implementation.”

The lesson learned was to account for major competing IT
priorities at each participating organization. A concurrent EHR
implementation will likely compete directly with the HIE
implementation.

The value proposition and corresponding motivation for
on-boarding to ConnectVirginia EXCHANGE varied with the
stakeholder. Several Inova participants commented that,
although the initial economic value proposition to Inova was
nonexistent, the motivation to move forward was very well
aligned with their vision to “reinvent hospital-based care to
increase value for our patients” and to “look outside our
hospitals to build an integrated network of providers and
programs to support our community.” The culture of this vision
was embedded in Inova employee beliefs. The words of several
were summed up by one Inova interviewee, “On-boarding to
ConnectVirginia [exchange] aligns with the Inova vision, fulfills
our desire to be part of transforming the Commonwealth [of
Virginia] into a great place to be a patient, and success for Inova
means great benefit for the community.”

Additional motivations for Inova involved the desire to be
leaders in the HIE trend. Some interviewees questioned whether
or not the EHR vendor understood why this was so important
to Inova and ConnectVirginia independently and collectively,
and interviewees suggested the EHR vendor was sometimes
argumentative with requests from the on-boarding team, “Their
[the EHR vendor’s] resistance to ConnectVirginia’s success is
what concerns me.” To the other stakeholders, it seemed that
the EHR vendor did not have a clear motivation and was simply
responding reluctantly to client requests. These differing views
on value created communication breakdowns, frustrations, and
inefficiencies in the on-boarding process. These breakdowns
and frustrations were observed numerous times on various
conference calls with the implementation team. There were
times when it would take three or four calls to resolve one issue.
Such events led to inefficiencies in the on-boarding process.

The lesson learned was to understand, communicate, and
appreciate varying stakeholder value proposition/motivations.

Successful Leadership
Leadership was an important factor in this on-boarding process.
Almost all interviewees commented that Inova’s internal
champion, the Executive Vice President and Chief Technology
Officer of Inova, was a critical component in the success of the
project. Many suggested that his role on the ConnectVirginia
Governing Body put him in a position to be an internal champion
not only for Inova, but for ConnectVirginia as well, with his
solid understanding of what ConnectVirginia was trying to
accomplish and why it was important. During an interview, he
stated,

I thought Inova needed to learn what HIE is and
needed to get its feet wet with the on-boarding so it
could be connected. I believe in HIE. [Executive Vice
President and Chief Technology Officer of Inova]

Scheduling sensitivities around Inova’s EHR implementation
created some time periods when key people were unavailable.
When this resulted in a lack of progress between meetings, the
Executive Vice President and Chief Technology Officer of Inova
could help guide the Inova team with managing those competing
priorities. His unique combination of being an internal champion
and a decision-maker greatly enhanced the success of this
project. An interviewee further qualified the role of an internal
champion, “This cannot be a technical champion, but a true
champion...a true leader.” Leadership in terms of project
management was considered solid. Several interviewees
commented on Inova’s PM, and one summarized the words of
many,

She [the PM] was prepared, answered emails
promptly and completely, and executed well. It was
extremely helpful to have her. [Interviewee]

The lesson learned was that the participation of health system
leadership is critical to success.

Communication was another area of success, and many felt that
PMs from both Inova and ConnectVirginia greatly contributed
to that success. As mentioned above, the PM from Inova was
always prepared and answered emails promptly, and many others
commented on the PM from ConnectVirginia. An interviewee
capsulized ConnectVirginia’s communication efforts,

I appreciate the fact that they controlled a lot of the
documentation. They scheduled the weekly calls, set
up the agendas, sent out the minutes, and managed
any outstanding items across everyone. [Interviewee]

Several interviewees mentioned that the meeting minutes were
very thorough.

The lesson learned was that timely and accurate communication,
especially by and between the HIE and health system, is
essential.

Despite the fact that this project competed with resources for
the Inova EHR implementation, many felt there were appropriate
resources. However, most interviewees observed that initially
the correct resources were not allocated. Since this was the first
on-boarding, there were vague expectations about the level of
and appropriateness of resources. Teams required skills sets,
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knowledge, and experience that were not available at the outset.
An interviewee noted,

Too many assumptions were made. We need to have
a better kick-off to level set expectations and roles.
[An Interviewee]

Most interviewees felt that, by the second month, the teams
were appropriately resourced, and what was originally a
challenge became a success. Several commented that there was
not a lot of movement regarding the resources, which added to
the teams’ strength individually and collectively. Another
interviewee summed up the lesson learned,

Put your best resources around standing this up,
because it requires you to pay attention to detail. This
is more than an IT project; this is not a simple
interface project. [An Interviewee]

The lesson learned was to allocate appropriate human resources
at the outset.

Governance Dimension
Intra and interorganizational decision-making power and clear
role definition have been shown to decrease intra and
interorganizational issues [71]. Furthermore, the nature of the
relationships between decision makers is important in navigating
variable governance processes and structures and in sharing
decisions. Governance is the establishment of oversight,
standardized policies and procedures, and mechanisms to ensure
operation of an organization [72]. Thus, governance factors
such as the on-boarding guides, project resources, and a project
champion contributed to the lessons learned and the critical
success factors of the Inova on-boarding project.

Challenging Identification of Appropriate Policies and
Guidelines
Identifying the appropriate policies and guidelines across
stakeholders was challenging, as was selecting the best people
to provide oversight. Unfortunately, a structured governance
process did not predate this project, this was the first time this
particular group of organizations had worked together, and the
first time on-boarding to ConnectVirginia had taken place. As
noted previously, providing oversight and policy enforcement
for people to read the on-boarding guides proved challenging.
If on-boarding guides had been read thoroughly, it may have
been easier to identify the correct governance resources or, at
least, ask questions regarding resource selection. Regarding the
governance structure for the project, one interviewee
commented, “The technology supports the business, but the
business does not go anywhere without the right folks.” Another
interviewee said that she was, “...challenged to put together a
governance group that could attend the weekly on-boarding
meetings, as those were a great way of getting decisions made.”

These deficits resulted in the organizational and technical
challenges described earlier, including missing nuances of the
on-boarding process, difficulties selecting key project resources
at the outset of the project, and not providing a structure
whereby team members could request guidance in resource
selection. Fortunately, these issues were identified and quickly
rectified within the first two months of the project.

The lesson learned was to ensure governance is in place,
including policies, guidelines, and oversight across all
organizations.

Most interviewees agreed that the on-boarding guides provided
by ConnectVirginia were useful in explaining appropriate
governance such as policies, procedures, etc, once they were
read. The challenge was getting people to read them. Time was
short, priorities competitive, and resources thin. However,
several interviewees agreed that thorough reading of the
on-boarding guides just before the kick-off meeting would have
helped ensure that proper governance decisions were made,
especially in regards to policy decisions. It was also thought
that a thorough reading would have mitigated some downstream
misunderstandings and poor understanding of the system
requirements. Other than that, some interviewees thought the
ConnectVirginia PM could have done more to ensure that those
responsible for governance understood the on-boarding guides
pertaining to their part of the project. For example, at one
on-boarding meeting, one individual from Inova asked to go
through one of the on-boarding guides. An interviewee
commented, “Sometimes we all need to have our hand held,
and if that is what it would have taken to make sure everyone
went through the on-boarding guides, then so be it.”

The lesson learned was to obtain commitments from the
governance body early on to facilitate project continuity.

Successful Project Champion
Most interviewees agreed that the real success in this project,
from a governance perspective, was having a project champion
with decision-making power. Several times policy or procedure
decisions needed to be made; and because the Executive Vice
President and Chief Technology Officer of Inova was involved,
the appropriate questions were asked and decisions made. An
interviewee gave a good example of how the project champion
provided appropriate decision-making authority,

When something comes up as an issue, helping to
figure out if it is a technical issue or a policy issue.
Then figuring out whose issue it is; is it a node
[hospital system] issue, is it the vendor, or is it
ConnectVirginia? [An Interviewee]

In these situations, the Executive Vice President and Chief
Technology Officer of Inova was able to provide guidance on
issues involving the node or Inova’s EHR vendor. Regarding
MEDfx and issues attributed to them, the PM had authority to
provide the guidance needed to move forward. Regarding CCD
content validation, which was conducted by MedVirginia, it
was felt that the person on the on-boarding calls did not have
decision-making authority, and thus needed to seek guidance
after the call. Yet, interviewees felt her follow-up
communications were timely and comprehensive.

The lesson learned was that a project champion is essential who
possesses decision-making power, or, as needed, delegates
appropriate decision-making power to others.

It was clear to participants how critical it was to ensure from
the beginning that a proper oversight structure is in place,
including the people involved in the project. As mentioned in
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the challenges section, the on-boarding guides provided by
ConnectVirginia helped to provide guidance in this regard and
to identify a governance structure. In addition to identifying
project resources, early identification of an internal champion
is essential for project success. But, as one interviewee
mentioned, it is sometimes difficult to have the internal
champion with decision-making authority at the weekly
meetings.

Stakeholder Perceived Value
Analysis of interviews, observations, and project documents,
taken together, also revealed a crosscutting theme in terms of
the goals, priorities, motivations, and perceived value of

engaging in HIE. Earlier on in the implementation, an important
success factor would have been to have a better understanding
of how well the organizational goals of each participating
organization aligned with one another; the implementation
priorities and motivations (social and economic) for each
organization to participate; and the perceived value that each
organization expected to gain as a result of participating. These
are illustrated in Table 4. Providing this information may have
avoided some of the challenges, constraints, and tensions
experienced, especially with the EHR vendor.

It was felt by many interviewees that had something like the
below matrix existed, that clarity and insight would have been
gained early on.

Table 4. Matrix of goals, priorities, motivations, and perceived value propositions across implementation stakeholders.

EHR vendorMEDfxInovaConnectVirginia

Not alignedAlignedAlignedAlignedImplementation goal
alignment

LowHighHighHighImplementation priority

Social lowSocial lowSocial highSocial highMotivation

Economic lowEconomic highEconomic lowEconomic moderate

None apparentFulfills the contract termsHIE leader in the state

medical information at the
point of care

Provides exchange of medical infor-
mation

Perceived value

Social Security Administra-
tion disability determination

Fulfills the contract terms

Discussion

Principal Findings
The main findings of this case study included several challenges,
successes, and lessons learned during the implementation of a
health system on-boarding to a statewide HIE. Figure 5 shows
a summary of the Blended Value Collaboration Enactment
Framework as applied to these findings and illustrates the
technical, organizational, and governance collaboration that
took place between ConnectVirginia and Inova, along with
critical success factors and associated value proposition details.

This case study demonstrates that interorganizational
governance of HIE implementation is replete with interrelated
and overlapping technical, organizational, and governance
issues. The complexities of collaboration appear to assist as
well as detract from realizing a set of common goals. For the
expanded view of HIE (ie, across states and the nation), the
broader significance of this case study is the proposition that
successful implementation of a large-scale emergent HIE system
should consider the expected and realized blended value across
all participants. Consistent with the literature, while economic

value is an important goal, the organizations presented here
have regarded the value proposition primarily to include social
value, believing that economic value will follow at some point
in time.

As mentioned earlier, the sociotechnical approach allows for
understanding independent linkages between complex social
and technological components. Much of what was learned from
this first on-boarding effort is related to accomplishing tasks
earlier in the process, rather than allowing them to be discovered
in course. While this may be common knowledge in more
established IT implementations, the field of statewide HIE
on-boarding implementations is undeveloped in this area. The
interviews illuminated some common issues such as
interoperable HIE and better care. However, it was notable that
both organizations, when asked about their motivation to
collaborate, cited the social good that would result from creating
a critical mass and contributing to the Commonwealth’s HIE
initiative. Since Inova has no other organizations with which
to exchange, and ConnectVirginia does not yet receive revenue
from on-boarding organizations, both organizations were
motivated primarily for the social good.
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Figure 5. Blended Value Collaboration Enactment Framework as applied to findings. T=technical, O=organizational, G=governance, and HIE=health
information exchange.

Application of the Framework
Turning to the Blended Value Collaboration Framework as
applied to the findings, Figure 5 illustrates the interdependent
linkages between the technical, organizational, and governance
dimensions for each organization. When these individual
dimensions come together in the collaboration there are
contributing factors that facilitate enactment of the collaboration.
At this early point in the project, both organizations were heavily
weighted toward social motivations, recognizing that as
ConnectVirginia matures the economic motivation will grow
more prominent.

Frequently in public-private collaborations, the value
propositions of collaborating organizations are not aligned.
However, in this case, we found the value propositions between
ConnectVirginia and Inova to be very well aligned and centered
on organizational missions and goals, better care for consumers,
and being leaders in HIE. This is very consistent with the IOS
literature [41,42]. As mentioned earlier, this study focused on
the implementation, so there was no usage, and only one period
of time was studied. Thus, the evolutionary changes over time
portion of the framework were not addressed in these findings
(gray portion in Figure 5). This sociotechnical approach
facilitates the consideration of the social and the technical
perspectives, and their contribution to the overall value
proposition.

Supporting Mody’s [32] assertion, describer earlier in this paper,
that social considerations could exert more pressure than
economic considerations, this framework highlights social
reasons as very significant motivators for early
adopters/implementers, frequently outweighing economic
motivations. Lacking a framework that considers social

motivations, the natural tendency in IT projects might be to
analyze, or only consider, economic motivators, and then judge
the value proposition on that basis. The Blended Value
Collaboration Enactment Framework fills a gap in, and makes
a contribution to, the STS framework literature. Its application
promotes the assessment of a wide range of observed issues
(across technical, organizational, and governance dimensions)
in relation to an interorganizational health IT implementation,
comparing them with IOS goals, motivations, and
intraorganizational priorities, and then determining the success
factors and value propositions from the results. Used as a
heuristic, the framework may provide for a broader and more
inclusive evaluation of an IOS health IT implementation.
Furthermore, the current framework enables examination of
changing motivations and value propositions over time.

Future studies should revisit the findings reported here to
analyze such changes. As time progresses and ConnectVirginia
matures, an increased economic motivation is expected from
both organizations. In the future, organizations are also expected
to on-board primarily for perceived potential economic factors,
although these are yet to be realized. Future research should
assess a wide range of economic and clinical factors associated
with HIE value; while continuing to define, include, and broaden
social factors and public value. Mixed-method case studies can
be used in this regard to more fully understand the breadth and
depth of mediating, moderating, and control variables to assess
in future quantitative studies. Studying HIE implementations
broadly across the United States through survey research is
desperately needed as most studies, including those referenced
in this manuscript, consist of small sample sizes. In terms of
content, the value proposition in HIE is a moving target, as both
the act of HIE and entity called HIE continues to evolve and
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change. New government requirements and incentives, new
business models to facilitate HIE, and increased societal demand
for better and less expensive health care are expected to continue
to shape the HIE landscape. Knowing this evolution will occur
should not deter near-term research. These studies are needed
in order to make the ongoing practical impact discussed at the
outset of this manuscript, to address the triple aim of health care
broadly across regions.

Limitations
This case study examines the implementation of one health
system on-boarding to a statewide HIE. As such, generalizability
may be limited. Another factor holding potential to contribute
to this limitation includes that the Chief Medical Information
Office of the health system was the statewide HIE Governing
Body Vice-Chair, which may have served to introduce
motivations and bias that a different implementation would not
have experienced. However, it may also be commonplace for
existing health care leaders in regions and states to take a strong
role in HIE governance. Further research is needed to apply the

principles from this study to other implementations, so as to
gain generalizability of the findings.

Conclusions
This study focuses on the evaluation of HIE implementation in
Virginia. From a practical perspective, the study provides a set
of lessons learned for others who are implementing systems
across a statewide HIE. This study also includes considerations
for eHealth Exchange implementation. As mentioned earlier
and substantiated in the literature, on-boarding to eHealth
Exchange is part of the economic value proposition equation.
On-boarding to ConnectVirginia with a CCD that will not pass
testing when ConnectVirginia on-boards to eHealth Exchange
eliminates a critical value proposition component. From a
methodological perspective, it provides an example of how such
an HIE implementation can be studied, and from a theoretical
perspective, this study builds on the literature on IOS for health
care, addressing the core questions: (1) What value propositions
motivate an organization to participate in HIE implementation?;
and (2) What success factors should be targeted in HIE
implementation evaluation?.
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Abstract

Background: Hearing loss can affect approximately 15% of the pediatric population and up to 40% of the adult population.
The gold standard of treatment for hearing loss is amplification of hearing thresholds by means of a hearing aid instrument. A
hearing aid is an electronic device equipped with a topology of only three major components of aggregate cost. The gold standard
of hearing aid fittings is face-to-face appointments in hearing aid centers, clinics, or hospitals. Telefitting encompasses the
programming and adjustments of hearing aid settings remotely. Fitting hearing aids remotely is a relatively simple procedure,
using minimal computer hardware and Internet access.

Objective: This project aimed to examine the feasibility and outcomes of remote hearing aid adjustments (telefitting) by assessing
patient satisfaction via the Portuguese version of the Satisfaction With Amplification in Daily Life (SADL) questionnaire.

Methods: The Brazilian Portuguese version of the SADL was used in this experimental research design. Participants were
randomly selected through the Rehabilitation Clinical (Espaco Reouvir) of the Otorhinolaryngology Department Medical School
University of Sao Paulo. Of the 8 participants in the study, 5 were female and 3 were male, with a mean age of 71.5 years. The
design consisted of two face-to-face sessions performed within 15 working days of each other. The remote assistance took place
15 days later.

Results: The average scores from this study are above the mean scores from the original SADL normative data. These indicate
a high level of satisfaction in participants who were fitted remotely.

Conclusions: The use of an evaluation questionnaire is a simple yet effective method to objectively assess the success of a
remote fitting. Questionnaire outcomes can help hearing stakeholders improve the National Policy on Hearing Health Care in
Brazil. The results of this project indicated that patient satisfaction levels of those fitted remotely were comparable to those fitted
in the conventional manner, that is, face-to-face.

(JMIR Med Inform 2014;2(2):e18)   doi:10.2196/medinform.2769
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Introduction

The prevalence of hearing loss in Brazil has been identified as
50%, specifically, individuals with permanent hearing loss of
more than 41 decibels hearing level (dB HL) in the municipality
of Minas Gerais [1]. If this rate were extrapolated to the total
Brazilian population, a contingent of more than 9 million
Brazilians would be identified as having permanent hearing
impairment. Since 2004, Brazil’s public policy, National
Hearing Health Care, has included the diagnosis, assessment,
and rehabilitation of individuals with hearing loss. This policy
culminated in the donation of hearing aids for Brazilian nationals
seeking care at one of 139 centers accredited by the National
Health System at various locations throughout the country.
Many of the patients benefiting from this offer were from the
adult and geriatric population. Patients were required to return
to centers to receive necessary adjustments on their hearing aid
settings and to receive information on care and usage of devices.
The need for patients to return to the centers highlighted issues
around transport to and from homes, cost of transport, as well
as the need for carergivers to accompany patients.

The treatment of sensorineural hearing loss typically consists
of the use of hearing aids (HA), and in cases of profound hearing
loss, cochlear implants are used [2,3]. An HA is an electronic
device that performs selective amplification, or amplifies signals
at specific frequencies, using amplification strategies according
to pathology and lifestyle of the hearing impaired [4]. The
electronic architecture of a digital HA consists of a digital signal
processor, microphone, and receiver [5].

Fitting an HA demands specific technical knowledge of the
electroacoustic characteristics of the device in relation to the
patient’s hearing loss and, in Brazil, must be performed by an
audiologist [6]. The fitting can be performed in a clinic or
specialized hospital [7]. Digital HAs are fitted through an
application known as a fitting program (Part a of Figure 1),
which must be installed on a personal computer (PC). In this
configuration (Figure 1), there must be a programming interface
that connects the HA with the PC and the fitting application. A
standardized programming interface commonly used is the
HI-PRO device (GN ReSound A/S), which is connected to the
PC via a universal serial bus (USB) cable (Part b of Figure 1).
Finally, a programming cable is required to connect the HA to
the interface (Part c of Figure 1).

Figure 1. Diagram of a basic adjustment with digital HAs.

After receiving an HA, it is essential to monitor the patient in
order to understand changes that affect the auditory system [8]
and thus support adjustments to HA settings while the patient
acclimates. Subjective evaluation of the HA fitting can be
accessed via patient questionnaires, such as the Satisfaction
With Amplification in Daily Life (SADL), the International
Outcome Inventory for Hearing Aids (IOI-HA), the Hearing
Handicap Inventory for Adults, the Abbreviated Profile of
Hearing Aid Benefit (APHAB), and the Hearing Inventory for
Elderly (HHIE), among others.

Cox and Alexander [9] described the benefits of subjective
self-assessment through patient questionnaires and scales. These
reports yield valuable insights into the impact of impairment

on everyday life and encourage the planning and execution of
strategies to address the needs of the hearing impaired person.
Additionally, self-reported outcome data can be used as a tool
to validate the merit of a certain treatment program and can
highlight areas of improvement. Aspects such as comfort, ability
to hear with background noise, ease of hearing aid controls,
ease of inserting and removing HAs, and so on, can be
subjectively evaluated in the form of a satisfaction questionnaire.
Objective assessment, however, requires the need for equipment
and can be obtained by measuring the functional gain (the
difference between the thresholds obtained with and without
the HA in the free field mode), or by measuring the acoustic
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gain by using a probe microphone, known as Real Ear Insertion
Gain.

Telemedicine has evolved in many health care areas. With a
greater coverage area and lower operating costs, it is fast
becoming a suitable method for assessment, diagnosis, and
rehabilitation of various conditions. In an early work with
hearing rehabilitation through telemedicine, Wesendahl [10]
reported that remote fittings allow for experienced professionals
to be present “in remote areas without restriction of time and
geographic location” and that “telemedicine offers an
opportunity to increase the efficiency of audiological methods

and decrease expenses simultaneously”. Internationally, there
have been many studies documenting the success of
telemedicine by improving access to quality care [11,12]. In
addition to hearing aids, cochlear implant remote mapping and
adjustments [13-15] were highlighted by other studies [16,17].
Swanepoel et al [18] describes telemedicine: “although not the
answer to all challenges related to global hearing loss, there is
no alternative strategy that can offer the same positive impact
on the current hearing loss burden in the near and foreseeable
future.” A literature review of the demonstrated benefits of
telemedicine in diverse areas of medicine can be found in Table
1 [19-38].

Table 1. Some publications in diverse areas of telemedicine.

Results/ remarksRegionArea of scienceAuthors

Increased the population’s access to health services, reducing costs,
spread of knowledge to more distant centers

MacedoniaSeveralChorbev & Mihajlov [19]

Decreased transport of patients and increased access to database of pa-
tients

FinlandPublic PolicyJaakkola & Loula [20]

Blood pressure, heart rate, body temperature, blood glucose and ECG
signals can be transmitted to remote centers in real time

United StatesSeveralKhaleel et al [21]

Dermatologists believed telemedicine to be beneficial when classroom
visits were not possible or were troublesome

Singapore/United StatesDermatologyLavanya et al [22]

It was possible to establish a European network of Internet access among
different clinics and other partners

Germany/ France/ PortugalManagementPenzel et al [23]

Telemedicine using mobile phones equipped with camera enabled per-
sonalized therapy for psoriasis patients

AustriaDermatologySchreier et al [24]

Telemedicine was considered a way to improve the quality of health
services, with improved access and lower costs

BangladeshSeveralSiddiqua & Awal [25]

Preliminary studies have shown the effectiveness of developed systems,
which improves the performance and diagnosis of breast diseases in re-
mote areas

United StatesGynecologyShen et al [26]

Telemedicine provided immediate results with greater chances than tra-
ditional methods

RomaniaDisaster manage-
ment

Stoian et al [27]

Telemedicine offered great advantages in the practice of oncology as
well as a decrease in the number of visits to emergency medical staff

IndiaOncologySudhamony et al [28]

Telemedicine is a viable delivery model for neurotology care deliveryUnited StatesNeurologyArriaga et al [29]

Telemedicine recommended for the treatment of strokeGermany/United StatesCardiologyAudebert et al [30]

The emergence of new sensors attached to the body capture the activity
level of patients, helping the effectiveness of pharmacological interven-
tions more efficiently and specifically

United StatesRehabilitationBonato [31]

The hit rate for decision conduit thrombosis in patients with acute stroke
was broader with the use of telemedicine than with the use of telephone

United StatesVascularCapampangan et al [32]

Public efforts are key to implementing remote distance interventions for
underserved populations in Brazil

BrazilCardiologyCardoso et al [33]

Using phone with HD camera delivers positive results in reconstructive
surgery

GermanyReconstructive
surgery

Knobloch et al [34]

Use of computer-based technology may be integrated with the neurora-
diology, among others, to take care to distant areas

United StatesNeurologyLevine & Gorman [35]

Solution-based telemedicine can help in intermittent surgical services
among patients and medical professionals

United StatesSurgeryMora et al [36]

Patients preferred and recommended the use of telepsychiatry instead of
psychiatry face-to-face with interpreters

DenmarkPsychiatryMucic [37]

Patients with subarachnoid hemorrhage require the implementation of
telemedicine in rural areas to minimize the high incidence of mortality

ItalyNeurologySacco et al [38]
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With regard to telemedicine nationally, a study conducted by
the University of Sao Paulo described the effectiveness of video
conferencing for transmitting video-laryngoscopic images [39].
While in another study with 73 subjects [40], researchers found
that teleaudiometry proved to be an efficient method of hearing
screening, with results close to a sweep audiometry, and that
the use of teleaudiometry could help identify cases of hearing
loss, especially in cases of patients with poor access to
professionals.

A study of remote HA fittings [41] listed the benefits perceived
by patients as those of ease and convenience in the fitting
process, as well as less travel time. These factors may increase
the outcomes of successful fittings and reduce social stigma.
Bento and Penteado [42] theorized that remote HA fittings also

benefit health care staff with regard to reduced travel time and
costs.

The National Policy on Hearing Health Care in Brazil was
established through Ordinance #2.073/04 GM (September 2004).
Ordinance #402 (February 2010) of the Ministry of Health
established the program nationwide (ie, Brazil Telehealth).
Telemedicine in a structured format has aimed to quantify how
to expand and strengthen strategies in family health. The
Brazilian Federal Board of Audiology issued Resolution #366
(April 2009) that defined the lawful exercise of Telehealth in
audiology with the use of information technology in order to
“assist, promote education and conduct health research”.
According to official data, the government has become the
largest purchaser of HAs in Brazil, as shown in Table 2.

Table 2. Investments in hearing health in Brazil (Ordinance #587 and #589).

Percentage of purchases of HAs by the
federal government, %

Total purchases of HAs by the federal govern-
ment, units

Total importation of HAs, unitsYear

67113,983169,5752005

57104,059183,7072006

57134,194214,3102007

63183,703272,6902008

66184,646280,5782009

71212,477301,3152010

68225,331331,6452011a

66220,250334,6132012a

69277,723402,4972013a

aProjection due to lack of official data.

Ordinance SAS/MS #58 specifies that HAs must be dispensed
through centers accredited by the Unified Health System (SUS),
where professionals must “perform diagnosis and rehabilitation
of hearing loss in all age groups spanning neonates to geriatrics,
and perform consulting ENT, neurological, pediatric
audiological evaluation”. Additionally, they must “ensure
rehabilitation through clinical treatment in otolaryngology;
selection, fitting and provision of an HA and speech therapy”.
The Ministry of Health has a list of 139 accredited centers to
serve the population, which was 190,732,694 inhabitants divided

into 8,514,876,599 km2, according to the 2010 census.

Our research describes a pilot study conducted with 8 patients
fitted remotely through telemedicine, using the Brazilian
Portuguese version of the SADL as a tool for measuring
subjective satisfaction, with the goal of improving hearing health
policies in Brazil.

Methods

Approval
This research protocol was approved by the Ethics Committee
for Analysis of Research Projects under #0293/11. The data
collection was completed between June and October 2012.

Materials
The Brazilian Portuguese version of the SADL was used (see
Multimedia Appendix 1); however, two SADL questions were
discarded: #14: “Does the cost of your hearing aids seem
reasonable to you?” and #15: “How pleased are you with the
dependability (how often do they need repairs) of your hearing
aids?” These deletions were justified because the participants
did not buy their hearing aids and because it was not possible
to evaluate the number of times the HA was sent out for repair,
as only the initial and follow-up fitting appointments were
conducted.

Additionally, Question 3 required a change as hearing aids were
provided free of charge. The original question “Are you
convinced that obtaining your hearing aids was in your best
interests?” was changed to “Are you convinced that the received
devices was the best option?” The documents used in this
research are presented in Table 3.
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Table 3. Study documents.

VersionModelDocument

V 1.2FMUSPConsent form

Brazilian PortugueseStandardSADL questionnaire

V 1.0TDTerms and agreement of HA donation

The Windows operating system was used for the data collection
in this study because it has a large set of commercial applications
available and is the largest PC platform used in Brazil. A
broadband Internet connection was provided by the specialized
unit (SU) and the remote unit (RU). The SU had a trained
audiologist, who provided support and scientific training for
the audiologist at the RU, thus acting as a facilitator.

The digital HAs donated and used this study were developed
by researchers at the Medical School University of Sao Paulo,
manufactured by Politec Saude (Multimedia Appendix 2). Only
Behind-The-Ear (BTE) HAs were used in this study. A
Portuguese version of the fitting application was supplied by
the digital signal processor manufacturer ON Semiconductor.
See Table 4 for the equipment we used and Table 5 for the
applications used.

Table 4. Study equipment.

LocationManufacturerModelDescription

SUDellVostro 3500Notebook

RUDellVostro 1510Notebook

RUGN ReSoundHI-PROHearing aid interface

SUGTS78-0454ARBRouter

RUZTEADSLCPERouter

SU/RUWastaHT-301MVHeadphone

RUNAa1270Web cam

RUFlexPcNDSpeakers

aVostro 3500 Notebook has a built-in Web camera.

Table 5. Study applications and operating systems.

LocationVersionDescriptionName

SU5.8.3.0Hearing aids fittingeasyFIT

SU/RU7.0.14563Remote access, VoIPaTeamViewer

SU/RUFull versionInternet speed meter on lineMedidor de velocidade de Internet

SUProfessionalWindows 7Operational system 32 bits

RUProfessional, Pack 3Windows 7Operational system 64 bits

aVoIP: Voice over Internet Protocol. We chose VoIP by TeamViewer GmbH because it (1) had a free non-commercial version, (2) had compatible
remote access, (3) allowed for message and file sharing, (3) allowed for recording sessions, (4) had a Portuguese version, (5) allowed adjustment of the
microphone sensitivity, and (6) required minimal PC hardware requirements.

Participants
Participants were randomly selected through the Rehabilitation
Clinical (Espaco Reouvir) of the Otorhinolaryngology
Department Medical School University of Sao Paulo based on
the following criteria: (1) male and female individuals aged
between 18 and 90 years, (2) with either no obstruction of the
external auditory canal or middle ear pathology, or an absence
of any neurological or psychological impairment, (3) individuals
with no prior HA experience, (4) bilateral sensorineural hearing

loss of varying degrees (ie, mild, moderate, moderate-severe),
(5) postlingual hearing loss, and (6) native Brazilians. Table 6
shows a summary of the participants in the study; five were
female and three were male, with a mean age of 71.5 years.

It was important to include participants with no prior experience
with HAs as long-term fitted subjects would have had difficulty
answering Question 10 of the SADL, which relates to
amplification. Furthermore, participants with no prior experience
of amplification could make a judgment based solely on the
amplification fitted in this study.
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Table 6. Summary of participant data

Distance between home and remote unit (miles/km)Age (years)GenderName (abbreviation)

3/4.883FemaleRRS

14/22.585MaleAPS

7/11.273MaleFRO

9/14.556FemaleMCS

3/4.890MaleGPS

8/12.848FemaleRNS

12/19.359FemaleNLSN

9/14.579FemaleMEC

Design
We used an experimental research design. The following
procedures were done face-to-face with the participants: (1)
interview and otoscopy by otolaryngologist, (2) impedance and
audiological measurements by audiologist, (3) agreement
between patient and professional on the HA fitting, (4) earmold
impressions, and (5) initial programming procedures with
patient.

The following elements were remote (telefitting): (1) presence
of an audiologist in RU, (2) presence of an audiologist in the
SU (as the facilitator), (3) remote aid adjustments and changes
to fitting data based on patient audiogram and subjective
feedback, and (4) verification of patient satisfaction using the
SADL questionnaire.

The SADL questionnaire was used as an interview schedule,
that is, read aloud and completed by a trained interviewer for
this purpose. The sessions were described as face-to-face (F)
and remote assistance (R). There were two face-to-face sessions
(F1 and F2) done within 15 working days of each other. The
remote assistance (R) was 15 days after F2. This 15-day delay
was justified so that patients would have adequate time and
experience with the device and thus be able to respond
accordingly to the SADL. At F1, patients agreed and signed the
informed Consent Form (Chart 7). In the initial fitting sessions,
the HAs were programmed through the easyFIT application,
and the SU audiologist provided the necessary guidance to the
patient. The face-to-face sessions followed the basic scheme
described in Figure 1, while the remote service follows the basic
scheme described in Figure 2.

The SU had an audiologist trained to fit the HA Mini Retro C
through easyFIT while the audiologist at RU had no specific
training for the Mini Retro C, nor for easyFIT. Both units were
supervised by an otologist, while 2 information technology

professionals offered the technological support, one for each
side.

For the remote (telefitting) sessions (Figure 2), all patients were
based at the RU and accompanied by the RU audiologist, who
explained that the SU audiologist would not be physically
present but would interact with the patient through the Internet.
The HAs were removed from the ears of patients to check for
the presence of wax in the earmolds and then reinserted by the
RU audiologist. The programming cables were inserted into
their HAs, thereby allowing the programming interface to read
the connected HAs, with identified model and serial numbers
as well as access to all patient information (data personal,
audiometry, and data sessions, etc).

The SU audiologist then remotely accessed the fitting
application easyFIT and began procedures to check the HA
settings. The patients were questioned subjectively about various
aspects of their HA usage, which allowed the audiologist at SU
to make adjustments remotely. In all cases, adjustments were
required. Remotely, the SU audiologist recorded the new settings
in the HAs and updated patient information in easyFIT.
Additionally, situational/environmental advice was provided to
the patient remotely before the SU audiologist ended their
interaction with the patient.

Finally, the RU audiologist administered the SADL. The
methodology of the questionnaire was explained, and each
question was read aloud. This allowed for participants with poor
literacy to fully understand all questions posed. Frequent pauses
and repetitions were allowed for so that the patient had time to
think about the answers. The session ended with the signing of
Terms of Donation (TD - Chart 7) of HAs, again read aloud, so
that patients with poor literacy were made aware of issues
around the need to service HA quarterly from the date of signing
the TD, as well as warranty periods, etc.
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Figure 2. Basic scheme in telefitting session.

Results

In the initial telefitting session on September 18, 2012, 30
random measurements of Internet speed between the SU and
RU were conducted (Table 7). Through the Datalogger feature
for recording use of HAs, we found that over 50% (5/8) of
patients used the HAs about 9 hours a day after being fitted,

indicating good acclamation to the devices. Patient responses
to the SADL questionnaire are presented in Table 8.

The results of the SADL from this study compared to four other
studies are provided in Table 9 [43-45], which shows that the
average scores from this study are above the mean scores from
the original SADL normative data (Multimedia Appendix 3).
These indicate a high level of satisfaction in participants who
were fitted remotely.

Table 7. Internet speed in the specialized unit and the remote unit measured on September 18, 2012.

SURUParameters

AverageHighestLowestAverageHighestLowest

11,93512,7799269284240251521Downloada (kbpsb)

991011,160749618202554552Uploadc (kbps)

7.311.54.258.595.634.4Pingd (mse)

aDownload: speed (kbps) to download a particular file server.
bkbps: kilobyte per second = 1000 bits/ second; the digital signal transmission rate.
cUpload: speed (kbps) to load a particular file server.
dPing: latency; the time (ms) necessary to test connectivity between information technology devices.
ems: millisecond = 0.001 second.
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Table 8. Summary of responses of patients to the SADLa.

13121110987654321Patients

AGAGGGAGBAGAGRRS

AGGGGGAGGAGAGAPS

FGFFGFAGGAFAGFRO

AGDGGGAGEBGFGMCS

AGEEGGAGGGGAGGPS

AGGEGGAGGAGAGRNS

AGGFGGAGGEGAGNLSN

AGEDFFAFFAGAFMEC

aA=not at all, B=a little, C=somewhat, D=medium, E=considerably, F=greatly, G=tremendously; see Multimedia Appendix 1.

Table 9. Results of our SADL compared with four other works (mean score and SD).

Our research (2012)Farias and Russo [45]a,bMondelli et al [44]aDanieli et al [43]Cox and Alexander [9]Factors

6.5 (0.4)6.2 (0.8)6.5 (0.5)5.1 (1.3)4.9 (1.3)Positive effects

6.2 (1.0)6.2 (1.0)6.3 (0.9)4.5 (1.7)3.6 (1.4)Negative features

7.0 (0.0)6.7 (0.6)4.7 (1.5)5.5 (0.8)4.7 (1.2)Service and cost

6.4 (0.7)6.7 (0.4)5.4 (1.6)5.9 (0.9)5.6 (1.1)Personal image

6.5 (0.5)6.4 (0.5)5.7 (1.1)5.2 (1.2)4.7 (1.3)Average

aThese authors presented a two-decimal precision of measurement, here rounded to only one decimal for purposes of comparison, according to National
Center for Education Statistics NCES Standard: 5-3.
bThese authors separated the results according to gender of patients. The results presented here are those of the larger group (males), although the gender
difference is minimal.

Discussion

Principal Findings
Telefitting can help improve hearing health policies in Brazil
by gradually expanding the current 139 accredited centers to
centers closer to patients’ homes as Basic Services Units, or
health clinics, so the patient can receive adjustments to their
HAs in their homes, with greater comfort and a greater chance
of success in hearing rehabilitation. The participants in our study
had a mean age of 71.5 years and had to travel an average of 8
miles (12.8 km) from home to RU. Table 9 reflects the patient
satisfaction index close to one (6.5) to the maximum (7.0) with
a low standard deviation (0.5), which indicates promising data
on perceived benefits of patients fitted remotely. However, when
compared with the study by Alexander and Cox [9], there is a
considerable gap: 4.7 (1.3). This occurs due to the idiosyncratic
difference between the two distinct audiences: the audience
described by Cox and Alexander is based on individuals who
had recently purchased HAs with their own resources in the
United States, while the target populations in this study were
SUS patients who received donated HAs. It is evident that
patients with their own resources had different expectations
than the patients in this pilot study.

Despite missing official data, it is possible to speculate that all
the government-run health centers have at least one PC and
probably an Internet account, which highlights the possibility
of performing telefitting supported by an SU. There are 537

Basic Services Units (ambulatory level) throughout the city of
Sao Paulo alone. Furthermore, it may not be necessary to have
the hardware component HI-PRO, since it could be replaced by
an application installed over the Internet. A universal
programming cable for all HA manufacturers could be used
instead of standard cables for a particular manufacturer. In
general, most clinics have to operate with a large number of
programming cables for various manufacturers.

The 2010 Brazilian Census reports that between 2005 and 2008,
Internet access increased by 75.3% or 56 million users, due to
various factors such as PCs and notebooks as well as high-speed
Internet connections being more accessible and available at a
lower cost. These factors, combined with other applications,
can promote the use of telemedicine. Swanepoel et al [46] have
highlighted new innovative means of bringing hearing health
services to people through the benefit of telemedicine. Wasowski
et al [47] concluded that the Nationwide Network of
Teleaudiology with cochlear implants was a reliable platform
for telefitting.

In this study, applications and user-level information technology
were used, which although limited, allowed for the fitting of
HAs in 8 patients. Nevertheless, if more advanced technology
were used (eg, application-specific videoconferencing), the
possibility of conducting real-time orthoscopic reviews would
be increased. In addition, traffic-encrypted data over the Internet,
access from other accredited PCs on the network, as well as
integration with other applications, would ensure that
management costs are kept to a minimum. There would also be
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a reduced number of patient visits to the clinic and a database
of valuable patient information to allow for remote HA
adjustments.

In a more comprehensive telemedicine approach, it would be
beneficial to include video training for the audiologist, as well
as detailed training on the equipment and troubleshooting for
complex fittings. An online tutor can assist in immediate cases
(eg, when the audiologist at RU has doubts or is not familiar
with fitting HAs), while full online courses on anatomy and
physiology of hearing, interpreting audiometry, among others
may be available.

Other questionnaires that could be used include the IOI-HA
questionnaire, adapted to Brazilian Portuguese. It consists of
seven questions, with a closed set of five different responses,
and is thus easier to apply compared with SADL. The HHIE
adapted to Brazilian Portuguese is structured into 25 questions,
with a closed set of three possible answers on which Aiello et
al [48] report that “further studies are needed to determine the
convergent validity and construct validity of this instrument”.
Finally, the APHAB, which has not been adapted to Brazilian
Portuguese, has 25 questions, each of which has 14 possible
levels (each question includes two scenarios: with and without
HA).

One can standardize the application of a satisfaction
questionnaire, after the initial HA fitting and before the end of
the warranty period. Thus, two questionnaires could record
satisfaction levels at two significant times in the hearing
rehabilitation process.

Strengths and Limitations
This study was one of the first of its kind with regard to
adjusting HA settings via the Internet in Brazil. Furthermore,
it creates a baseline for future research in this area of remote
audiology and telefitting. However, our sample size of
participants was small and within a limited geographical area.
In addition, a limited number of applications were utilized.

Recommendations
In this study, certain applications and features were used to
perform remote adjustments and fitting of HAs in 8 patients

without injury. In the more comprehensive telemedicine
approach, it would be necessary for the RU audiologist to have
additional training and support. Further studies with a larger
sample population should be conducted to explore the
reproducibility of the results recorded here.

For implementation and public policy, we recommend the
Windows platform be replaced by an open platform (eg, Linux,
Ubuntu, Android) in order to reduce costs and promote the
development of local solutions. The Internet services should
ideally be linked to attributes such as stability, availability,
speed, absence of risk, and confidentiality of patient data must
be protected.

Furthermore, investigations conducted with the Brazilian
Portuguese version of IOI-HA and APHAB questionnaires may
be valuable. Although recording patient satisfaction through
questionnaires provides valuable information about the use of
HAs, the information derived is not entirely sufficient to assess
the quality of overall hearing health. Bevilacqua et al [49] stated
that “assessing the quality of health services is based in the
infrastructure”, that is, policies, facilities, and professionals.
Silva and Formigli [50] generalized that in Brazil, the
reorganization of health practices requires a definition of
strategies for assessing changes of a broader management model.

A key step is to monitor satisfaction with technical issues by
use of key performance indicators described by Kaplan and
Norton [51], as a system of performance measurement and
strategic management. As a result of understanding patients’
difficulties, there can be continuous improvement in public
health.

Conclusions
Remote HA adjustments (telefitting) have proved effective for
these 8 patients, as indicated by their dynamic responses in
SADL. Results were comparable to those of patients fitted in
the conventional manner (ie, face-to-face fittings). Thus, the
use of telefitting can be seen as an effective method to improve
service delivery of hearing health in Brazil.

 

Acknowledgments
This work was supported by the Otorhinolaryngology Foundation.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Brazilian Portuguese version of the SADL.

[PDF File (Adobe PDF File), 289KB - medinform_v2i2e18_app1.pdf ]

Multimedia Appendix 2
Mini Retro C Datasheet.
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The SADL normative data.
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Abstract

Background: Health care organizations gather large volumes of data, which has been traditionally stored in legacy formats
making it difficult to analyze or use effectively. Though recent government-funded initiatives have improved the situation, the
quality of most existing data is poor, suffers from inconsistencies, and lacks integrity. Generating reports from such data is
generally not considered feasible due to extensive labor, lack of reliability, and time constraints. Advanced data analytics is one
way of extracting useful information from such data.

Objective: The intent of this study was to propose how Business Intelligence (BI) techniques can be applied to health system
infrastructure data in order to make this information more accessible and comprehensible for a broader group of people.

Methods: An integration process was developed to cleanse and integrate data from disparate sources into a data warehouse. An
Online Analytical Processing (OLAP) cube was then built to allow slicing along multiple dimensions determined by various key
performance indicators (KPIs), representing population and patient profiles, case mix groups, and healthy community indicators.
The use of mapping tools, customized shape files, and embedded objects further augment the navigation. Finally, Web forms
provide a mechanism for remote uploading of data and transparent processing of the cube. For privileged information, access
controls were implemented.

Results: Data visualization has eliminated tedious analysis through legacy reports and provided a mechanism for optimally
aligning resources with needs. Stakeholders are able to visualize KPIs on a main dashboard, slice-and-dice data, generate ad hoc
reports, and quickly find the desired information. In addition, comparison, availability, and service level reports can also be
generated on demand. All reports can be drilled down for navigation at a finer granularity.

Conclusions: We have demonstrated how BI techniques and tools can be used in the health care environment to make informed
decisions with reference to resource allocation and enhancement of the quality of patient care. The data can be uploaded immediately
upon collection, thus keeping reports current. The modular design can be expanded to add new datasets such as for smoking rates,
teen pregnancies, human immunodeficiency virus (HIV) rates, immunization coverage, and vital statistical summaries.

(JMIR Med Inform 2014;2(2):e16)   doi:10.2196/medinform.3590
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Introduction

Health care extends beyond medicine in many ways. One of
these is the ability to access health care services, particularly
when one is located far from the core infrastructure. Access to
relevant information in an intuitive form not only benefits the
patient, but also assists the administration in identifying areas
where resource allocation may have the highest impact. This
ultimately leads to healthier communities and optimal use of
health care funding. Fortunately, large volumes of information
have been gathered over the years and this serves as a base for
achieving the envisioned goals. Despite many recent
government-funded initiatives, much of this information sits in
legacy formats and the sheer volume of data makes it
incomprehensible for any use other than the specific purpose
for which each dataset was gathered. In addition, the data is of
poor quality, suffers from inconsistencies, and lacks integrity.
Despite having the data, health care providers and supporting
staff are faced with the challenge of determining the type and
location of resources accessible to them and their patients. In
order to locate this information, an extensive search through
numerous Microsoft Excel workbooks, databases, and statistical
websites is quite common. Even then, it can be extremely
tedious to find the needed information from these sources
because they generally differ in purpose and tend to be
inconsistent with each other.

Traditionally, Business Intelligence (BI) has been used to
analyze business information such as marketing and/or financial
reporting data. In this paper, we propose how BI techniques can
be applied to health care infrastructure data in order to make
this information more accessible and comprehensible for a
broader group of people. Our envisioned goal has been achieved
by first consolidating the sources into a singular entity, second
providing interactive access and control of the underlying data,
and finally visually representing the data through reports. By
applying these techniques, the resulting information can be
accessed through dashboards, which provide a quick overview
of the key performance indicators (KPIs) and allow navigation
to underlying reports of finer granularity. Thus, instead of sifting
through massive spreadsheets for the desired information, one
can now access a centralized system that renders reports in a
matter of seconds. The system also extends to other tools such
as Web forms for updating data by designated staff without the
need for going through complex IT protocols. The underlying
data represents geography and services for the entire region
covered by Northern Health (NH), that is, a population of

approximately 300,000, land mass of roughly 600,000 km2, and
the breadth of services from health prevention and promotion
through to acute care services. Northern Health is located in
British Columbia, Canada, and is one of the seven health
authorities in the province responsible for delivery of publicly

funded health services. Five of the health authorities are based
on geography, one is responsible for province-wide tertiary
services, and one is responsible for First Nations health services.
The Canadian health care system is publicly funded for the most
part, with funding from both the federal government and the
provincial or territorial governments.

Methods

Data Integration, Analysis, and Reporting
Business intelligence tools and techniques are an effective way
to integrate and analyze large data repositories. However, the
integration process becomes challenging when the data is not
collected with analytics in mind. In our solution, we used
Microsoft SQL Server’s BI tool stack [1] and Web development
framework, ASP.NET [2], to make the data more accessible
and reduce the time that data analysts spend searching through
large collections of sources. We also merged the disparate data
sources to eliminate data conflicts and create a singular source
for reporting. The resulting data warehouse became the central
source for all analysis and reporting (Figure 1). An
extract-transform-load (ETL) [3] process was used to populate
the data warehouse. During the extract phase, connections were
created to various data sources and the required information
was pulled into temporary storage. In the transform phase, the
format of stored data was made consistent with metadata prior
to loading into the data warehouse. The SQL Server Integration
Services (SSIS) component in Microsoft’s BI tool stack was
used to accomplish this integration using an ETL process. SSIS
provides the ability to fetch data from disparate sources and
apply different transformations on the data, for example, convert
from one data type to another, alter data in the sorted order, etc.
An Online Analytical Processing (OLAP) cube was then created
using the Analysis Services. This cube is an n-dimensional
structure, which can be used to reveal more complex details at
various levels of granularity through predesigned and ad hoc
queries. The cube consists of several dimensions and fact tables
[3]. Using the cube structure, reports are created and rendered
through Microsoft’s reporting services [1]. SQL Server
Reporting Services provides a rich set of data visualization
features such as charts, tables, matrices, gauges, maps, and
tooltips. A dashboard gives a high-level overview of the KPIs
and acts as a central navigation hub to other reports. Mapping
allows the user to see the information based on regions and
provides visual representation of distances between locations.
Web forms are used to allow users to remotely update
information with automatic consistency checks. Normally,
updates to a database require knowledge of the underlying
structure and the associated query language. By providing a
Web form, these queries are created automatically and the
database structure is represented visually for easy understanding.
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Figure 1. Business intelligence modeling overview.

Related Work
Historically, the health care field has been slow to adopt new
computer technologies; this has been largely due to hardware
limitations, insufficient computer literacy, mechanical user
interfaces, and privacy concerns. The first two causes have been
mostly overcome due to the penetration of computers in daily
lives and the technological advancements in computer hardware,
but many applications are still mechanical in nature and are not
intuitive to the user [4]. The Minnesota Health Association
developed a pilot program to combine clinical information with
administrative data, which faced many challenges such as the
expertise of those involved and communication issues resulting
from distributed data sources [5]. BI tools and techniques have
been used to provide insight into ambulatory care sensitive
conditions within Northern Health by analyzing data and
identifying areas that need attention [6]. These techniques have
also been used successfully to improve the management of large
quantities of medical information [7]. Historical information
and comparisons with the United States’ primary care system
has shown that providing improved access to primary care
reduces the cost of health care and enhances the care provided
to patients [8]. A comparison survey observed that with the
increased access to health care in Canada, the general health of
the public was superior to that in the United States [9]. Another
study showed that though Canada has a relatively lower cost of
health care, the wait times negatively affect the perceived
availability of care [10]. Additionally, disparities in health care
and its access have been shown to be negatively related to lower
income, education, and race both due to perception and access
[11]. There has been little or no significant evidence of work
that incorporates the concept of BI in analysis of data related
to asset mapping or services availability.

Data Challenges and Cube Design
The underlying data was collected over several years for varying
purposes including generation of community health reports.
The complexity of the underlying data posed several challenges

in the integration phase. The first and foremost challenge was
the sheer number of workbooks (a workbook can have many
Microsoft Excel spreadsheet files), which have been the primary
source of information for the data analysts for several years. An
initial screening eliminated irrelevant data, but even after this
exercise a very large number of workbooks remained. Most of
these contained several sheets that were created for a variety of
(sometimes unrelated) purposes, which meant the data did not
always match in content or level of granularity. Even the
repeated numbers sometimes differed across the workbooks.
The data was available at various levels of hierarchy making
aggregations unpredictable. Similarly, different naming schemes
were used for locations without specifying any clear
relationship(s) among them. To deal with this, fuzzy lookups
[3] were used by specifying a threshold to match names that are
similar enough but not identical. For locations that failed to
match, a manual mapping table was created and the names were
corrected at the database level through SQL queries.

A relational model was developed to create a singular source
of information. This database consisted of 24 relations, which
were populated by three dump sheets via Web forms (described
later). An integration package was built to cleanse, combine,
and group the data based on its purpose and granularity. When
there were conflicts due to repeated information, the selection
was based on conformity with other sources and the age of data.
In rare cases, informed calculations were performed to correctly
reflect missing values. The next step was to create an analysis
cube using this database. Normally such cubes use star schema
with a single fact table and multiple dimensions [3]. While this
structure gives superior performance due to a reduced need for
joins, it requires all information to exist at the same level of
granularity. This was impractical in our case because of the
need for added rows and empty cells if the data were to be
restructured. Thus, in our somewhat unusual design, 10 fact
tables and 11 dimensions were used (Figure 2), primarily for
performance and granularity reasons.
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Another challenge was to allow seamless update of data by
analysts and staff unfamiliar with the underlying schemas and
not trained to write sophisticated queries. Besides having a
capability for bulk loading of large volumes of data, there was
also a need for the ability to update individual rows without
affecting the integrity of the database. To provide this
functionality, a Web form was created in ASP.NET [2]. An
intuitive combination of tabs, groupings, and dropdown lists
allow data entry into individual cells of the selected table. The
entered values were checked against metadata before updates
were committed. Another mechanism to prevent inconsistencies

was the use of dropdown lists when names were referenced.
For bulk loading, two dump sheets reflecting the database
structure were created. These sheets allow data to be compiled
or manually entered and uploaded to the Web form. An
integration process then triggers to transparently upload the data
and reprocess the cube. The integration is fast, stable, and
reliable due to instant validation and simplified logic. The data
was also validated by sending reports to administrators of
relevant health service delivery areas and by checking against
existing manually generated reports.

Figure 2. The Online Analytical Processing (OLAP) cube.

Results

Reporting
For interactive access to information and data visualization,
Microsoft SQL Reporting Services [1] were used to generate
dynamic reports. In addition to conventional charts and graphs,
access to advanced features like mapping, navigational controls,
and parameterization of reports is also provided. The information
contained in these reports can be updated through the Web form,
which automatically reprocesses the cube and immediately
reflects the changes.

Main Dashboard
The main dashboard provides an overview of the KPIs and
includes navigation controls including a toggle control to switch
between demographic information, patient profiles, and case
mix groups (CMG). The demographic information displays
information relevant to the population status including factors
such as wealth, education level, origin [12], and dependency
rates (Figure 3). These metrics assist in identifying potential
areas of concern and any needed level of support and services.
The patient profile gives an overview of the health-related
metrics within the selected region by showing information such
as births, commonality of chronic conditions, and vaccine
preventable diseases (Figure 4). The CMG profile ranks the top
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20 reasons for hospitalization in the selected geographic region
as compared with the entire province (Figure 5).

This information is available at all levels of hierarchy with the
granularity becoming finer from Northern Health Authority
(NHA) to Health Service Delivery Areas (HSDA) to Local
Health Authorities (LHA) to Communities. This hierarchy can
be selected from the maps, which in turn generates the
parameters for necessary filtration of information. Tabbed

controls allow switching to other reports while maintaining the
current level of hierarchy. These tabs allow access to subgroups
such as availability of services, comparisons of selected regions,
service levels, and direct access to community profiles. To
improve navigational performance, the header is embedded with
parameters to track the current tab select, type of report
(drill-down), and the current level. This allows transparent
passing of parameters to determine which report or level to load
next based on the direction of navigation.

Figure 3. Main dashboard: Population profile.
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Figure 4. Main dashboard: Patient profile.
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Figure 5. Main dashboard: Case Mix Groups (CMG) profile.

Critical Care Dashboard
The Critical Care dashboard is an extension of the main
dashboard; however, as the combined project progressed it
became necessary for the two to split. The reasons for the split
included level of granularity desired, validation of data by
different groups, and the inward facing (to institution) nature
of the Critical Care dashboard as opposed to the outward facing
(to public) for the Services Availability dashboard. This
dashboard shows the availability of resources for the hospitals
and health centers. The ideas and approaches used in the main
dashboard have been carried over to the Critical Care dashboard.

It opens up to an overview of the NHA area, having drill-down
capabilities to HSDA and then to LHA level through a map
(Figure 6). Main metrics of the dashboard are Available
resources and staff, Number of hospitals with staffing needs,
Accepting and transferring patients, Staff credentials and
connections, Bed-line transfer use, Airway support, Ventilator
capacity, Ventilating patients, Respirators, Ambulances, First
Nation Communities, etc. Since all the facilities do not input
data, the number of facilities reporting data is described at the
top right side of the page. All metrics on this page have
drill-down capabilities for easier analysis (Figure 7).
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Figure 6. Critical Care dashboard.
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Figure 7. Available resources - drilldown report.

Mapping Functionality
The mapping features allow location-based visualization and
navigation. A challenge, however, was the lack of availability
of full range of maps. While default maps are provided by the
tools, no maps of British Columbia (BC) were included; this
resulted in the need for a shape file to store geographic
information such as the shape of regions, locations of
communities, or other geographic features. The shape files of
BC were obtained from [13] and modified to better fit our needs.
These modifications were done through an open source

geographic information system (GIS) application, QuantumGIS
[14]. Using this application, the shape file of BC was restricted
to the area covered by NH; another shape file was created for
storing the locations of communities within the region. To
address stability issues created by the large size of the single
shape file, steps were taken to limit the information contained
therein, primarily by removing information that was available
elsewhere. Maps were also used for controls in the comparison
report and to visualize availability of services in the community
or proximity. An example of these controls can be seen in Figure
8 where the map has been used to select LHAs for comparisons.

Figure 8. Comparison map.
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Comparison
Comparisons between differing regions provide further insight
into the state of health care within a region and potential causes
for disparities [9]. The regions of interest can be selected by
simply clicking on the map. The comparison can be performed

at all levels and allows for comparing up to three regions at a
time (Figure 8). When a new region is selected for comparison,
the three most recent selections are maintained. Metrics such
as population, facilities, community services (airports,
ambulances, etc), and medical services are displayed for each
selected region (Figure 9).

Figure 9. Community comparison tables.

Service Availability
Examining the demographic information, patient details, and
availability of services has been shown to be effective in
identifying possible needs of a region and improving the care
of patients [8,10,11,15]. This information has been provided
using color-coded markers on the map. For readability purposes,
we show up to four services in circles split into quarters (Figure
10). The services are selected from a categorized list; additional

information about the locations is displayed through tooltip
display when hovering over the circles. Each time a service is
selected, the map is updated to show the communities that have
facilities offering the selected services. All services offered in
NH, whether or not those are available locally, can also be seen
in the availability report at the community level. This
expandable list shows the proximity of where missing services
can be found and the distance/travel time from the current
community (Figure 11).

Figure 10. Available map.
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Figure 11. Community profile: Service availability.

Community Level Reports
The Community Profile (Figure 12) summarizes demographic
information, chronic conditions, hospitalization rates, available
services, and other health-related metrics. It can be browsed
from a Community report, which provides a list of communities,
separated by their HSDA and grouped by LHA, thereby allowing
direct access to the community profile reports.

For each community, there is a provision to access a
comprehensive community health printable report, which
contains a collection of tables, charts, and other relevant
information including: Historical Population Information (Figure
13), Health Indicators, Population Forecasts (with a focus on
seniors) (Figure 14), Births, Immunization Information, Vaccine
Preventable Diseases, Chronic Diseases, Senior Resident Profile
(Figure 15), and Facility Activity and Available Services.
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Figure 12. Community profile.

Figure 13. Population trend chart.

Figure 14. Population projection.
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Figure 15. Senior residents profile.

Other Reports
The reports illustrated in this paper are a small representative
sample, due to space limitations. There are several other main
and drill-down reports that provide various perspectives of the
services availability. For instance, a community health report
contains transfers/referrals information from/to the selected
community in addition to charts and graphs that appear
elsewhere in the application. These reports are printable and
generally made available to communities. Similarly, many charts
open a popup window instead of loading another report. These
popups windows consist of descriptive charts or tables,
definitions, and contain information about the source of data
together with names of data analysts responsible for the
information.

Discussion

Principal Findings
We have demonstrated how BI techniques and tools can be used
in non-traditional areas of the health care environment to make
informed decisions with reference to resource allocation and
enhancement of the quality of patient care. The multidimensional
cube allows analysis of data in several dimensions and reports
are generated within seconds. The data can be kept up to date
year round while preserving integrity during interim reporting.
Originally, the data was updated annually due to the complexity
of data collection and compilation. The versatility of reports is
enhanced through parameterization, which allows values to be
passed between sub-reports. The interaction of Web forms with
the underlying database and cube allows for transparent data
upload and integrity checks. The interactive reports provide
users with valuable information such as proximity to location
of available services, facilities with specific needs, comparative

analysis, and tools for resource reallocation, if necessary. For
privileged information, access controls have been implemented.
The rural setting made this work more challenging because of
the sparse geography and distance/travel times between
facilities. Further, not all services are available in all
communities, which requires identification of next best facility
for repatriation of patients.

Conclusions
The overall impact of the work presented in this paper spans a
number of areas such as better allocation of available funds and
better outcomes by making informed decisions regarding
medical and personnel resource utilization. Though these
benefits have not been quantified, it has already been observed
that analysts’ time is now redirected to more effective
surveillance activities and performance monitoring instead of
collating data to manually generate reports.

It should also be noted that though the developed dashboard is
not intended for real-time data, periodic surveillance reports
can be generated on demand. Further, while the concept is
applicable to all health authorities, it will be a challenge to have
all jurisdictions collaborate and agree on a common architecture
and/or report structures. Currently, the health planners and
service providers internal to Northern Health are using the
dashboard and planning is underway to have it accessible to the
general public. The solution is modular and new datasets such
as for smoking rates, teen pregnancies, HIV rates, immunization
coverage, and vital statistical summaries can be easily integrated
into the existing dashboard. The model can also be extended to
other programs such as Home and Community Care, and Mental
Health and Addictions. The next phase of this research is to
determine how to incorporate services provided by non-NH
providers such as Aboriginal Health Services.
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Abstract

Background: Healthcare organizations around the world are challenged by pressures to reduce cost, improve coordination and
outcome, and provide more with less. This requires effective planning and evidence-based practice by generating important
information from available data. Thus, flexible and user-friendly ways to represent, query, and visualize health data becomes
increasingly important. International organizations such as the World Health Organization (WHO) regularly publish vital data
on priority health topics that can be utilized for public health policy and health service development. However, the data in most
portals is displayed in either Excel or PDF formats, which makes information discovery and reuse difficult. Linked Open Data
(LOD)—a new Semantic Web set of best practice of standards to publish and link heterogeneous data—can be applied to the
representation and management of public level health data to alleviate such challenges. However, the technologies behind building
LOD systems and their effectiveness for health data are yet to be assessed.

Objective: The objective of this study is to evaluate whether Linked Data technologies are potential options for health information
representation, visualization, and retrieval systems development and to identify the available tools and methodologies to build
Linked Data-based health information systems.

Methods: We used the Resource Description Framework (RDF) for data representation, Fuseki triple store for data storage,
and Sgvizler for information visualization. Additionally, we integrated SPARQL query interface for interacting with the data.
We primarily use the WHO health observatory dataset to test the system. All the data were represented using RDF and interlinked
with other related datasets on the Web of Data using Silk—a link discovery framework for Web of Data. A preliminary usability
assessment was conducted following the System Usability Scale (SUS) method.

Results: We developed an LOD-based health information representation, querying, and visualization system by using Linked
Data tools. We imported more than 20,000 HIV-related data elements on mortality, prevalence, incidence, and related variables,
which are freely available from the WHO global health observatory database. Additionally, we automatically linked 5312 data
elements from DBpedia, Bio2RDF, and LinkedCT using the Silk framework. The system users can retrieve and visualize health
information according to their interests. For users who are not familiar with SPARQL queries, we integrated a Linked Data search
engine interface to search and browse the data. We used the system to represent and store the data, facilitating flexible queries
and different kinds of visualizations. The preliminary user evaluation score by public health data managers and users was 82 on
the SUS usability measurement scale. The need to write queries in the interface was the main reported difficulty of LOD-based
systems to the end user.
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Conclusions: The system introduced in this article shows that current LOD technologies are a promising alternative to represent
heterogeneous health data in a flexible and reusable manner so that they can serve intelligent queries, and ultimately support
decision-making. However, the development of advanced text-based search engines is necessary to increase its usability especially
for nontechnical users. Further research with large datasets is recommended in the future to unfold the potential of Linked Data
and Semantic Web for future health information systems development.

(JMIR Med Inform 2014;2(2):e31)   doi:10.2196/medinform.3531

KEYWORDS

Linked Open Data; Semantic Web; ontology; health information systems; HIV; WHO; public health; public health informatics;
visualization

Introduction

Information is a foundation for effective decision-making. This
information need is even more critical in public health
organizations to support areas such as epidemiologic
surveillance, health outcome assessment, program evaluation
and performance measurement, public health planning, and
policy analysis [1]. In order to satisfy this, we need better and
more flexible health data representation, analysis, querying, and
visualization methods. The amount of available online health
data both in structured and unstructured formats is constantly
increasing. The World Health Organization (WHO), for
example, has established a data repository providing access to
over 50 datasets on priority health topics including mortality
and prevalence of human immunodeficiency virus
infection/acquired immunodeficiency syndrome (HIV/AIDS)
in different WHO regions [2]. Moreover, the United Nations
[3] and the Centers for Disease Control and Prevention (CDC)
[4] have online data repositories on the different indicators for
different countries.

While these are important initiatives to publish health data
online, there has been relatively little attention paid to data
representation methods in most health data portals so far [5].
Current data representation and distribution methods with only
tabular formats, such as comma-separated values (CSV), PDF,
and Excel—and little metadata—makes health information
integration, comparison, and reuse very difficult. Additionally,
even though different indicators have relationships to each other,
the datasets are not linked in most portals. Vocabularies and
data formats are inconsistent, which makes finding, assembling,
and normalizing these datasets time consuming and prone to
errors [6].

Exploiting the different kinds of public health information about
a given topic is a challenging task because data is spread across
different platforms in heterogeneous formats. Better data
management methods and tools are required to move from a
Web of documents, only understandable by human users, to a
Web of Data in which information is expressed in a format that
can be read and used by machines. This would enable us to find,
share, and integrate information more easily [7].

Linked Data, as explained by Tim Berners-Lee [7], is a method
to publish structured data by using standard Web technologies
to connect related data and make them accessible on the Web.
The Linked Data publishing pattern uses HTTP uniform resource
identifiers (URIs) for identifying data items, the Resource

Description Framework (RDF) for describing data, and links
to describe the relationships. Other standards used in Linked
Open Data (LOD) applications include Resource Description
Framework Schema (RDFS) for describing RDF vocabularies,
and SPARQL Protocol and RDF Query Language (SPARQL)
for querying RDF graphs [8].

The primary goal of the Linked Data initiative is to make the
World Wide Web (WWW) not only useful for interlinking
documents, but also for sharing and interlinking data [9]. The
movement is driven by the hypothesis that these technologies
could revolutionize global data sharing, integration, and analysis,
just like the classic Web-revolutionized information sharing
and communication over the last two decades. However, to our
knowledge there are not many studies on the potential of LOD
for public health data management.

Motivated by the universal hypothesis of Linked Data to
revolutionize data sharing, integration, and analysis, the main
objectives of this work are (1) to test the potential of LOD for
health data representation and visualization, (2) to identify the
available technologies and tools for Linked Data-based health
information system development, and (3) to evaluate the
usability level of LOD-based systems by end users.

In this paper, we present the development of the system from
data modeling to visualization and potential LOD tools available
for development. Identifying the tools and testing the potential
of LOD will be helpful as an input to the health informatics and
Semantic Web community in the research effort to find ways
to represent data in a flexible manner.

Methods

Overview
Our methodology was “Integration-oriented development and
evaluation” in the sense that we used the available LOD tools
to develop the system and then we reflected on the development
process, the potentials, and finally on usability for end users.
We gave special emphasis to the data management process as
efficient data management and conversion is the backbone of
the LOD-based system development [10]. We used the RDF
for data representation, Fuseki triple store for data storage, and
Sgvizler for information visualization. Additionally, we
integrated a SPARQL query interface for interacting with the
data. We primarily used the WHO health observatory dataset
to test the system. All the data were represented using RDF and
interlinked with other related datasets on the Web of Data using
Silk [11], a link discovery framework for Web of Data. A
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preliminary usability assessment was conducted following the
System Usability Scale (SUS) method. The final revised SUS
questionnaire used for the evaluation is shown in Multimedia
Appendix 1. The details, with more focus on the data
management process, are explained throughout this paper.

Data Sources
The dataset for this work was retrieved from the WHO global
health observatory data repository [2]. The data used covered
the years from 1990 to 2010. Missing data for some years were
complemented with data from other similar official sources,
such as the United Nations program for HIV/AIDS (UNAIDS)
[3] and country-specific official sources like the national AIDS
resource centers of each African country. From those databases,
HIV statistical data, as well as additional location and total
population information, were extracted for sub-Saharan African
countries. Most of the data were in Microsoft Excel and CSV
formats. All the data were converted and prepared in Excel
using the Excel2RDF [12] converter. For the enrichment,
DBpedia, Bio2RDF and LinkedCT were used as sources. For
data license, all our published Linked Data adheres to the
original data publisher’s license and terms of use.

Data Modeling and Conversion
Shared vocabularies are a key to enable interoperability in
healthcare systems by providing an agreed-upon terminology

that can be looked up through URIs that cannot be referenced
[13]. We have identified potential health, statistical, spatial, and
time vocabularies and ontologies to share the data in a reusable
way and then mapped them to the external ontologies using
predicates (see Table 1). We used the common RDF [14], RDFS
[15], Web Ontology Language (OWL) [16], friend of a friend
(FOAF) [17], and Data Cube [18] vocabularies for data
annotation. Those are standard vocabularies to represent data
in LOD by expressing relationships between the data. We use
the Data Cube vocabulary for all the statistical data to represent,
not only the numbers, but also advanced metadata with space
and time dimensions of the observation. Some of the standard
predicates were replaced with more generic elements from the
Data Cube vocabulary (eg, qb:prevalence instead of
qb:observation) to make them more understandable to health
professionals and healthcare managers. We assume that using
some of the terms that are already known by health professionals
will make the system more usable and easily adaptable. After
identifying the ontologies and vocabularies, the original data
was converted in a semi-automated way to avoid information
loss. Conversion using Excel2RDF is done by selecting the
range of data values and headers from the spreadsheet that are
to be converted. Then, the headers are fed into the mapping
wizard, which assists the mappings of row/column concepts to
RDF vocabularies. Excel data triplication using Excel2RDF is
discussed by Pesce et al [19].

Table 1. Different domain ontological vocabularies and predicates reused for modeling data in the conversion process.

PredicateOntological vocabularyDomain

Health

Interlinked with <owl:sameAs>prefix MeSH

Interlinked with <owl:sameAs>prefix Diseasome

Interlinkedwith<owl:sameAs>prefix dbpedia

Spatial

geo:lat, geo:longPrefix geo

dcterm:countryprefix dcterm

Statistical

qb:prevalence qb:slice qb:itemprefix qb

qb:prevalence qb:slice qb:itemprefix scovo

Time: year ( from 1990-2010)prefix timeTime series

Data Storage
The main difference between existing health information system
development and Linked Data-based systems is the way data
is represented and stored. Current systems mostly use tabular
formats (eg, Excel, CSV) or relational database systems such
as Oracle. Linked Data-based systems, however, usually build
on triple stores as their main data storage. This triple-based
representation enables integration of data available from various
sources without the need for physical storage of the RDF triple
that corresponds to the relational data [20]. These systems
provide data management and data access via application
programming interfaces (APIs) and query languages to RDF
data. For this work, we used the Fuseki triple store [21]. It

provides representational state transfer (REST)-style SPARQL
HTTP Update, SPARQL Query, and SPARQL Update using
the SPARQL protocol over HTTP [22].

Data Enrichment
The primary intention of representing health data using the LOD
approach is to be able to discover and link health data from
different sources and use them in new applications. Interlinking
data from our RDF datasets to other datasets, which are already
in the LOD cloud, was challenging. It requires identification of
similar link types in our datasets, and then finding suitable
matching links in external datasets. Zevari et al point out similar
challenges in link discovery in health datasets [23].
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In our data enrichment, we used both manual and automatic
methods. We manually enriched the dataset with links to some
sources such as DBpedia, while large numbers of links to
sources such as Bio2RDF were generated automatically. The
enrichment is based on owl:sameAs relations, which
interconnect different identifiers for the same real-world item
across different datasets (eg, DBpedia:Ethiopia owl:sameAs
geonames:7733022). Such a sameAs-link references different
identifiers for the same real-world entity—Ethiopia, in our
example—from different sources [10]. We enriched the data
with links to data sources generated by related initiatives such
as Bio2RDF [24], LinkedCT [25], Pubmed [26], and other
geospatial and health-related initiatives using standard RDF
and Unified Medical Language System (UMLS) vocabularies.

We used the Silk Link Discovery Framework [27] for automatic
link discovery and to provide the built-in Fuseki query interface
to access the data. To access the target data, we first configured
access parameters to the target dataset endpoints using the
<DataSource> directive. The only mandatory data source
parameter is the endpoint URI. By specifying the source and
destination endpoints on target datasets, we interlinked the data.
In total, we retrieved 5312 data elements to be added to the
system. Additionally, we implemented a visualization interface
over the triple store using Sgvizler [28], a JavaScript library
which renders the results of SPARQL queries as charts or
HTML elements [29]. Figure 1 gives an overview of the overall
methodology.

Figure 1. The overall workflow diagram for the methodology from the data conversion, data interlinking, and data query to visualization.

Results

Overview
We developed a Linked Open Health Data (LOHD) system that
integrates spatial and statistical health data from various sources.
In the system, users can query HIV-related information about
African countries and the system will support them in querying
and visualizing the data in both space and time.

LOHD System Architecture
For the system development, we preferred a multilayer
architecture, which provides flexibility and reusability. For
example, data management, query processing, and visualization
are logically separate processes. The advantages of a multilayer

architecture have been discussed in the literature in detail
[27-29]. By breaking up the system into a hierarchy, different
layers can be developed sequentially and modified
asynchronously without affecting the entire system architecture
[10]. The architecture of our system is composed of 4 main
layers (see Figure 2): (1) the data layer, (2) the transformation
layer, (3) the service layer, and (4) the presentation layer. The
data layer stores the converted and interlinked data. The
transformation layer is the processing layer where every
SPARQL query is processed using crawling pattern to localize
data from the Web of Linked Data. The service layer controls
the data access and bridges the client to the server via service
protocols. The presentation layer allows the users to interact
with the services using either retrieval or visualization tools.
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All the system architecture layers and the underlying LOD application tools are shown in Figure 2.

Figure 2. LOHD System architecture with all the four layers from the data representation layer to presentation layer and the corresponding LOD tools.

Visualization
Coherent LOD visualizations enable nontechnical users to use
the Web of Data [30] and increase the usability and accessibility
of Linked Data-based systems [31]. In most Linked Data-based
systems, the user is expected to write SPARQL queries, which
is challenging for nontechnical users. To overcome those
challenges, we integrate a live visualization interface using
Sgvizler. Once the query is selected, the users have the option
to choose the visualization method for the data output. All the
visualization methods available on Sgvizler are supported by
our system. In the following sample queries, we show some of
the visualizations based on spatial or temporal queries.

Time Series Visualization of Linked Data
Time series visualizations help to display patterns and trends
that are not readily apparent in the numbers themselves. In
traditional databases, time series visualization is mostly done
by external applications which are cumbersome and time
consuming. But in Linked Data-based systems, you can write
your query and choose the visualization type from the
drop-down menu. Figure 3 shows the trend of HIV prevalence
in Ethiopia, as an example, and the system automatically shows
the live visualization of the trend for the requested year.
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Figure 3. Time series visualization of HIV prevalence in Ethiopia from the years 1990-2010. To visualize other countries, substitute the country name
in the query.

Geographical Visualization of Linked Data
Location is becoming a basic attribute for health data [32].
Location-based visualizations are mostly difficult using
traditional databases unless they are exported to geographic
information system (GIS) software for further analysis. In
LOD-based systems, location-based visualizations are facilitated

by the ability to write queries and choose the visualization
method. Figure 4 shows an example where the visualization
shows the prevalence of HIV based on each country’s location
on the African map. When someone clicks on the icon of the
country, it will show the basic information about the country
and the trend of HIV for the specified time period in the query.
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Figure 4. Location-based visualization of HIV prevalence in sub-Saharan Africa. The health-related data and the time series graph are displayed by
clicking on the map of the country.

Indicator-Based Visualization of Linked Data
Indicators are the basic components of any health data. Most
international disease prevalence comparisons and local-level
reporting are done using indicators in a specific period of time.
LOD-based systems support queries with different

indicators—such as HIV prevalence rate by country or region,
antiretroviral therapy (ART) coverage rate, population or gross
domestic product (GDP)—and make a correlation analysis
between those variables over time. In Figure 5, we show a
3-dimensional correlation analysis with time series animation.
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Figure 5. Indicator-based correlation visualization over LOHD system of HIV prevalence and ART coverage versus time.

Evaluation
The system was evaluated in a small-scale user study to get
feedback from healthcare data managers and users regarding
the usability and learnability of the system. A total of 19
participants were selected for this evaluation, both with a
technical and nontechnical background. The participants had
no relationship with the investigator and the selection was done
purposefully to ensure we recruited participants who currently
work on health data management, and to get a proportional mix
of different professions. Of the 19 selected participants, 17 of
them responded to the questionnaire (89%). The technical
participants (9/17, 53%) were data managers with IT
backgrounds, health information system developers, and system
administrators in different healthcare organizations in Africa.
The nontechnical participants (8/17, 47%) were public data
users, such as demographic data managers, doctors, and public
health professionals. The evaluation was done based on the SUS
with some wording amended, tailored for our participants (see
Multimedia Appendix 1). In the evaluation, we were interested
in the feedback from the participants on the query-based data
access. The Linked Data search engine was not provided to
participants, given its early stage of development for complex
query request. The SUS is mostly regarded as a quick and easy

way to conduct a usability assessment [33]. Even though the
tool is self-described as “quick and dirty”, it has been evaluated
in many studies (more than 600 articles) as valid and reliable
[34]. Based on the SUS scoring criteria, the final calculated
score was 82, which is well above the average SUS score of 68.
Table 2 summarizes the evaluation responses for each criteria
of the system usability.

Additionally, 2 open-ended questions were asked to the users
to better understand their views and their specific requirements
for using the system. The frequent answers for those questions
can be explained by dividing them into 2 groups. The
participants with technical backgrounds were relatively happy
and 8 out of 9 (89%) of them mentioned that such systems would
be useful in the future. The nontechnical participants (8/8),
however, mentioned that the system was not easy to use. This
is understandable seeing that the current Linked Data tools
demand writing queries. Publishing the data in
machine-understandable form and making live visualization
without having to use external applications were the most
frequently mentioned benefits of the system by the participants
of the evaluation (15/17, 88%). The need to write queries in the
optional interface and identifying the appropriate visualization
tool were reported as being the difficult aspects of such systems
by 16 of the 17 (94%) participants.
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Table 2. . SUS evaluation criteria and participant response (n=17).

Strongly dis-
agree, n (%)

Disagree, n
(%)

Neutral, n (%)Agree, n (%)Strongly
agree, n (%)

SUS evaluation criteria

-4 (24)-3 (18)10 (59)I think that I would like to access my data this way.

-10 (59)-5 (29)2 (12)I found the system unnecessarily complex.

1 (6)7 (41)-5 (29)4 (24)I thought the system was easy to use.

3 (18)7 (41)-1 (6)6 (35)I think that I would need the support of a technical person to
be able to use this system.

-3 (18)-2 (12)12 (71)I found the various functions in this system well integrated.

1 (6)10 (59)-2 (12)3 (18)I thought there was too much inconsistency in this system.

3 (18)6 (35)2 (12)1 (6)6 (35)I would imagine that most people would learn to use this system
very quickly.

1 (6)11 (65)-2 (12)4 (24)I found the system very cumbersome to use.

-5 (29)--12 (71)I felt very confident using the system.

-9 (53)-1 (6)7 (41)I needed to learn a lot of things before I could get going with
this system.

Discussion

Principal Findings
We developed a Linked Data-based health information
representation, querying, and visualization system. We used the
system to represent and store the data, facilitating flexible
queries and different kinds of visualizations. There are other
ongoing efforts to convert healthcare- and life science-related
datasets to a Linked Data cloud such as Linked Open Drug Data
(LODD), LinkedCT, Open Biomedical Ontologies (OBO), and
the World Wide Web Consortium’s (W3C) Health Care and
Life Sciences working groups [31,32]. Thanks to such initiatives
and recently developed Semantic Web tools, converting data
to RDF has become straightforward. However, just converting
the data to RDF and publishing it online is not enough [35,36].
The main difficulty is to integrate the data representation
methods to application-level tools and make them usable for
health information consumers in a shared, semantically
meaningful, easily discoverable, and reusable manner.

In our system, we represented the health data with its important
dimensions—magnitude, time, and space—in the form of RDF
and we used both manual and automatic interconnection
methods to enrich the data. We integrated visualization and
retrieval methods for the data to make data visualization and
retrieval possible with already available tools. There was a
similar initiative by Zappa et al to integrate mutation data in
the LOD cloud [35]. The methodology we follow for
development is similar except that they use another tool for the
data conversion. What makes our work different is that in
addition to converting the data and making it available in RDF,
we focus on integrating additional query and visualization
interface tools to make the system more usable, especially for
nontechnical users.

Our system development method was integration oriented in
the sense that it reflects the way to convert the different
dimensions of the data to Linked Data and integrate them with
already developed tools, enabling the system to support

information access. In selecting our tools, we found out that
RDF is currently a robust data model to represent data with
metadata [14,37] that gives the opportunity of integrating data
and availing data for query. Our selection of Sgvizler for
visualization was motivated by its current support of different
types of visualization and its integration with HTML webpages
by letting the user specify queries of interest [29]. One of the
difficulties we noticed here is that for complex queries, Sgvizler
is relatively slow. This may make it difficult to use for big data
and complex query-based systems. Nonetheless, we believe that
advanced-level, live correlation visualization of certain disease
trends in space and time dimensions from different sources is
one of the biggest promises of Linked Data-based systems in
the future.

Measuring the degree of advancement that a Linked Data
representation brings to public health data is difficult to quantify.
Nonetheless, from the technology perspective, the data becomes
search engine discoverable and machine understandable, which
addresses the main issues of the current health data silos problem
[38]. While Linked Data and Semantic Web technologies are
not as mature as other database technologies, they present a
promising alternative in public health information portal
development. A good example that can explain this is the data
representation scheme in the World Bank database [39], which
includes both a portal for downloading data as Excel or PDF
files, as well as a Linked Data version for downloading the data
as RDF with the ability to query their endpoints. The main
advantage of having Linked Data as an additional option in the
World Bank database can be seen in the results of search engine
results. If you input “Prevalence of HIV in Egypt” and “GDP
of Egypt” into search engines, we can clearly see the data
representation limitation of health portals. Since the World Bank
data is represented in a machine-understandable and search
engine-discoverable way, you can see the graphs and additional
descriptions, which are very useful for an end user searching
for them.
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The user evaluation of our system confirms the existing usability
limitations of Linked Data mentioned by different authors
[21,32,35,36,40]. Linked Data is currently mostly used by the
Semantic Web community and other users with a strong
technical background. To make the Linked Data-based systems
more usable by end users, we need to develop enhanced tools
that can avoid the need to write queries.

In our evaluation, 41% (7/17) of the participants (strongly agree
and agree together) reported that they need the support of a
technical person to use this system, which is high when
compared to other system evaluations [4,33]. Yet this is an
expected result given the current technical nature of data access
in LOD when using queries. The promising result from the
evaluation is that 70% (12/17) of the participants are confident
in using and understanding the visualizations of the system.
This indicates that the LOD-based representation of public
health data offers a new perspective in the future of health data
portal development.

Limitations
There are some limitations in this work. Primarily, the amount
of data we used is small to generalize the robustness of the LOD
tools. As already outlined in different studies [41-43] Semantic
Web technologies work well with small datasets but might not
be the best option with big datasets. Secondly, our user

evaluation was based on a small set of participants and the SUS
scale, which has its own limitations, making generalization of
the usability assessment result difficult.

For future research we recommend integrating and testing an
advanced-level search engine to ensure that LOD-based systems
are more usable outside the Semantic Web community.
Additionally, implementing and testing a similar system with
a big dataset by describing the data more robustly with
domain-specific, additional ontological vocabularies,
interlinking with more ontologies, and including more
visualization options for grouped data is recommended.
Moreover, implementation of advanced-level correlation
analysis visualization from different sources will make LOD
technology more interesting and usable by healthcare
professionals.

Conclusions
The system introduced in this article shows that LOD has a
promising potential in the representation of complex
health-related data. This is mainly due to its reusable and
interoperable manner that can serve intelligent queries, and
ultimately support decision-making. However, the development
of advanced LOD search engines is necessary to increase its
usability.
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Abstract

The current widespread use of medical images and imaging procedures in clinical practice and patient diagnosis has brought
about an increase in the demand for sharing medical imaging studies among health professionals in an easy and effective manner.
This article reveals the existence of a polarization between the local and global demands for radiology practice. While there are
no major barriers for sharing such studies, when access is made from a (local) picture archive and communication system (PACS)
within the domain of a healthcare organization, there are a number of impediments for sharing studies among health professionals
on a global scale. Social radiology as an information infrastructure involves the notion of a shared infrastructure as a public good,
affording a social space where people, organizations and technical components may spontaneously form associations in order to
share clinical information linked to patient care and radiology practice. This article shows however, that such polarization
establishes a tension between local and global demands, which hinders the emergence of social radiology as an information
infrastructure. Based on an analysis of the social space for radiology practice, the present article has observed that this tension
persists due to the inertia of a locally installed base in radiology departments, for which common teleradiology models are not
truly capable of reorganizing as a global social space for radiology practice. Reconciling the local with the global signifies
integrating PACS and teleradiology into an evolving, secure, heterogeneous, shared, open information infrastructure where the
conceptual boundaries between (local) PACS and (global) teleradiology are transparent, signaling the emergence of social radiology
as an information infrastructure.

(JMIR Med Inform 2014;2(2):e27)   doi:10.2196/medinform.3648

KEYWORDS

information infrastructures; social radiology; teleradiology; picture archive and communication systems (PACS); sociotechnical
systems

Introduction

Contemplating social radiology in terms of an information
infrastructure [1-7] goes beyond discussion on technologies for
archiving and transmitting medical images or tools for medical
imaging. It involves the notion of a shared infrastructure as a
public good [2], capable of supporting the formation of
associations between people, organizations and technical
components in order to support patient care and radiology
practice in a networked world. The emergence and sustainability
of an information infrastructure require a permanent endeavor

in order to build and maintain a set of solutions distributed along
the social or technical and local or global axes of the information
infrastructure space [2]. When solutions polarize, emphasizing
the local (technical) aspect rather than the global (social), or
vice-versa, the information infrastructure does not emerge. In
a recent work [5], the term “knowledge infrastructure” is used
as new terminology for “information infrastructure”.

This article reveals the existence of a polarization between the
local and global demands for radiology practice, thus
jeopardizing the emergence of social radiology as an information
infrastructure. The article begins by demonstrating that such
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polarization establishes a tension between local and global
radiology practices and that this tension denotes the lack of an
information infrastructure. The following explores the concept
of an information infrastructure for radiology practice as a social
space that is interactive, evolving, and open. Next, it analyses
how the struggle with the inertia of the installed base impedes
the emergence of social radiology as an information
infrastructure. Additionally, it also argues that current
teleradiology models do not configure as an information
infrastructure for social radiology. The article concludes by
discussing the manner in which reconciliation between local
and global is a way towards social radiology as an information
infrastructure.

The Tension Between Local and Global
Radiology Practices

Sharing medical imaging studies among health professionals
in an easy and effective manner has long been an on-going
pursuit in radiology [8]. This is even more evident nowadays,
with the widespread use of medical images and imaging
procedures in clinical practice and patient diagnosis. The
demand for noninvasive diagnostic imaging tests continues to
increase, where the growing trend among non-radiologist
physicians is twice as fast as among radiologists [9]. As such,
the timely access to medical imaging studies by radiologists
and non-radiologists is imperative.

In general, radiologists have no major issues with reading
images and creating primary diagnostic reports. Similarly, other
health professionals have no concerns about reading such images
and reports when access is within the domain of a health care
organization. Image related data and working functions are
accessed in a workflow supported by the picture archive and
communication systems (PACS) and radiology information
systems (RIS) of a radiology department [10,11]. When access
is required from a remote location, health care organizations
typically adopt a suitable teleradiology solution. For instance,
they adopt virtual private networks (VPN) and cloud computing
technologies to enable physicians to access PACS/RIS from a
different location or to integrate geographically separated
buildings within a health care organization [12-14]. Another
solution commonly used is outsourcing image interpretation
services. In this case, regional, national or international
teleradiology companies only interpret or broker image
interpretation for non-radiologists [15].

The big issues occur when health professionals need to access
medical image studies outside the domain of a health care
organization. Specifically, it is not easy for a physician to share
an image study effectively for a second opinion with a colleague
situated in a different location. By contrast, when all the actors
are in the same (local) domain, it is easier to share the study
through the radiology workflow of PACS/RIS. It is also easy
to distribute finished reports to the referring physicians once
they are in the same domain. In spite of advances in federated
teleradiology solutions for integrating image sharing among
health care organizations [16], they are complex to implement
and such alliances involve business models. Ultimately, it would
be of little interest for competing teleradiology companies to

share medical imaging studies and other collaborative resources
among themselves. On the other hand, the care of the patient
should be of paramount interest for sharing medical imaging
studies, so as to have an expert second opinion on a complex
case. In such a situation, the consultant physician generally
chooses the expert radiologist in a rather arbitrary manner,
regardless of any kind of business alliances that may exist
among health care organizations. Selection of the expert
radiologist, as an illustration, may be based on the consultant
physician’s professional relationships, or on the recommendation
of colleagues, or through reputation within a subspecialty.
Essentially, there are many factors that affect the sharing of
imaging studies for patient care, which require the flexibility
and dynamism of teleradiology infrastructure to support the
spontaneous formation of temporary or permanent practice
alliances of health professionals and organizations. However,
global health initiatives often adopt highly centralized or rigidly
hierarchical approaches for scaling up health services, which
are not fitting for the dynamic, unpredictable manners in which
health services may expand and become sustainable [17]. In
particular, teleradiology infrastructures of health care
organizations tend to be tailored to satisfy local requirements.
For instance, providing image interpretation or second opinion
advice services to previously defined remote locations as part
of a locally managed teleradiology service or, on the other hand,
acting as a user of services provided by a specific teleradiology
company. This leads to an emphasis on detailed initial planning
and inflexible designs, which do not address the adaptive
properties of dynamic pathways for expanding health services
[17].

Despite the weaknesses of using email, in teleradiology it has
become the most popular way to overcome this lack of flexibility
and dynamism [18]. In its simplest form, the physician just
collects the images of interest into some well-known format
(eg, JPEG), packs and emails them to a remote expert, who will
then review the images and reply with a report. In a more
advanced manner, the registered DICOM MIME type [19]
allows the transfer of imaging studies in DICOM standard
format [20] using basic email transport mechanisms with
additional encryption in accordance with OpenPGP [21].
Weisser et al [22] present the successful experience of
integrating more than 60 health care organizations in Germany
by transmitting DICOM imaging studies via email in a variety
of teleradiology applications. Email has also been successfully
used to send reports to women undergoing mammography
screening in the United States [23]. Hence, what does the use
of email in radiology suggest? It suggests email is a simple way
to connect people and exchange medical imaging studies beyond
the limited boundaries of local PACS networks. With email, it
is easy to locate and connect people in order to exchange images
or reports and collaborate asynchronously thanks to the
simplicity, availability, connectivity, large number of users and
low cost of email. Pianykh [18] claims that email radiology was
“the first honest attempt to implement true teleradiology”;
however, he also recognizes the drawbacks such as, poor image
quality, the loss of metadata when images are converted from
DICOM to common image formats (eg, JPEG), difficulties in
dealing with large files, and a lack of any PACS/RIS integration
and consolidated workflow.
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It is manifest that there is a polarization between the local and
global practice needs (Figure 1). In general, the local needs of
the radiology practice are well afforded by the radiology
workflow of the PACS/RIS in a health care organization,
whereas there is a great impediment to support the global needs.
This impediment is motivated by a radical difference between
the local and global needs of the radiology practice. Health care
organizations are often concerned with their own business
objectives and restrictions, which influence the working practice
of the local radiology community as well as the local PACS/RIS
infrastructure. On the other hand, individuals, radiologists,
patients and the many other stakeholders in the health care
system are often members of multiple communities that pervade
the boundaries of a single organization, interacting with one
another through a web of complicated relationships influenced
by communities of practice, neighborhoods and social networks
[17]. Moreover, each practice community uses technologies
differently, thus presenting different demands on their flexible
standard requirements [7].

Such polarization establishes a tension between the local and
global demands (ie, the demands that encompass the boundaries
of a single organization) that denotes a lack of an information
infrastructure for the radiology practice and this very
infrastructure will occur only when this tension is resolved [2,7]
by reconciling the local with the global. However, the emergence
of such an information infrastructure is a long-term venture,
which requires that it is considered not as something entirely
transparent and ready to run or operate as something else, but
as a social space of interrelations between people, organizations
and technical components [2]. In fact, information infrastructures
emerge not by emphasizing changes in the infrastructural
components but from changes in the infrastructural relations,
since information infrastructures are fundamentally a relational
concept [2,7]. In this sense, to be social does not signify being
a thing among other things, but a kind of association between
things that are not themselves social, a movement that may fail
to trace any new association and may fail to redesign any
well-formed assemblage [24].

Figure 1. Polarization due to tensions between local and global demands for radiology practice.

Information Infrastructure for Radiology
Practice as a Social Space

Overview
The information infrastructure for the practice of radiology
means a social space of static and dynamic interactions where
people, organizations and technical components are associated
with activities and structures, forming a sociotechnical system.
This social space may be a physical place, such as a radiologist’s
report room or a virtual space such as the radiology department,
and it simultaneously offers material and immaterial support
for social relations [25]. The material support for the practice
of radiology, among others, includes physical rooms, furniture,
medical imaging equipment, information technology (IT)
devices, and networks. The immaterial support comprises

business and clinical processes (activities) of the radiology
department, organizational structure, roles and functions, IT
and communication software (eg, PACS, RIS), among others.
It is in this social space that people gather and interact with each
other, with material and immaterial support. In addition, the
social space for radiology practice is evolving and open.

The Social Space for Radiology Practice is Interactive
The interactions that occur in the social space for radiology
practice can vary from rather static to highly dynamic. For
instance, the relationship between a radiologist and an image
modality tends to be rather static. Specifically, an expert
radiologist in nuclear medicine (NM) tends to have a static
relationship with the NM division of the radiology department
in the sense that they belong to this division in the organizational
structure for an indefinite time. In fact, such experts tend to
work with the same set of imaging equipment located in specific
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rooms of the NM division, use a familiar set of imaging
manipulation tools and other information and communication
technology (ICT) tools, carry out routine sets of clinical and
administrative activities, and finally, usually cooperate daily
with a well-known staff. In short, a health professional working
in their practice in a social space establishes static relationships
with material and immaterial support. In general, such
relationships have a high inertia, change slowly over time, and
are tied to a local context.

Other interactions are much more dynamic, such as the
relationship between patients and the radiology department.
Some patients go to the radiology department only once, while
others make several visits during a short period of time,
according to the condition of their health. Some visits are
motivated by emergencies or the need for urgent examinations,
while others are motivated by chronic diseases. One single
patient may undergo tests with different imaging modalities,
where images are acquired with the support of different kinds
of equipment, clinical and administrative processes and various
personnel, with the results being evaluated by different
radiologists. Complex cases may require special care for patient
preparation before the test, application of elaborate
post-processing techniques on the acquired images, or the
formation of medical boards to discuss findings. Certain
demands, especially in emergencies or urgent examinations,
may be highly dynamic and unpredictable. In sum, a patient in
the social space of a radiology department establishes dynamic
relationships with the physical environment, imaging modalities,
software tools, clinical and administrative processes and
personnel, among others. In general, the occurrence of such
relationships is ephemeral and dependent on the patient’s health
and financial condition, but the outcomes may have a significant
repercussion on the patient’s life.

The Social Space for Radiology Practice is Evolving
With the aim of considering the social space as something that
is evolving, it is essential to highlight the relational role played
by the interactions between people, organizations, and technical
components. This shifts the emphasis away from things and
people as simply being causal factors during the performance
of such practices [7], since interactions generate a chain of
actions and reactions along complex pathways that influence
the evolution of the social space in a variety of manners. For
instance, the radiology department (a virtual place) interacts
with the physical building of the hospital into which it is located.
In this case, the physical building is continually adapting to
satisfy the requirements of the radiology department while on
the other hand, the physical restrictions of the building
continuously affect the work practices in an iterative and
interwoven mode. Similarly, the technical components are
affected by the requirements of the radiology department, as
well as by interactions with people and things, such as other
technical components. However, this process is not only
one-way, and people also place their interests in the technology
[26]. As an illustration, it is possible for technology to change
common activities within the radiological workflow in order to
adapt to its interests, where radiologists, for example, have to
learn a new method of entering diagnoses and other information
onto a structured reporting system that has replaced the

traditional use of free text editors. Conversely, technical
components are modified and adapted to accommodate the
demands of people and things, such as complying with a
technical standard (eg, DICOM, Health Level Seven [27]) or
changing the procedures for patient appointments, allowing
them to also be booked via a mobile phone app. In short, the
conventions of practice both shape and are shaped by
information infrastructure [7]. Indeed, from the interplay of
people, organizations and technical components in the social
space there emerges a concurrent design and redesign of
technology, individuals and work practices [26], forming an
ever-evolving sociotechnical system.

The Social Space for Radiology Practice is Open
It is important to note that such interactions occur not only inside
the local social space of a radiology department, but also within
the external environment, since social spaces are inherently
open, stretching outside their own location. This signifies that
in spite of there being a boundary, a local social space is
permeable to its external environment for the exchange of
matter, energy and information. While on the one hand, such
an exchange is essential for the social space of a radiology
department to keep its internal organization and evolve, on the
other, it also allows it to influence the (external) environment.
However, being open does not denote being completely free
because members of a social space have to adhere to rules,
business and clinical processes, policies and principles, some
self-determined and others determined from outside. For
instance, not everyone is free to enter a radiology department
to work as a radiologist. From an external perspective, there are
legal requirements that the radiology department must observe
regarding professional credentials in order to allow an applicant
to work as a radiologist. However this is not enough. Based on
its policies and principles, the radiology department itself should
also have a particular interest in hiring a new radiologist, such
as the need to expand the workforce to meet growing demands.
Once hired, the radiologist becomes a member of a social space
of work practice, in which membership signifies having to learn
the rules [7], business and clinical processes, policies, and
principles of the radiology department. Nonetheless, the
radiologist, with their professional and personal history also
has the potential to interfere and change the above mentioned
items. Similarly, this also occurs with anyone who interacts
with or within the social space of the radiology department,
including other professionals and patients.

Openness can be helpful to deal with situations of emergency,
particularly when they require a large effort in reading images
that cannot be supported by a local radiology department alone.
In this case, an open social space for radiology practice enables
the temporary mobilization of a taskforce for reading images,
with radiologists from the external environment being invited
to join it. The transmission of DICOM image studies by email,
like the experience related by Weisser et al [22], is an example
of an open infrastructure for radiology practice that can help in
such mobilization. In principle, any radiologist having an email
account and a trustful digital certificate can join the effort, being
able to receive studies to read and to send reports in a secure
mode.
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Other kinds of interactions with the external environment are
more subtle, thanks to the openness of social spaces. Consider
the case of clinical research carried out by a radiology
department. The findings of such research need not be used only
to improve the work practice locally, but also externally, since
they are published through scientific conferences and journals
and are kept in digital libraries alongside the findings of clinical
research performed elsewhere, compounding a body of
knowledge. Thus, local findings are potentially able to influence
the work practices of other (local) radiology departments.
However, it is worth noting that scientific societies, conferences,
and journals mediate this flow of information between (local)
radiology departments. In fact, they are also social spaces for
radiology practice because people, organizations, and technical
components interact when dealing with this body of knowledge.
It is there that primary (eg, original papers) and secondary (eg,
books, reviews, clinical guidelines, technical standards) research
findings are discussed, peer-reviewed, and shared. As a social
space, it is there that cooperation and competition takes place,
recommendations are made, reputations are built, conflicts
emerge, and consensus is reached. Furthermore, the body of
knowledge collectively produced has an influence over the local
work practices of radiology departments, where, in general,
clinical research is conducted. This is feasible because the
boundaries of social spaces are permeable to their external
environment. Hence, at the same time, the environment is both
intimate and foreign (it is part of a social space, yet it remains
exterior to it), so that the intelligibility of a social space is
encountered not only in the social space itself, but also in its
relationship with the environment which is not simply of
dependence: it is constitutive of it [28].

Essentially, the aforementioned social spaces, including their
relationships with the environment, comprise an information
infrastructure for radiology practice. In the past, the main form
with which to share scientific information was through the
means of physical delivery. Another way to share information
was to attend scientific conferences or visit a radiology service.
It may be stated that the sharing of scientific research
information through the radiological social space was quite
successful in the past. Nowadays, with advances in ICT, such
sharing has largely improved, not only by the ease of access
provided by digital networks and libraries, but also by the
support provided by ICT in conducting scientific research itself.
However, information published from clinical research has an
important property: it is aggregated information. Usually,
selected clinical and demographic data are collected from
patients as part of clinical research protocol performed in a
radiology department or within a group of radiology
departments. Such information is usually processed by statistical
methods, summarized and analyzed locally by those responsible
for the research before the findings being published.
Consequently, scientific papers present clinical information in
a highly condensed and abstract manner. On one hand, this
facilitates the spread of information throughout the radiological
social space but on the other, it hinders access to private
information from the patients who took part in the research.
The outcome is that, taking into account the flow of scientific
information in the radiological social space, there is no
significant tension between local and global. The tension occurs

when the clinical and demographic information that needs to
be shared belongs to one identifiable individual.

Social Radiology Information
Infrastructure Wrestles With the Inertia of
an Installed Base

According to Star and Ruhleder [7], an information
infrastructure is built on an installed base and wrestles with the
inertia of this base, inheriting both its strengths and
shortcomings. In the case of scientific information flowing into
the radiological social space, ICTs, particularly the Internet and
the Web, were introduced within an installed base that was
mostly transposed to a virtual world, such as e-mails,
e-documents, digital libraries, e-subscriptions, e-publishers,
e-readers, and information systems to support scientific
workflow. In short, the ease with which scientific information
was commonly exchanged among local social spaces became
even greater after the advent of ICTs, due to its growing
pervasiveness. The ICT infrastructure to support radiology
practices that deal with personal and identifiable clinical and
demographic information was also built on an installed base.
However, in this case, the radiological workflow, which deals
with this kind of information, was traditionally confined to the
boundaries of the radiology department. Before the advent of
ICTs, the steps of the radiological workflow were performed
within the physical space of the radiology department, where
the generated medical images were made available on film and
reports were written on paper. For situations requiring the
opinion of a remote subspecialist radiologist, as in complex
cases, the transmission of medical images over distance (ie,
teleradiology) was not common due to technical difficulties of
transmission, high costs, and poor image quality. In general,
medical boards were formed to discuss complex cases with
radiologists and other physicians from the local practice
community of the radiology department or hospital. Concerns
with the violation of patient confidentiality due to leaking
sensitive clinical information also contributed to keeping the
imaging studies within the confines of the radiology department
that produced them.

Therefore, when ICTs were introduced into the radiology
department to deal with personal and identifiable clinical and
demographic information, they were used to support radiology
practices that usually worked on a local basis. The examples
include: (1) medical images generated on film were replaced
by direct digital capture to produce a digital image available in
DICOM standard format; (2) management of the physical films
of medical images in the radiology department was replaced by
PACS working according to DICOM requirements for image
communication between individual components, such as imaging
equipment, diagnostic and post-processing workstations, archive
systems, and image distribution workplaces [10,11]; (3) the
radiological workflow was mostly transposed to RIS/PACS,
comprising software modules for creating orders, scheduling,
reading, reporting, medical coding, recording services, and
interfacing for billing systems, among others [11].
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For cases in which teleradiology was required, it was only in
the early 2000s that ICTs were ready for real clinical
applications [10]. In general, teleradiology activities were
supported by projects that created advanced infrastructures,
although they were not sustainable, since they depended on
short-term external resources that did not remain available after
the end of the project [17]. In addition, such activities were
conducted outside the radiology department routine, and did
not complement it or become integrated. Thrall [8] reminds us
that certain teleradiology efforts from the 1960s until the
mid-1990s presented a relatively low performance as the cost
of computers and data transmission were high, image quality
was poor, and logistics were cumbersome. These efforts were
unsustainable without external funding, and the clinical
applicability in radiology work practices was very limited. By
contrast, since the mid-1990s, particularly after the early 2000s,
the evolution of ICTs provided a set of enhancements that
enabled, in principle, an effective, sustainable use of
teleradiology [8] as exemplified: (1) the availability of
high-performance/low-cost personal workstations for image
processing and display; (2) the availability of
high-performance/low-cost storage and
communications/computer networks like the Internet; (3)
improvements in image compression algorithms and
transmission techniques; (4) widespread use of PACS/DICOM
by radiology departments.

While there is a inertia that confines the radiology work
practices to the local social space of the radiology department,
even after the arrival of ICTs the aforementioned enhancements
bring very attractive opportunities to displace such work
practices from the local to the global. In other words, they offer
opportunities to disrupt the physical contiguity of the place
where radiology work practices are usually performed.
Fragments of the place need to be rearranged into a network in
order to allow continuity of the work practices. In fact, there is
still a movement in progress towards changing from a space of
places to a space of flows, in terms of Castells’ nomenclature
[29]. The space of places (ie, the local social space of the
radiology department) organizes experience and activity around
the confines of a locality, while the space of flows electronically
associates separate places in an interactive network that connects
activities and people in distinct geographical contexts [30], that
is, the global social space for radiology practice.

Current Teleradiology Models are not
Information Infrastructures for Social
Radiology

The movement against local inertia does not result in the social
space vanishing from the radiology department. In fact, it results
in its transformation by the new possibilities of organizing
people, activities and structures. Today’s common teleradiology
models illustrate some of these possibilities [8,10,18]:

1. Night-hawking/On-call/Off-hour reading: these terms refer
to providing on-call coverage for image interpretation,
particularly during off-hours, when the availability of
radiologists on examination sites is scarce. It is clear in the

model that the radiology department has its own staff of
radiologists, and on-call coverage is provided by designated
members of the staff or by outsourced radiologists from a
teleradiology company. In this last case, it is common to
read images overnight in another country, taking advantage
of a different time zone and lower costs.

2. Regional PACS: this model uses WAN to integrate local
PACS or DICOM workstations from remote locations. It
is typical for inter-hospital PACS for instance, when
hospitals or health care centers have branches or satellite
image centers, when they form business alliances, or when
they are under the umbrella of a large public health system.
It is a current solution for developing national and
international radiology networks.

3. Radiology outsourcing: a model in which a teleradiology
company takes care of the radiology service when
interpretations are not available on site. In general, the hired
company is in a cost-efficient location and may provide
teleradiology equipment, image storage and technical
support in addition to remote image interpretation by
radiologists.

Although these models impact the inertia that confines the
radiology work practices to the radiology department, they do
not truly configure as an emergent information infrastructure
for social radiology.

For the above listed items, in model (1), teleradiology does not
substantially affect the usual work practices of the radiology
department that takes advantage of it in two ways [8]. Firstly,
by offering timely radiology coverage to referring physicians
and patients, regardless of the availability of internal on-site
staff, and secondly, by improving the usage of the workforce
when the radiology department has its own 24-hour staff
coverage, taking advantage of this to offer image interpretation
services to third parties. In short, teleradiology model (1) is
used as a convenience, to enhance the usage of the local
workforce, or to maintain a reasonable work life for local staff.

Teleradiology model (2) lacks the flexibility required by an
information infrastructure. The integration of several local PACS
is driven by the business concerns of a relatively small group
of hospitals or health care centers, not by the true concern for
sharing medical images in general. The difficulties of sharing
images outside the regional PACS domain remain, as much of
the conventional PACS inertia is inherited [18]. For instance,
a common approach is to have a VPN via WAN connecting
branches and satellite image centers to the central PACS of a
main hospital. In this case, a regional PACS is essentially a
conventional, but huge PACS [18]. For the case of business
alliances involving few hospitals, customized solutions to
integrate their PACS are common, but there are problems of
interoperability. The alignment of business interests among the
participants of a regional PACS, on the other hand, facilitates
sharing efforts and cooperation because a trust relationship is
a priori established. In spite of this, the regional PACS is merely
an integration of local PACS among organizations with a great
interest in such sharing, offering nothing new in relation to
conventional PACS. High inertia to planning and maintaining
regional PACS hampers the flexibility and dynamism required
to support the spontaneous formation of temporary or permanent
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practice alliances of health professionals and organizations
motivated by the interest in patient care. In sum, teleradiology
model (2) does not significantly affect local work practices, nor
does it facilitate the exploration of new possibilities for
radiology work practices outside the domain of regional PACS
members.

Finally, the main problem in model (3) is the dependence on a
single company that, in general, provides an ad hoc
infrastructure for teleradiology suited for making easy, fast, and
cheap connections with clients. The design of such solutions
tends to be inflexible, and does not address the complexities of
interoperability, because teleradiology companies generally
have no interest in sharing images with external entities. Even
so, this model of teleradiology may impact the local social space
of radiology work practice because it displaces the radiologists
from the point of patient care to another location. Motivations
for this displacement (ie, the absence of interpretations on site)
are of a logistical and economic nature. Logistical motivation
is a classic case for employing teleradiology: remote areas (eg,
rural, difficult to reach and possibly with only non-radiologist
physicians) using a remote service for image interpretation by
radiologists, including emergency situations and for second
opinions. The impact in this case is positive. The economic
motivation, on the other hand, aims to reduce the costs of
maintaining an onsite team of radiologists. Local staff is
replaced by remote radiologists hired by teleradiology
companies situated in a cost-efficient location. One criticism
of this last motivation is that it leads radiology work practice
towards commoditization (assembly-line approach), as
teleradiology companies and hospitals seek to maximize
financial gain, without due concern for consultative skills, the
necessary assessment or quality control provided by radiologists
[15].

Reconciling the Global With the Local

Essentially, in such common teleradiology models, work practice
from the confines of locality is not truly reconciled into a space
of flows to form a global social space for radiology. While they
fragment the physical contiguity of the place where radiology
work practice is performed, such fragments somehow remain
close, due to local inertia. As a result, the impediment of sharing
medical imaging studies with other localities remains high, since
tension between the local and global persists, thus hindering
the emergence of social radiology as an information
infrastructure.

Observing from the perspective of Marc Berg’s Rationalizing
Medicine [31], there was a convergence between technological
tools and radiology practice when ICTs were introduced in
radiology departments. The very creation of the DICOM
standard, PACS and RIS as well as new or reshaped radiology
practices, commonly found today on local radiology
departments, was “not pre-given, but emerged in and through
the development and intertwining of networks” [31], involving
health professionals, technicians, patients, organizations, among
other stakeholders. Such convergence, on the other hand, was
not observed in the common teleradiology models presented
beforehand in order to signal a seamless integration of local and

global into an emerging information infrastructure for radiology
practice. This suggests that such models are some of the “many
loose ends” that confronts processes of convergence [31], still
in progress towards social radiology information infrastructure.

An effective information infrastructure for radiology practice
should facilitate social interaction regardless of any kind of
business alliances among health care organizations. Here,
reconciliation between local and global signifies teleradiology
as an integral part of PACS, being the notion of (local) PACS
and (global) teleradiology transparent, with digital imaging
without the constraints of distance becoming a true radiology
standard [18]. In fact, this facilitation will be reached insofar
as the information infrastructure is shared, open, heterogeneous,
secure, and evolving, forming a sociotechnical system of
information technology.

A shared information infrastructure means considering it as a
public good [2], and not belonging to a single company or
organization, but shared across multiple communities in many,
unexpected ways [1]. An open information infrastructure means
that it has permeable boundaries, which allow interactions with
an external environment in intricate, unexpected manners and
contexts. In fact, the boundaries are not clear enough to
distinguish those that may use the information infrastructure
and those that may not, nor those that may design the
information infrastructure and those that may not [1].
Heterogeneity reflects the great social and technical diversity
afforded by an open, shared information infrastructure, able to
include a growing number of entities such as user communities,
operators, governance and standardization bodies, and design
communities [1,4]. A secure information infrastructure signifies
the capability of establishing trust among the entities of which
it is composed, in consideration of legal and ethical issues such
as patient privacy, confidentiality, integrity and ownership of
clinical data, licensure, accreditation and liability of health
professionals and organizations [16]. The experience of the
DICOM email in Germany [22] is an example of an open and
loosely coupled infrastructure for teleradiology that addressed
such security issues. Finally, an evolving information
infrastructure signifies considering it as emerging from the
continuous interplay of people, organizations and technical
components in a concurrent process of design and redesign [26].

In point of fact, social radiology as an information infrastructure
(Figure 2) is a social space of static and dynamic interactions
for radiology practice where people, organizations and technical
components are associated to activities and structures forming
a sociotechnical system of information technology that is shared,
open, heterogeneous, secure, and evolving. It may enable the
reorganization of radiology work practice into cyberspace (space
of flows) to form a global social space for radiology that
surpasses current teleradiology models. As a sociotechnical
system of information technology, it is a basis for social
computing that may provide value way beyond that offered by
purely IT systems, since user-generated content is exploitable
not only by the users, but by the information infrastructure itself
[32].

The information infrastructure may be of value by producing
faster results due to multiplying effort [32]. For instance, the
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information infrastructure may facilitate the spontaneous
formation of small groups of subspecialist radiologists to provide
expert consultations [15]. The agglutination of such groups to
form larger groups may additionally provide 24/7 coverage for
several small organizations and thus, the responsibility for
off-hour emergency examinations, shared and spread over a
large number of people, is able to enhance productivity of local
workforce usage while maintaining a reasonable work load [33].
By being open and shared, a social radiology information
infrastructure empowers radiologists to come together to provide
professional services without the need of a teleradiology
company acting as a broker.

The information infrastructure may also be of value by
producing high quality results because it enables the integration
of knowledge from multiple professionals with diverse expertise
[32]. The existence of networks of groups of subspecialists
favors the development of a culture of reciprocity in asking
colleagues for advice and second opinions [33]. Indeed, it favors
the creation of new models for assessing the quality of the
radiologist’s work and for peer review [34], as they have been
challenged by referring physicians and health care organizations
to demonstrate the quality and accuracy of their interpretations
more objectively [8]. This may result in solutions that tackle
the problem of commoditization in radiology by enhancing the
work of the radiologists while considering patient benefit
essential [15]. In addition, the pursuing for quality favors groups
of subspecialists to create their own culture and standards for
reading images. As such, the different cultures for reading
images present in local radiology departments can also happen
in the cyberspace because an open, heterogeneous and flexible
information infrastructure enables such diversity.

Another way in which the information infrastructure may be of
value is by producing results that are perceived as more
legitimate because they represent a community [32]. For
instance, a group of radiologists that provides expertise
consultation is part of a community that may assess the results
produced by the members of the group using some kind of
socially constructed recommender system. Such a system is
socially constructed, as it reflects a congruence between the
behavior of the members of the group of radiologists (legitimate
entity) and the (assumedly) shared beliefs of the community;
therefore legitimacy depends on a collective audience, although
it is independent of particular observers [35]. In this sense,

legitimacy is seen as a social judgment of acceptance, suitability
and desirability [36]. A basic premise to this is that the
individuals of the community have an identity to enable
interaction and communication, and association with the
information produced [32], as legitimacy is dependent on an
individual’s history of events [35]. In fact, involvement of the
community in building legitimacy for the radiology practice is
essential so as to reinforce the growth and sustainability of the
very community in the radiology social space, because
legitimacy is an important factor for attracting resources from
the external environment to maintain such growth and
sustainability [36]. It is also important to empower patients in
the relationship with radiology practice, either by providing
information to support decision-making, such as choosing an
expert for a second opinion, or by offering the possibility to
evaluate the actions of a professional.

Finally, the information infrastructure may be of value by
executing tasks that require exclusively human abilities, beyond
the capacity of purely IT systems [32]. This is the case of
interpreting medical images, a complex task that IT systems
generally cannot perform alone. The task involves the process
of image perception to identify abnormal patterns, followed by
characterization and interpretation of those patterns [37], which
depend heavily on empirical knowledge, memory, intuition,
and diligence of the radiologist [38]. Despite this,
computer-aided diagnosis (CAD) can be a helpful tool to support
the radiologists in decision making, particularly in the process
of identifying abnormal patterns. For example, studies have
demonstrated improved diagnostic sensitivity with the use of
CAD for assessing breast nodules, although with increased
false-positive results [37]. This CAD could be useful in
large-scale breast screening programs to pre-select imaging
studies where possible breast nodules were detected, to distribute
them among a taskforce of radiologists from groups of
subspecialists who provide expertise consultation to the social
radiology information infrastructure. The radiologists would
use the CAD results as a “double-check” and in such a case,
with increased false-positive results, this may help to reduce
inter-observer variability among radiologists [37]. It is
noteworthy that the final decision lies with the radiologists,
providing additional value due to the synergistic effect of
combining the radiologist’s skills and the IT system’s capability
[39].
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Figure 2. Social radiology as an information infrastructure.

Towards Social Radiology as an
Information Infrastructure

This article explores the concept of social radiology as an
information infrastructure, showing that the persistent tension
between the local and global demands for radiology practice is
an impediment for the emergence of such an information
infrastructure. Tension persists due to the inertia of locally
installed bases in radiology departments, for which common
teleradiology models are not truly capable of reorganizing as a
global social space for radiology practice. Reconciliation
between local and global will facilitate the sharing of medical
imaging studies beyond local domains, allowing the spontaneous
formation of temporary or permanent practice alliances of
(groups of) health professionals and organizations in a flexible
and dynamic manner. With this reconciliation, the conceptual
boundaries between (local) PACS and (global) teleradiology
will vanish, signaling the emergence of social radiology as an
information infrastructure.

The challenge is how to induce a movement to build social
radiology as an information infrastructure, considering that it
involves addressing a variety of issues, which are beyond the
local and global tension examined in this article, for example,
the tension between social and technical demands for radiology
practice that arises among members of users and design
communities, governance and standardization bodies, and health
care organizations. More specifically, this tension is present in
the sociotechnical process of developing information
infrastructure standards that increases irreversibility in the use
of technologies (eg, DICOM) while being open to further change

and supporting flexibility of use [40]. This sociotechnical tension
is also present in the relationship between user and open source
software communities with traditional companies of medical
imaging software [41]. Individual versus community demands
are also a source of tension [2], and must be addressed in the
move to build social radiology as an information infrastructure
as well as security questions concerning the establishment of
trust among the sociotechnical entities comprising the
information infrastructure.

In the face of all these issues, recent advances in information
infrastructure research [1-7], particularly in information
infrastructure design theories [42], provide a promising way
towards solutions for building social radiology as an information
infrastructure. The design theory for dynamic complexity in
information infrastructure [1] is a normative design theory
systematized from empirical descriptions of the evolution of
information infrastructures that tackles dynamic complexity in
the design for information infrastructures, defined as a
sociotechnical system of information technology. According to
the proposed theory, information infrastructures have
evolutionary dynamics that are nonlinear, path dependent and
influenced by unbounded user and designer learning, as well as
by network effects. In addition, information infrastructures are
regulated by emergent, distributed, episodic forms of control.
Therefore, information infrastructure design theory is aligned
with a new view of health systems (such as a social radiology
information infrastructure) as complex adaptive systems [17,43].
However, more research is needed regarding the application of
design theories aimed at building information infrastructures
for health systems, especially, social radiology.
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Abstract

Background: The Unified Medical Language System (UMLS) contains many important ontologies in which terms are connected
by semantic relations. For many studies on the relationships between biomedical concepts, the use of transitively associated
information from ontologies and the UMLS has been shown to be effective. Although there are a few tools and methods available
for extracting transitive relationships from the UMLS, they usually have major restrictions on the length of transitive relations
or on the number of data sources.

Objective: Our goal was to design an efficient online platform that enables efficient studies on the conceptual relationships
between any medical terms.

Methods: To overcome the restrictions of available methods and to facilitate studies on the conceptual relationships between
medical terms, we developed a Web platform, onGrid, that supports efficient transitive queries and conceptual relationship studies
using the UMLS. This framework uses the latest technique in converting natural language queries into UMLS concepts, performs
efficient transitive queries, and visualizes the result paths. It also dynamically builds a relationship matrix for two sets of input
biomedical terms. We are thus able to perform effective studies on conceptual relationships between medical terms based on their
relationship matrix.

Results: The advantage of onGrid is that it can be applied to study any two sets of biomedical concept relations and the relations
within one set of biomedical concepts. We use onGrid to study the disease-disease relationships in the Online Mendelian Inheritance
in Man (OMIM). By crossvalidating our results with an external database, the Comparative Toxicogenomics Database (CTD),
we demonstrated that onGrid is effective for the study of conceptual relationships between medical terms.

Conclusions: onGrid is an efficient tool for querying the UMLS for transitive relations, studying the relationship between
medical terms, and generating hypotheses.

(JMIR Med Inform 2014;2(2):e23)   doi:10.2196/medinform.3387
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Introduction

Since Swanson’s discovery of the connection between fish oil
and Raynaud’s syndrome via blood viscosity [1], transitive
associations have been important sources of hypothesis
generation in biomedical science. In Swanson’s paradigm, an
association between concepts A and C may be possible if both
are related to a third concept, B. A number of discoveries and
hypotheses have been made under this model. For instance,
Hristovski et al proposed literature-based discovery to search
disease candidate genes [2], to investigate drug mechanisms
[3], and to identify novel therapeutic approaches [4]. As another
example, Petric et al used this model to study autism by
literature mining and found the connection between autism and
calcineurin [5]. With the Unified Medical Language System
(UMLS), such transitive association studies are becoming more
efficient and powerful in generating novel hypotheses.

In biomedical science, the UMLS [6] is the largest thesaurus
widely used in various applications. It is a collection of more
than 160 source vocabularies (version 2012AA). The UMLS
consists of three parts: the Metathesaurus, Semantic network,
and Specialist lexicon. The Metathesaurus is the main body of
the UMLS and has over 2 million concepts, each with a concept
unique identifier (CUI), and over 15 million links (associations)
between pairs of CUIs. The UMLS Terminology Services
(UTS), hosted by the National Library of Medicine, provides
an online query tool for these concepts under its Metathesaurus
browser. To make use of the rich information contained in the
UMLS, the interactive biomedical discovery support system
(BITOLA) developed by Hristovski et al [2,7] supports the input
of UMLS CUIs, concept, semantic types, and chromosome
locations, in searching for hypothetic relations such as disease
candidate genes.

BITOLA is based on Swanson’s one transitive relationship
model. It is quite natural to ask if multiple transitive
relationships will generate more rich hypotheses. Wilkowski et
al [8] showed that by extracting paths from a graph modeling
the concept relations, it is possible to extend this one transitive
relationship model to a multiple-transitive relationship model
for novel hypothesis discovery. For the UMLS, if we consider
each CUI as a vertex, and links connecting two CUIs as an edge,
we obtain a graph modeling the UMLS. The transitively
associated queries on the UMLS can be regarded as queries on
the UMLS graph. In fact, a number of works [9-14] have
successfully used multiple-transitive relationships in the UMLS
to study the closeness between two medical concepts. However,
these works have two major limitations.

First, similar to [8], they rely on ad-hoc path search algorithms,
such as Depth-First Search (DFS), which limit their searching
ability on very large graphs. This is because the running time
of DFS or similar ad-hoc search algorithms is proportional to
the size of the graph being searched. As a result, it is not
efficient to perform a large number of searches on a large graph
using these algorithms. Thus, these works put major limitations
on their search ranges, such as within a very small number of
data sources in the UMLS, or very short search paths (eg, no
more than 5 concepts in a path in [11]), to reduce the search

space and thus to reduce the search time. Second, they generally
rely on the distance to determine the closeness between two
concepts. Since the distance between two concepts is determined
by the shortest transitive relationship(s) and does not take into
account other non-shortest transitive relationships, a false
shortest transitive relationship may nullify the whole hypothesis.
Given this observation, we conclude that this is not as reliable
as a measurement on a large collection of paths. In fact, the
effective measurement of relationship between two concepts in
[2] and [15] can be viewed as a measurement on a collection of
very short paths.

To overcome the two limitations, we developed a
k-neighborhood Decentralization Labeling Scheme (kDLS) to
efficiently index the UMLS [16]. kDLS supports efficient
path/distance queries on the whole UMLS, as well as a
measurement on the closeness between any two UMLS concepts
by a collection of paths found between them. Efficiently
querying such a large graph is a significant challenge for the
graph database community. In fact, even the very recent graph
indexing scheme [17] does not demonstrate the ability to
efficiently answer distance queries on graphs with similar size
and density. kDLS utilizes the power-law property of the UMLS
for designing the indexing algorithm and turns out to be very
effective in indexing the UMLS for both answering graph
queries and discovering knowledge. Explained briefly, the
indexing algorithm of kDLS iteratively removes a high degree
vertex from the UMLS graph and broadcasts its information to
the remaining vertices in the k neighborhood of the removed
vertex. When the indexing ends, each vertex has a list of records
that is considered its label. By comparing the labels of two
vertices, it is possible to find a collection of paths (including
but not limited to shortest paths) between the two vertices. We
have proven that kDLS is guaranteed to find at least one shortest
path if the two vertices are within k hops on the UMLS graph.
On average, the number of paths discovered by kDLS is much
larger than by the DFS or the Breadth-First Search (BFS), as
we have shown previously [16]. Subsequently, the measurement
between two concepts is based on the number of paths
discovered as well as their lengths. kDLS has demonstrated its
power in medical concept coreference resolution in clinical text
[18].

However, kDLS has several major disadvantages: (1) it does
not take into account the semantic networks in the UMLS
ontologies, (2) it does not accept natural language–based queries,
and only accepts queries on UMLS CUIs, and (3) it is time
costly and difficult to configure and use kDLS for one study,
regardless of the size of the study. To address these
disadvantages, we developed an efficient online conceptual
study platform using Graph indexing, onGrid, to study the
conceptual relationships between biomedical terms.

Methods

System Framework
The cost to load the kDLS index is a major limitation of kDLS.
Typically, it requires more than 20GB of memory [16] and takes
several hours to load the kDLS index into memory before it can
be used to efficiently answer queries and output discovered
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results. To provide an efficient solution for studies on conceptual
relationships between medical terms, we developed onGrid, an
online conceptual study platform using Graph indexing. onGrid
provides a user-friendly Web interface to accept natural
language-based queries and convert the queries to index-based
searching on the UMLS and is expected to support future graph
index engines on the UMLS. In addition, we proposed a new
indexing method for onGrid that takes into account the concept
semantic types, and our study on conceptual disease
relationships demonstrated the advantages of the proposed
indexing method over the original kDLS indexing method.

The general framework of onGrid consists of two parts: the
client side, which was implemented in JavaScript and PHP
(Hypertext Preprocessor), and the server side, which was
implemented in C++, a general purpose programming language.
The client side receives query requests from users and transmits

them to the server, which then executes the query requests and
sends the results back to the client. This design pushes the light
and fast pre-computation and post-computation tasks to the
client side, which has limited resources, and the
computing-intensive tasks to the server. To realize this, the
server side program first loads the graph index into memory
and iteratively checks for new requests from the client side.
Once a new query request is received, the server side program
dispatches a new thread to handle the request by using the loaded
graph index. When the thread completes the request, it saves
the results to be retrieved from the client. We use a MySQL
database as the interface to facilitate the communication between
the client side and the server side. All requests and results are
posted to the database, which is regularly checked by both the
server and client side programs. The flowchart of the system
framework is illustrated in Figure 1.

Figure 1. Flowchart of the onGrid framework.

Web-Based Natural Language Processing
To enable natural language-based queries on the UMLS, we
developed LDPMap [19], a layered dynamic programming
approach that maps a biomedical concept to a UMLS concept.
Since UMLS is very comprehensive, nearly all medical concepts
can find their corresponding part in the UMLS. Our study shows
that LDPMap is an effective tool for mapping a biomedical
concept to a UMLS concept. In this work, we integrate LDPMap
into onGrid such that biomedical terms in a query will be
mapped to UMLS concepts before the query is executed. To
avoid mapping errors, the system will automatically provide a
list of mapped UMLS terms with CUIs in order of relevance
for querying the relationship between two medical terms. Users
can accurately select the terms for further querying.

Network Visualization
Querying for relationships between two concepts returns a
collection of paths between two query concepts. To provide
users intuition on the path query results, onGrid visualizes the
shortest paths among these paths. Visualizing all paths may not
be feasible because the path query results often contain
thousands of paths or more, which are hardly discernible

considering the visual clutter. On visualizing the shortest paths
between two vertices u and v, we organize all vertices that have
the same distance to vertex u (or v) into a set Sk where Sk =
∪p∈P’(u,v){x|x∈p, distance(x,u)=k} (P′(u,v) is the set of shortest
paths among the collection of paths between u and v. All vertices
in a set Sk will be visualized on a line perpendicular to the line
connecting u and v. In this way, we are not only able to observe
paths connecting two vertices but also observe shared vertices
and edges among those paths.

Concept Similarity Measurement
To measure the closeness between two concepts, onGrid takes
into account the semantic type of each concept (vertex). UMLS
(version 2012AA) has a total of 133 concept semantic types
such as “Event”, “Disease or Syndrome”, etc. They are
organized in a directed acyclic graph known as the UMLS
concept semantic network. The semantic types closer to the root
level are more abstract than those closer to the leaf level.
Abstract semantic types are more likely to be related to a large
number of concepts, and therefore we consider such
relationships weak. To put more emphasis on concrete concepts
in a path, the closeness between two concepts are measured by:
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R(u,v)=∑p∈P(u,v)Πx∈pg(x)

where P(u,v) is the collection of all paths between u and v
discovered by kDLS, excluding paths with lengths equal to 1.
g(x) is the semantic function on vertex (concept) x. In the onGrid
implementation, we let g(x) = 1/h where h is the reverse
topological level of vertex x. All leaves in the concept semantic
network have reverse topological level 1. After removing all
these leaves, all new leaves in the new network have reverse
topological order 2. Iteratively applying this approach, we can
determine a reverse topological level for all concept semantic
types. When one concept has multiple semantic types, we assign
the concept a semantic type closest to the leaves of the concept
semantic network. Under this measurement, two concepts are
likely to be close if there are many short and concrete paths
between them.

Results

Transitive Relationship Queries and Visualization
onGrid supports both graph queries and conceptual relationship
studies on UMLS data sources. For graph queries, it supports

distance and shortest path queries on a conceptual network built
upon UMLS data sources. To use this function, users can input
a start biomedical concept (or CUI) and an end biomedical
concept (or CUI), in which the system will output shortest paths
visualized in a network structure. Figure 2 provides an
illustration of such a network of structured paths between
Peptide Metabolism (Semantic Type: Molecular Function) and
Digestive System Disorders (Semantic Type: Disease or
Syndrome). Users can choose to see an edge’s semantic type
by moving their  mouse to an edge (eg,
Sacrosidase—“may_treat”—Digestive System Disorders), or
simply selecting the option to show all of them.

In the current version, the basic settings of onGrid, including
neighborhood search range, sink and source vertex handling,
and semantic restrictions, follow our preliminary study [16],
which demonstrates that this setting is cost-effective for
knowledge discovery on the UMLS. In this setting, since k is
configured to be 6, the system guarantees finding exact distances
no more than 6 hops, or at least one shortest path no more than
6 hops, on the underlying graph built upon the selected UMLS
data sources.

Figure 2. An illustration of visualized paths between two biomedical concepts.

Large Scale Relationship Matrix Generation
In addition to the path queries, onGrid supports powerful
conceptual relationship studies by allowing users to input two
sets of biomedical concepts (or CUIs) and builds a distance
heatmap/matrix as well as a relationship heatmap/matrix (as
illustrated in Figure 3).

The distance heatmap provides a distance between every two
concepts. However, distance alone may not be a good
measurement for the relationships between medical concepts.
Thus, onGrid provides the relationship heatmap using the
concept relationship measurement function R(u,v) defined above,
which extends the measurement in [16] by giving more weight
to concrete paths, that is, paths with fewer abstract concepts.

Similar to [16], paths with only one edge (ie, direct relations)
are not counted in R(u,v) to avoid bias towards existing
knowledge. Below we examine a large scale study on conceptual
relationships between medical terms that uses the relationship
matrix generated under this measurement. Finally, onGrid
provides a very convenient feature for exploring these two
matrices: If users are interested in any particular pair of CUIs,
they can click the corresponding unit and onGrid will provide
the result for the shortest path query on those two medical
concepts.

onGrid also supports studies on large sets of medical concepts
for users who wish to use this functionality due to the large
amount of processing time required. onGrid supports these types
of applications by allowing users to upload files, track their
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jobs, and download the results (a valid email address is required for these purposes).

Figure 3. An example of relationship matrix and distance matrix generated by onGrid (in the relationship matrix, a higher number means a closer
relationship).

Validating onGrid by Studying Conceptual
Relationships Between Diseases
onGrid can be applied to study the relations in a set of medical
concepts or between two sets of medical concepts. To carry out
the study, one can map these concepts to ontology terms in the
UMLS using the natural language processing method described
above and then generate a relationship matrix for these terms.
In order to crossvalidate our results by an available source, we
used onGrid to study the disease relationships in the Online
Mendelian Inheritance in Man (OMIM) ontology dataset, which
is a database collection of diseases with a genetic component.
First, we use onGrid (on the full UMLS data source
configuration) to generate a relationship matrix between diseases
in OMIM and genes in the Human Genome Organization
(HUGO). Then, given a threshold δ, we are able to convert the
relationship matrix into a 0-1 relationship matrix. We construct
weighted relations T over OMIM diseases by the number of
genes shared by two diseases in the 0-1 relationship matrix. To
crossvalidate our results, we build the same weighted disease
relations S on the Comparative Toxicogenomics Database (CTD)

[20]. We use fold enrichment to measure our results. The fold
enrichment function is defined as f(α) = (|S′(α)|/|S′|)/(|T(α)|/|T|)
where S′ = S∩T; S′(α) is the number of elements in S that are
ranked in the top α percent of T according to the weight of
disease pairs; T(α) is the number of elements in T that are ranked
in the top α percent of T. It is quite intuitive that f(α) will be
close to 1 if T is random, and if f(α) is much larger than 1, it
suggests that T is statistically significant with respect to S.

Here we give a small hypothetical example to illustrate the
above fold enrichment measurement. Let T = (<A,B> , <A,C>
, <B,D> , <E,F> , <A,E> , <B,C> , <B,E> , <D,E> , <D,F> ,
<C,D>), which contains 10 pairs of diseases ranked in the
descending order of their closeness. Let S = {<A,C>, <B,D>,
<A,E>, <E,F>, <H,G>, <E,H>}, which contains six pairs of
confirmed disease pairs. Then S′= S∩T = {<A,C>, <B,D>,
<A,E>, <E,F>}, and S′(α = 20%) = {<A,C>}. Thus, the fold
enrichment at α = 20% is f(α = 20%) = (|S′(α)|/|S′|)/(|T(α)|/|T|)
= (1/4)/(2/10) = 1.25, and the maximum fold enrichment f(α)
= 3.75 (when α = 40%).
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The fold enrichment results of the OMIM disease relationships
generated by onGrid with respect to CTD are provided in
Figures 4 and 5. To understand the advantage of onGrid over
kDLS, we also include the kDLS in the study.

From Figures 4 and 5, we can see that fold enrichment values
are much larger than 1. They generally increase when the
threshold δ increases. This is because when the threshold δ is
high, only the disease pairs sharing the most genes (ie, most
significant disease-disease pairs) are left for study. Thus, to
avoid studying too few disease pairs, the thresholds in this study
were set to an upper limit. We also noticed that these values get
smaller when percentage α increases. This is understandable
because according to the definition, when α increases, the
difference between the numerator and denominator tends to get

smaller, and f(α) = 1 when α = 100. These fold enrichment tests
suggest that the disease pair results obtained by onGrid are
statistically significant in the crossvalidation with an external
dataset, CTD.

In addition, Figures 4 and 5 include corresponding results
generated from the original kDLS algorithm (indicated by
dashed lines). To ensure the results are comparable, the
percentiles of relationships (ie, entries) for δ thresholds in the
onGrid matrices were obtained and used to determine
appropriate δ values for the kDLS matrices. Table 1 lists their
respective δ values for each threshold level. onGrid tends to
generate higher fold enrichment values for each respective α,
suggesting that incorporating semantic types leads to more
focused and correlated diseases and genes.

Table 1. Corresponding thresholds δ for kDLS and onGrid.

δ for kDLSδ for onGridThreshold level

0.730.451

0.80.52

0.870.553

0.930.64

10.655

1.080.76

1.150.757

1.230.88

1.290.859

1.350.910

1.410.9511

1.48112

1.531.0513

1.591.114

1.681.1515

1.741.216

1.821.2517

1.91.318

21.3519

2.071.420
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Figure 4. Maximum Fold Enrichment for both kDLS and onGrid.

Figure 5. Fold Enrichment f(α) for both kDLS and onGrid.

Comparing onGrid and Comparative Toxicogenomics
Database on Conceptual Disease Relationships
We are able to further study any interested diseases to observe
other diseases most related to them. For demonstration purposes,
we use adenocarcinoma of lung and glioblastoma in this study.
The relationship between two diseases is measured by the
number of genes shared between them. This measurement can
be used to study the disease relationships in both onGrid results
and in the CTD. According to the role of the threshold δ, one
can infer that when δ decreases the differences among
relationships (ie, edge thickness) blur, and when δ increases the

differences among relationships become sharp, and at some
point only the thickest edges will show. For conciseness in this
paper, we show only the results under δ = 1.1 as a balanced
result of the two effects. The top-ranked diseases related to the
two diseases are presented in Figures 6 and 7 in circular arc
graphs. The edges (relationships) connected to the studied
diseases (adenocarcinoma of lung or glioblastoma) are shown
in red, and other edges are shown in gray. An edge thickness is
proportional to the normalized edge weight, which is obtained
by categorizing the number of shared genes into 10 levels.
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To demonstrate the advantage of onGrid, we also conducted
the same analysis using CTD (Figures 8 and 9).

In Figures 6-9, we can see that the disease relationships
generated by onGrid have a larger weight variation (visualized
by the thickness of edges) compared to the disease relationships
of CTD. Thus, it is easier to distinguish closeness between
diseases in onGrid than CTD. In addition, the top-related
diseases by onGrid (Figures 6 and 7) are mostly leukemia and
carcinoma for adenocarcinoma of lung, and mostly carcinoma
for glioblastoma. They are consistent with the disease
mechanisms contained in the UMLS ontologies. Furthermore,
we found that other independent studies partially confirm the
results generated by onGrid. For example, the loss of
heterozygosity on chromosome 3p was observed for both

patients of small cell carcinoma of lung and patients of
adenocarcinoma of lung [21], validating their relationships
revealed by onGrid. As another example, lymphoma, a
top-related disease to adenocarcinoma of lung by onGrid, was
observed to have the same effect with adenocarcinoma of lung
in the combined inactivation of oncogenes MYC and K-ras in
a study using mouse models [22]. Similarly, we also found
studies between glioblastoma and top diseases related to
glioblastoma by onGrid. In contrast, the top-related diseases by
CTD (Figures 8 and 9) are quite general, mostly reflecting the
toxicology viewpoints of liver necrosis and kidney damage.
These observations suggest that onGrid provides important
information for studying the conceptual relationships between
diseases.

Figure 6. Top diseases related to adenocarcinoma of lung by onGrid (δ = 1.1).
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Figure 7. Top diseases related to glioblastoma by onGrid (δ = 1.1).

Figure 8. Top diseases related to adenocarcinoma of lung according to CTD.
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Figure 9. Top diseases related to glioblastoma according to CTD.

Discussion

Studying Concept Relationships Using onGrid
Above we have shown the effectiveness of using onGrid for
studying disease-disease relationships. These results can be
used to assist other studies such as analyzing electronic health
records. In addition, onGrid can be used for studying many
conceptual relationships other than disease-disease or
disease-gene relationships. We can use onGrid to study the
relationships among many important biomedical concepts,
including drugs, diseases, genes, side effects, etc. To perform
these studies, we may use corresponding ontologies such as
RxNorm (for drugs), International Classification of Diseases,
9th Revision, Clinical Modification (ICD-9-CM) (for diseases),
OMIM (for diseases with a genetic component), Gene Ontology
(GO) (for genes), and Medical Dictionary for Regulatory
Activities (MedDRA) (for side effects). These studies can be
used to assist many biomedical applications, such as identifying
drug side effects and drug repurposing candidates. We can
further leverage these studies with research on external datasets
or ontologies.

Limitations of the Conceptual Relationship Study
Using Unified Medical Language System
Since UMLS is a collection of ontologies, it is essentially a
body of knowledge. Although knowledge discovery on such
data will produce transitive associations that may not have been
noticed before, it will not produce knowledge that is out of the
given ontological data. Consequently, the discovered
relationships are likely to concentrate on well-studied concepts.
In addition, since UMLS does not provide a weight on the

concept relationships, it is not clear how important a relationship
is. Thus, a transitive relationship on the UMLS may not be
reliable. onGrid provides an advanced heuristic solution by
considering both the discovered paths and semantic types. The
crossvalidation demonstrates that the discovered results are
statistically significant in aggregation. However, for one
individual relationship between two concepts, it is difficult to
further identify its statistical significance with the given resource
in the UMLS. To complement this disadvantage, onGrid
provides the path query function for two concepts and visualizes
the discovered paths. Thus, domain experts are able to manually
verify the validity of the transitive relationships between them.
We expect that, in the future, by integrating information from
external data sources, we will be able to perform efficient
conceptual relationship studies that exceed the limitation of
UMLS.

Conclusions
onGrid provides an efficient Web-based platform to perform
conceptual relationship studies using the UMLS. The current
version of onGrid uses graph indexing with semantic relations
as its server side index engine and can be easily upgraded in
the future. onGrid can efficiently output shortest paths between
two medical concepts as well as build relationship and distance
heatmaps. The relationship heatmap enables researchers to
quickly identify highly related medical concepts and directly
check the transitive relation between any two concepts on the
heatmap by clicking the corresponding unit. Our study on the
conceptual relationships between OMIM diseases demonstrates
the effectiveness of using onGrid in studying medical concept
relations. We expect onGrid will be used for many applications
to assist conceptual relationship studies in the biomedical field.
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Abstract

Background: The use of electronic health records (EHR) in clinical settings is considered pivotal to a patient-centered health
care delivery system. However, uncertainty in cost recovery from EHR investments remains a significant concern in primary care
practices.

Objective: Guided by the question of “When implemented in primary care practices, what will be the return on investment
(ROI) from an EHR implementation?”, the objectives of this study are two-fold: (1) to assess ROI from EHR in primary care
practices and (2) to identify principal factors affecting the realization of positive ROI from EHR. We used a break-even point,
that is, the time required to achieve cost recovery from an EHR investment, as an ROI indicator of an EHR investment.

Methods: Given the complexity exhibited by most EHR implementation projects, this study adopted a retrospective mixed-method
research approach, particularly a multiphase study design approach. For this study, data were collected from community-based
primary care clinics using EHR systems.

Results: We collected data from 17 primary care clinics using EHR systems. Our data show that the sampled primary care
clinics recovered their EHR investments within an average period of 10 months (95% CI 6.2-17.4 months), seeing more patients
with an average increase of 27% in the active-patients-to-clinician-FTE (full time equivalent) ratio and an average increase of
10% in the active-patients-to-clinical-support-staff-FTE ratio after an EHR implementation. Our analysis suggests, with a 95%
confidence level, that the increase in the number of active patients (P=.006), the increase in the active-patients-to-clinician-FTE
ratio (P<.001), and the increase in the clinic net revenue (P<.001) are positively associated with the EHR implementation, likely
contributing substantially to an average break-even point of 10 months.

Conclusions: We found that primary care clinics can realize a positive ROI with EHR. Our analysis of the variances in the time
required to achieve cost recovery from EHR investments suggests that a positive ROI does not appear automatically upon
implementing an EHR and that a clinic’s ability to leverage EHR for process changes seems to play a role. Policies that provide
support to help primary care practices successfully make EHR-enabled changes, such as support of clinic workflow optimization
with an EHR system, could facilitate the realization of positive ROI from EHR in primary care practices.

(JMIR Med Inform 2014;2(2):e25)   doi:10.2196/medinform.3631

KEYWORDS

return on investment in electronic health records; cost recovery from EHR implementation; ROI indicator; physician satisfaction
with EHR; primary care practices
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Introduction

Context
The use of electronic health records (EHR) in clinical settings
is widely recommended as an innovation enabler with potential
benefits of reducing health care costs, while improving quality
and safety, and is considered central to achieving
patient-centered health care [1-4]. As a wide array of EHR
projects have been implemented within various health care
settings, the health care field is rich with volumes of work
examining the benefits of EHR. However, the existing literature
reports mixed results in benefits realized from EHR
implementation [5,6]. Such mixed results suggest that the
implementation of EHR systems does not automatically
guarantee the conversion of potential benefits into realized
benefits.

The implementation of EHR systems within primary care
practices is seen as particularly complex [7-10], with physicians
and other staff in primary care practices citing obstacles such
as difficulty in adapting to the significant changes in workflow
and the time commitment required to learn to use the new
software while prioritizing patient care [11-14]. While there is
a growing body of evidence that EHR can be a valuable tool
for improving quality of care and patient safety with relatively
positive perceptions about EHR benefits [15-17], uncertainty
about cost recovery of an EHR investment remains a significant
concern in primary care practices [7,8,18,19]. Various studies
on EHR impact and adoption also raise the need for cost-benefit
analysis of EHR investments [5,20]. Thus, this study seeks to
assess the return on investment (ROI) from an EHR
implementation in primary care settings, aiming to complement
the current insights on cost recovery concerns in existing
literature.

Measurement
Return on investment is a common approach to measuring rates
of return on money invested, in terms of increased profit
attributable to the investment. A standard ROI is defined as
follows:

ROI = (Gain from investment - Cost of investment)/Cost of
investment

Results reported by various studies regarding ROI from EHR
systems in primary care settings are mixed [21-25]. Most of the
existing literature used a bottom-up approach identifying specific
cost-saving areas and collecting the data on financial savings
made in these areas attributable to EHR systems. However,
EHR is a process-enabling information technology (IT) that
offers the opportunity to streamline information-intensive
workflow, remove manual hand-off of data and information,
and facilitate coordination—thus facilitating the execution of
entire business processes rather than individual tasks. Due
mainly to the context-sensitive nature of benefits realization
from a process-enabling IT such as EHR and the scarcity of
detailed financial data relating to gains and/or savings directly
attributable to an EHR system in primary care clinics, this study
used break-even-point analysis as an indicator of ROI, instead
of standard ROI analysis.

The break-even point of an EHR investment is defined as the
number of months it takes a clinic to recover the cost of the
EHR system and other associated implementation costs, with
increased revenues and/or decreased expenses. Increases in
revenues and/or decreases in expenses are assessed by
considering net revenues during three distinct periods of time:
pre-EHR, peri-EHR, and post-EHR. The pre-EHR period is
defined as the full fiscal year before the implementation of an
EHR system started. The peri-EHR period is defined as the
fiscal year(s) containing the EHR implementation period (ie,
during EHR implementation). If the peri-EHR period covers
more than one fiscal year, the net revenue is averaged over these
fiscal years. The post-EHR period is defined as the full fiscal
year following the end of the peri-EHR period.

To calculate the break-even point of implementing an EHR
system in a clinic, the cost of EHR implementation is set equal
to the difference in the clinic’s net revenue between the pre-EHR
and peri-EHR periods, plus the difference in the clinic’s net
revenue between the pre-EHR and post-EHR periods, as
summarized in the following formula:

C EHR=[(NR peri−NR pre)/12]*M imp + [(NR post−NR pre)/12] *
(M break-even−M imp)

In this formula: CEHR=cost of EHR implementation,
NRperi=annual clinic net revenue in the peri-EHR period,
NRpre=annual clinic net revenue in the pre-EHR period,
NRpost=annual clinic net revenue in the post-EHR period,
Mimp=the number of months taken to complete the EHR
implementation in the clinic, and Mbreak-even=months to break
even. The net revenue of a clinic is defined as the sum of the
physicians’ billings for work done in the clinic minus any
expenses that the clinic pays to maintain its ongoing practice.
In the case where the months to break even were less than the
months of EHR implementation, in other words, the net revenue
difference between pre-EHR and peri-EHR periods is large
enough to recover the cost of EHR implementation, the formula
was adjusted by setting the cost of EHR implementation equal
to the difference in a clinic’s net revenue between the pre-EHR
and peri-EHR periods, or:

CEHR =[(NRperi – NRpre)/12]* Mbreak-even

Objectives
Guided by the research question “When implemented in primary
care practices, what will be the ROI from an EHR
implementation?”, the objectives of this research are twofold:
(1) to assess the ROI from an EHR implementation in primary
care practices by measuring the time required to recover the
cost of converting a clinic from a paper-based environment to
an EHR-enabled environment and (2) to identify principal
factors affecting the realization of a positive ROI from an EHR
implementation in primary care practices. Such ROI information
related to cost recovery of an EHR investment would be helpful
to both clinics considering implementing EHR systems and to
policy makers designing EHR-adoption funding programs and
policies.
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Methods

Sample
Community-based, primary care clinics meeting the following
four eligibility criteria were recruited for this study on ROI from
EHR in primary-care settings. First, this study focused on
community-based, primary care clinics. Thus, specialty care
clinics and walk-in clinics were excluded. Second, clinics were
required to have implemented EHR systems. Third, clinics were
required to have been paper-based in the past, in order to ensure
that the comparison between pre-EHR and post-EHR
implementation performance was possible for the ROI
calculation. Fourth, clinics were required to provide operational
and financial data necessary to calculate ROI, as well as the
information on challenges and opportunities that they had
experienced both during and after the EHR implementation.

The research team contacted 132 randomly selected
community-based, primary care clinics in Canada that met the

first two eligibility criteria for recruitment to the study. Of the
132 clinics, 62 clinics declined to participate, mostly citing time
constraints. Of the 70 clinics remaining, 34 clinics were not
eligible, mainly because they were unable to provide the
operational and financial data necessary to calculate ROI. Of
the 36 eligible clinics, 19 clinics later declined to participate,
due mainly to time constraints. Thus, data were collected from
a total of the 17 eligible clinics, resulting in the study
participation rate of 13%, which is relatively consistent with
typical participation rates of family physicians reported in other
studies involving interviews and observations [26]. No
statistically significant differences were observed between
participating and non-participating primary care clinics in terms
of geographic location (P=.315), the number of physicians or
other clinicians (P<.001), or the number of patients per physician
(P=.192). Table 1 summarizes the basic statistics on the size of
the sampled clinics. We used Full Time Equivalent (FTE) in
comparing the size of primary care clinics.

Table 1. Basic statistics on the size of a primary care clinic in the study.

MaximumMinimumMedianSDAverage

Clinic size: clinician FTEs

8.51.03.02.63.4Pre-EHR period

8.00.83.02.43.6Post-EHR period

Clinic size: clinical support staff FTEs

12.01.02.82.93.4Pre-EHR period

12.00.93.03.14.2Post-EHR period

Methodology
Given the complexity exhibited by most EHR implementation
projects, this study used a mixed-method research approach,
particularly a multiphase study design [27]. By combining
quantitative and qualitative data, mixed-method research can
provide a fuller understanding of the complex and
multidimensional world of primary care clinics than would
otherwise be achieved using either approach alone.

In the quantitative study phase, questionnaire modules were
designed, based on prior research in the existing literature
[28-33], to collect data on EHR implementation costs, EHR
functionalities in use, physician satisfaction with EHR, and
physicians’perceptions about the impact of EHR on operational
efficiency and on quality of care. Each clinic respondent was
required to complete the study instruments using the online
questionnaires or researcher-assisted telephone questionnaires.
The minimum financial data required for the study include clinic
revenue and clinic net revenue as well as EHR implementation
cost that consisted of EHR software costs, hardware costs,
support costs, and labor costs associated with EHR system
implementation and training, in the three different
periods—before EHR implementation, during EHR
implementation, and after EHR implementation. The minimum
operational data required for this ROI study include the number
of active patients, clinician FTEs, and clinical support staff
FTEs, in the same three periods. The lead researcher served as

dedicated support liaison for clinics, in order to ensure that the
costs of the EHR implementation, as well as other financial and
operational data before and after EHR implementation, were
abstracted from clinic records in a consistent fashion. In the
subsequent qualitative study, semistructured interviews and
observations were conducted with clinic staff and physicians
identified as responsible for such functions as patient
appointment management, patient record management, test
results management, patient encounters, and billing, to assess
factors affecting the realization of a positive ROI from an EHR
implementation in primary care practices.

The data collected from 17 sampled primary care clinics were
documented and analyzed using statistical analysis and grounded
theory [34]. As break-even points were analyzed, we compared
those clinics that were successful in realizing a positive ROI
from EHR implementation to those that were less successful,
in an attempt to identify principal factors impacting the
realization of positive ROI from EHR. In particular, we used
linear regression analysis to estimate the relationships of the
outcome variable “break-even point” with the explanatory
variables that include the codes identified from the qualitative
data through the coding process.
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Results

Analysis of Break-Even Point as Indicator of Return
on Investment

Overview
Our analysis suggests that the sampled primary care clinics
typically recovered their investment in EHR within an average
of 10 months (95% confidence interval: 6.2 months, 17.4
months), seeing more patients with improved
ac t ive -pa t i en t s - to -c l in i c i an -FTE and

active-patients-to-clinical-support-staff-FTE ratios in the
post-EHR implementation period.

Change in Clinic Net Revenue After Implementation of
Electronic Health Records
Once an EHR system is implemented, a key factor that impacts
the time required to achieve cost recovery from the EHR
investments is clinic net revenue. With respect to how clinics
fared financially upon adopting EHR systems, all but one of
the primary care clinics in our study achieved an increase in
clinic net revenue in the post-EHR period, as shown in Table
2.

Table 2. Percent changes in clinic revenues, net revenues, and clinician FTEs between the pre-EHR and post-EHR periods.

Percent change between the pre-EHR and post-EHR periods (in ascending order by percent change in number of clinician FTEs),
%

Clinic #

In clinic’s net revenueIn clinic revenueIn number of clinician FTEs

2323-29Clinic 1

22-28-20Clinic 2

427-14Clinic 3

2629-2Clinic 4

9550Clinic 7

63500Clinic 5

8330Clinic 9

28310Clinic 10

28230Clinic 8

16190Clinic 11

1530Clinic 6

20-100Clinic 12

-30-150Clinic 13

11612010Clinic 14

22722347Clinic 15

9810353Clinic 16

845603329Clinic 17

897622Average

In addition to clinic net revenue, the sampled clinics showed,
on average, positive increases in active patient count, clinician
count, clinical support staff count, and clinic revenue in the
post-EHR implementation period. These increases are
summarized in Figure 1.

Percent increase in clinic net revenue between the pre-EHR and
post-EHR periods showed a very strong positive correlation

with percent increase in clinic revenue in the same periods
(r=.99). Percent increase in clinic revenue showed a strong
positive correlation with percent increase in the number of active
patients (r=.87). It also showed a strong positive correlation
with percent increase in the number of clinician FTEs, as well
as with the number of clinical-support-staff FTEs (r=.96 and
r=.97, respectively). These correlation coefficients (r values)
are summarized in Figure 2.
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Figure 1. Average percent changes in active patient count, clinician FTE count, clinical support staff FTE count, clinic revenue, and clinic net revenue
between the pre-EHR and post-EHR periods.

Figure 2. Correlations (r-values): clinic net revenue, clinic revenue, active patient count, clinician FTE count, and clinical support staff FTE count.

Percent Changes of Counts After Implementation—Not
Linearly Proportional to One Another
Interestingly, the percent increases in active patient count,
clinician FTE count, and clinical support staff FTE count are
not linearly proportional to one another. An average
active-patient-count increase of 56% was handled by an average
22% increase for clinician FTEs and an average 39% increase

for clinical-support-staff FTEs. This finding suggests change
in operational efficiency after EHR implementation, with respect
to the active-patients-to-clinician-FTE ratio and the
active-patients-to-clinical-support-staff-FTE ratio. The sampled
clinics showed an average increase of 27% in the
active-patients-to-clinician-FTE ratio and an average increase
of 10% in the active-patients-to-clinical-support-staff-FTE ratio,
as illustrated in Figure 3.
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Percent increase in the number of active patients showed strong
positive correlations with percent increases in
active-patients-to-clinician-FTE ratio (r=.64) and in
active-patients-to-clinical-support-staff-FTE ratio (r=.70), as
shown in Figure 4.

These correlations, together with the nonlinear percent changes
summarized in Figure 3, suggest that the increased efficiency
in the post-EHR period contributed to a clinic’s ability to
accommodate the increased number of active patients.

Figure 3. Average percent changes in a clinic’s operational efficiency and financial performance between the pre-EHR and post-EHR periods.

Figure 4. Correlations (r-values): clinic net revenue, clinic revenue, active patient count, clinician FTE count, clinical support staff FTE count,
active-patients-to-clinician-FTE ratio, and active-patients-to-clinical-support-staff-FTE ratio.
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Percent Changes in Number of Active Patients and
Revenue After Implementation—Not Linearly
Proportional to One Another
The percent increase in clinic revenue was also not linearly
proportional to the percent increase in the number of active
patients—an average increase of 76% versus an average increase
of 56%, respectively. In addition to the increase in the number
of active patients, there seem to be other factors that contributed
to clinic revenue increase in the post-EHR period (detailed
analysis on the impact of EHR on the sampled clinics’ billing
patterns and revenue management processes, required to identify
the contributing elements of the greater than linear increase in
clinic revenue over the increase in patient count, is beyond the
scope of the study).

The study also finds that percent increase in clinic net revenue
was not linearly proportional to percent increase in clinic

revenue. The average additional 13% increase in clinic net
revenue (89%, which is 13% above the clinic average revenue
of 76%) is attributable to the enhanced operational efficiency
in the post-EHR period, which suggests the relative cost-savings
effect after the EHR implementation.

Sign Test Results
We further tested the financial and operational impact of EHR
in the post-EHR period, in order to assess the degree to which
these findings could be extended to the population of clinics
implementing EHR. The sign test, as opposed to t test, was
adopted because the sample size was less than 30 and because
the distributions shown in the data were not normal, with a high
degree of skewness in most cases. The sign test results shown
in Table 3 suggest, with a 95% confidence level, that the median
percent change in clinic net revenue between the pre-EHR and
post-EHR periods is positive in the population of the primary
care clinics implementing EHR (sign test M=7.5 with P<.001).

Table 3. Summary of statistical analysis of change in a clinic’s operational efficiency and financial performance between between the pre-EHR and
post-EHR periods

Sign test, P valueMMedianSDAveragePercent changes between
the pre-EHR and post-
EHR periods

<.0017.523%203%89%Percent change in clinic
net revenue

.0065.010%119%56%Percent change in the
number of active patients

<.0016.59%53%27%Percent change in active-
patients-to-clinician-FTE
ratio

1.000.00%82%22%Percent change in the
number of clinician FTEs

.073.00%75%37%Percent change in the
number of clinical sup-
port staff FTEs

.2772.54%29%10%Percent change in active-
patients-to-clinical-sup-
port-staff-FTE ratio

The same conclusions can be made for the median percent
changes in the active-patients-to-clinician-FTE ratio and in the
number of active patients in the same periods (M=6.5 and M=5,
respectively). However, for the median percent changes with
respect to the number of clinician FTEs, the number of clinical
s u p p o r t  s t a f f  F T E s ,  a n d  t h e
active-patients-to-clinical-support-staff-FTE ratio, we could not
reject with a 95% confidence level the null hypothesis of no
change after EHR implementation.

The correlation coefficients shown in Figure 4 and sign test
results summarized in Table 4 suggest that the increase in the
active patient count may not be the only factor that contributed
to an average break-even point of 10 months upon EHR
implementation. Percent increases in the number of active
patients, in the active-patients-to-physician-FTE ratio, and in

clinic net revenue appear to be positively associated with the
EHR implementation, likely contributing substantially to an
average break-even point of 10 months.

Analysis of Variance in Realizing Financial
Performance—Key Factors
Study participants reported improvements in their ability to
manage patient information after the implementation of EHR
systems, citing improved ability to manage results such as
obtaining test results from laboratories and following the results
of an investigation over time (64%, 11/17 clinics). Respondents
also reported an improved ability to seek out specific
information from patient records (57%, 10/17 clinics), and
access complete, up-to-date patient charts and review patient
problems (43%, 6/15 clinics). See Table 4 for key EHR impacts
expressed by study participants.
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Table 4. Impact of EHR on clinic practices identified by study participants.

Participant commentsCategories

“We receive results electronically and can graph them; graphs help ‘engage’
the patient.”

A. Impact of EHR on a clinic’s ability to manage results

“Direct to physician lab results has very positive effect on physician efficiency
and patient care.”

“Complete chart is always available, anywhere which affects patient safety
and means better care.”

B. Impact of EHR on a clinic’s ability to seek out specific information
from patient records

“Integration of information for referral requests is a great benefit.”

“Billing codes are up-to-date. (And) billing is automatic by the doctor inside
encounter note, which simplifies billing and is easier to manage reconciliation.
No missed billing opportunities.”

“Review of patient information prior to encounter is greatly facilitated.”C. Impact of EHR on a clinic’s ability to prepare patient encounter

“Easier to prepare for encounter; maintenance of problem list /summary is
much easier”

“Immediate access to patient information—no lost files.”

Some primary care clinics did better than others in using EHR
and achieving faster break-even from EHR investment, which
can be observed in Tables 1 and 3. To gain insights into key
differences between those clinics that were highly successful
and those less successful in realizing a positive ROI from EHR,
we conducted regression analysis on break-even point as the
outcome variable. We used the codes identified through the

coding process of the qualitative data as a part of the explanatory
variables to estimate their relationships with the outcome
variable “break-even point”. As summarized in Table 5, the
regression analysis suggests four statistically significant factors
impacting the return on EHR investment, that is, the time
required to achieve cost recovery from an investment in EHR.

Table 5. Significant linear regression results of the outcome “break-even point” with explanatory variables (break-even point was log-transformed to
approach a Normal distribution).

r 2P value
Standard error
of coefficient

Regression co-
efficientVariable valuesExplanatory variable

.64.0490.010.03Number of months (a) Age of EHR: Months between Jan 1, 2013, and EHR
implementation start date

.50.0060.34-1.320 (No) to 1 (Yes)(b) e-Prescriptions complying with national standards

.54.0380.07-0.19 Continuous (from 0 to
10)

(c) Extent to which EHR complies to national standards

.68.0220.46-1.290 (No) to 1 (Yes)(d) Process change: Use of flow sheets

Note that in Table 5, the regression coefficient of an explanatory
variable with a negative value indicates faster recovery of the
EHR investment (ie, a shorter time required to achieve cost
recovery from an EHR investment), while a positive value
implies slower recovery of the EHR investment (ie, a longer
time required to achieve cost recovery from an EHR
investment).

Age of Electronic Health Record Systems
The first result to note in item (a) of Table 5 is that older EHR
implementations, in particular those implemented in 2004-2005,
were slower to recover their investment, even though they still
achieved a break-even point. This result suggests that the newer
the EHR, the sooner a positive ROI can be achieved. The earlier
EHR systems used by these clinics were less user-friendly and
required longer training cycles for the users, which may explain
why clinics with these earlier systems took longer to recoup
their financial investment.

Compliance With National Standards
The second and third results, shown in items (b) and (c) of Table
5, suggest a positive link between the ROI indicator and the
compliance with national standards such as codes representing
prescription drugs. There was an improvement in clinics’
compliance with national standards and ability to comply with
evidence-based medicine. This improvement was related to the
age of the EHR system used by the clinics. Newer EHR
implementations may be more likely to comply with national
standards, given that the newer EHRs are likely to support
national standards better.

Use of Flow Sheets and Ability to Manage Patient
Information
Finally, clinics using EHR flow sheets scored consistently better
times to break even, shown in item (d) of Table 5. Clinics
reported the use of flow sheets, or structured data collection
forms, as a mechanism for compliance to evidence-based
medicine. The use of flow sheets in EHRs provides advanced
features such as those related to the automatic maintenance of
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patient problem lists and pharmacological profiles. These
enhanced features contribute directly to the physician’s
efficiency by eliminating the time that would otherwise be spent
manually maintaining these lists—a task that can be
time-consuming, highly repetitive, and labor-intensive to
maintain with consistency in a paper-based environment. The
availability of up-to-date lists makes patient encounter
preparation easier and more rapid, as the necessary information
is available at a glance.

Analysis of Electronic Health Record Functionalities
Used in Primary Care Clinics
Our study finds that despite the limited use of EHR
functionalities and limited interoperability, the sampled clinics
achieved overall positive operational and financial performance.
Table 6 summarizes the data we gathered on EHR
functionalities, frequency of use, and ease of use.

Most frequently and routinely used EHR functionalities were
related to medication management. Health information exchange
and patient engagement portal functionalities saw no significant
use (the investigation of why these functionalities were not used
is beyond the scope of this study).

Respondents stressed that it typically takes a few months to
understand any particular EHR function sufficiently to
effectively introduce it in their clinical practices. This finding,
coupled with the finding that despite the limited use of EHR
functionalities the clinics achieved overall positive improvement
in operational and financial performance in the post-EHR period,
suggests that a clinic’s ability to embed particular EHR
functionalities in their workflow and make use of these
functionalities in their day-to-day clinical practices is of more
importance in realizing a positive ROI from EHR
implementation than implementing an EHR software package
with the maximum number of features and functionalities.
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Table 6. EHR functionalities and utilization reported during the study period.

% of clinics answering in the affirmativeEHR functionalities

User Interface: Does the EHR system currently in use at this clinic have any of the following user interface technologies? (N=17)

100.0Alternative presentation formats for clinical information

94.1Support for guideline-based data collection and treatment

88.2Support for multiple platform access

70.6Support for context sensitive alerts, warnings, and guidance

23.5Clinical notes capture in narrative form

Listing functionality: With the EHR system you currently have, how easy is it for you (or staff in your practice) to generate the following
information about your patients? (N=17)

100.0List of all medications taken by an individual patient

88.2Provide patients with clinical summaries for each visit

88.2List of all laboratory results for an individual patient

82.4List of patients by diagnosis (eg, diabetes or cancer)

76.5List of patients who are due or overdue for tests or preventive care

76.5List of all patients taking a particular medication

52.3List of patients by laboratory result (eg, HbA1C>9.0)

Reminder functionality: Are the tasks routinely performed for patients at your site using EHR? (N=17)

58.8Clinicians receive a reminder for guideline-based interventions and/or screening tests

41.2Clinicians receive an alert or prompt to provide patients with test results

35.3Patients are sent reminder notices when it is time for regular preventive or follow-up care

29.4All laboratory tests ordered are tracked until results reach clinicians

Does your site and the clinicians that practice in your site use the EHR system to facilitate any of the following workflow activities (N=16)

93.3Electronic prescribing of medication

87.5Electronic prompts about a potential problem with drug dose or drug interaction

62.5Electronic receipt of laboratory results integrated into the EHR system (not scanned)

43.8Electronic ordering of laboratory tests

37.5Electronic referring to specialists

6.7electronic transferring of prescriptions to a pharmacy

Health information exchange functionalities: Can you electronically exchange the following with any doctors outside your practice? (N=16)

25.0Electronic exchange outside practice: patient clinical summaries

18.8Electronic exchange outside practice: laboratory and diagnostic tests

Patient engagement functionality: Please indicate whether the EHR system in use at your site allows patients to… (N=17)

11.8Access alcohol consumption advice online

11.8Access advice for informal caregivers online

11.8Email about a medical question or concern

11.8Access dietary advice online

11.8Access advice on physical activity online

11.8Access advice on self-management of chronic conditions online

11.8Access smoking cessation advice online

5.9Request appointments online

5.9View a list of medications (current and past) online

0.0View other components of their chart (current and past) online

0.0View medical imaging results (current and past) online
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% of clinics answering in the affirmativeEHR functionalities

0.0Request refills for prescriptions online

0.0View test results (current and past) online

Interoperability: Were any of the following INTEROPERABILITY technologies implemented in the EHR system currently in use at this
site? (N=17)

94.1Diagnoses are coded using international standards

82.4Medications and pharmacological profiles are coded to national standards

50.0Patient records are supported by standards-based data migration technology

52.9ePrescriptions comply with national standards

58.8Patient Identifier is based on national or jurisdictional standard

37.5Patient Identifier is supported by aliasing technology to achieve positive ID across systems

58.8Findings are coded using international standards

31.3Communications with other clinics and institutions use international standards

35.3Investigations, referrals, and imaging requests make use of order tracking technology

Discussion

Principal Findings
This study aimed to complement current insights into the cost
recovery concerns related to EHR investments by considering
the research question “When implemented in primary care
practices, what will be the ROI from EHR?”. The study finds
that primary care clinics can realize a positive ROI from the
implementation of EHR. Our analysis offers evidence that the
increases in net revenue, in the active-patients-to-clinician-FTE
ratio, and in the number of active patients are positively
associated with the EHR implementation, likely contributing
substantially to an average break-even point of 10 months.

In addition, the analysis conducted to understand the variances
in financial and operational performance among the sampled
clinics provides insights into key differences between those
clinics that were highly successful and those less successful in
realizing a positive ROI from EHR. Some clinics seem to be
more innovative than others in using EHR in their practices to
achieve significantly better operational and financial results.
The analysis suggests that a clinic’s ability to take advantage
of EHR to support process changes has a significant effect on
the time required to achieve cost recovery from an investment
in EHR. In particular, the clinics that were successful in realizing
faster time to break even were better at using EHR in workflow
areas involving patient information—such as maintaining patient
problem lists, managing test results, and complying with national
coding standards, all of which make patient encounter
preparation easier and more rapid. We also find that the clinics
achieved positive financial performance, even though not all
EHR functionalities were used. The alignment of EHR
functionalities with clinic workflow plays an important role in
achieving positive operational and financial results with EHR.
Identified as particularly important EHR-product improvements
that would ease adoption of workflow changes are automations
that assist clinicians, clinical support staff, and administrative
staff both in the overall management of the practice and within
the patient encounter, as well as consistent and comprehensive

compliance with national standards such as national drug coding
standards.

Implications for Practitioners and Managers in
Primary Care
The knowledge gained from this ROI study on EHR is important
to practicing primary care physicians who are concerned about
how they will fare financially upon investing in EHR, as they
face ever increasing pressure to transition from their paper-based
records to electronic systems. This study provides evidence to
practitioners in primary care that investment in EHR can be a
sound decision with a reasonable cost recovery time frame,
while providing immediate opportunities for increased
operational efficiency and the potential for further improvements
in clinic performance and benefits realization from EHR.
Practitioners in primary care who are considering the investment
in EHR should note the important relationship between EHR
functionality, clinic workflow change, and a positive ROI from
EHR implementation. Positive ROI does not happen
automatically upon implementing an EHR package, and a
clinic’s ability to leverage EHR for process changes plays a role
in achieving a positive ROI.

Implications for Policy Makers
This study’s finding on increased active patient count and clinic
operational efficiency after the EHR implementation, in
particular with respect to improvement in the
active-patients-to-clinician-FTE ratio, offers the possibility that
EHR can play a role in addressing the shortage in family
physicians. As primary care clinics implement EHR systems
and discover better ways to take advantage of EHR in their
practices, a key question will be how to incorporate such
learnings and deliver enhanced EHR products back into the
clinics to realize the full potential of EHR. Policies that enable
the establishment of a closed-loop feedback mechanism between
EHR vendors and health care providers could facilitate targeted
enhancements to EHR systems. In addition, policies that provide
support to help primary care practices successfully make
EHR-enabled changes, such as support of workflow optimization
with an EHR system that would ease adoption, could not only
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facilitate the realization of positive ROI but also help address
the shortage in family physicians.

Future Research
Some of the factors identified in this research as key factors
impacting the realization of a positive ROI from EHR
implementation, such as improved access to up-to-date patient
charts and improved ability to obtain test results from
laboratories and follow the results of an investigation over time,
have implications to quality of care and patient safety. Thus,
future research will be to investigate the relationship between
financial ROI and realization of clinical benefits of EHR such
as quality, safety, and patient outcomes, as depicted in Figure

5. Other research should include a study to identify best practices
for implementing and using EHR, with concrete examples of
success factors and failure factors as well as ways to tailor these
best practices relevant to particular clinic situations. In addition,
panel analysis, which deals with two-dimensional panel data
(cross sectional and times series) [35], can be conducted with
the cohort of primary care clinics to understand the effect of
learning curve on a clinic’s ability to realize positive ROI and
non-financial, clinical benefits from EHR implementation.
Knowledge gained from such studies could facilitate EHR
adoption and subsequent benefits realization in primary care
practices.

Figure 5. Future research: investigate the relationship between return on EHR investment and clinical benefits realization from EHR implementation.

Limitations
The principal limitation of this study is that the number of
primary care clinics examined was limited, due mainly to time
constraints of clinics to participate in the study and scarcity of
suitably detailed operational and financial data necessary for
ROI calculation. For the clinics recruited to the study, the most
limiting factor was that of collecting a complete picture of the
cost and benefits needed to assess an ROI from EHR

implementation. This was due mainly to the absence of
standardized financial and business-case approaches to the
governance of these independent organizations. The insights
gained from the participants in our study, however, provide
salient insights into the impact of EHR investment to facilitate
the EHR adoption across practicing primary care physicians,
with information on time required to achieve cost recovery from
an EHR investment and on principal factors impacting
cost-recovery performance.
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