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Abstract

Background: In recent years, the assessment of mental disorders has become more and more personalized. Modern advancements
such as Internet-enabled mobile phones and increased computing capacity make it possible to tap sources of information that
have long been unavailable to mental health practitioners.

Objective: Software packages that combine algorithm-based treatment planning, process monitoring, and outcome monitoring
are scarce. The objective of this study was to assess whether the DynAMo Web application can fill this gap by providing a software
solution that can be used by both researchers to conduct state-of-the-art psychotherapy process research and clinicians to plan
treatments and monitor psychotherapeutic processes.

Methods: In this paper, we report on the current state of a Web application that can be used for assessing the temporal structure
of mental disorders using information on their temporal and synchronous associations. A treatment planning algorithm automatically
interprets the data and delivers priority scores of symptoms to practitioners. The application is also capable of monitoring
psychotherapeutic processes during therapy and of monitoring treatment outcomes. This application was developed using the R
programming language (R Core Team, Vienna) and the Shiny Web application framework (RStudio, Inc, Boston). It is made
entirely from open-source software packages and thus is easily extensible.

Results: The capabilities of the proposed application are demonstrated. Case illustrations are provided to exemplify its usefulness
in clinical practice.

Conclusions: With the broad availability of Internet-enabled mobile phones and similar devices, collecting data on
psychopathology and psychotherapeutic processes has become easier than ever. The proposed application is a valuable tool for
capturing, processing, and visualizing these data. The combination of dynamic assessment and process- and outcome monitoring
has the potential to improve the efficacy and effectiveness of psychotherapy.

(JMIR Med Inform 2017;5(3):e20) doi: 10.2196/medinform.6808
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Introduction

Background
One of the major strategic objectives of the National Institute
of Mental Health is to develop ways to tailor existing and new

interventions to optimize outcomes and to foster personalized
interventions and strategies for sequencing or combining existing
and novel interventions [1]. In practice, this can be accomplished
by monitoring individual trajectories of change instead of
assuming similar treatment responses for every patient.
Promising advances have been made in psychotherapy research
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toward adhering to this goal, leading to the propagation of
scientifically informed clinical practice. In the last 20 years,
various process and outcome monitoring systems have been
developed [2]. One of these well-established outcome
monitoring systems is the Outcome Questionnaire-45.2
(OQ-45.2) [3,4]. Using weekly post-session assessments, this
system screens for therapeutic change in the domains of reduced
symptom distress, interpersonal functioning, and social role.
Additionally, potential for risk factors such as suicidal
tendencies, substance abuse, and violence is screened for. The
OQ system includes a software application called OQ Analyst.
This application makes it possible to administer and evaluate
routine outcome questionnaires in psychotherapy; it also enables
clinicians to check if the outcomes of a current patient are
satisfying, or if a revision of the treatment plan is necessary. If
a patient’s outcome is not within the expected range, the
software warns the clinician.

The Partners for Change Outcome Management System
(PCOMS) [5] also uses outcome ratings that are administered
before every session. Furthermore, the quality of the therapeutic
alliance is rated after sessions using the Session Rating Scale.

These systems mostly provide mental health practitioners with
valuable information on the outcomes of their clinical
interventions and on the risk that may worsen a patient's
condition. By incorporating this information, practitioners may
correct their treatment plan when the patient's condition appears
to be “off track.” In addition, patients get motivated by noticing
that their improvements are actually measurable. Thus, it is not
surprising that systematic monitoring of relevant variables has
been found to not only prevent negative treatment outcomes
but also to enhance positive ones [6].

A successful psychotherapy continues to show positive outcomes
after most of the therapy sessions and also between sessions.
Over time, patients begin to form mental representations of their
psychotherapy that can be activated between therapy sessions.
Following this assumption, Orlinsky et al [7] were the first to
propose the “representations of a patient’s psychotherapy
between two sessions” as a focus for psychotherapy research,
building the foundation of what later became the concept of the
intersession process. The intersession process encompasses
thoughts, feelings, and behaviors concerning a patient’s current
psychotherapy, including the therapist. They occur between two
therapy sessions; can be of varying emotional quality, intensity,
and frequency; and include memories of words and feelings
toward the dyadic partner, applying techniques learned in the
psychotherapy or doing therapeutic homework. The intersession
process has been operationalized and can be measured for a
specific period of time between two sessions using the
Intersession Experience Questionnaire (IEQ) [8]. The positive
intersession experience of patients has been positively linked
to therapy outcome variables in various studies [9], and it has
been found to be predictive of therapy outcome using weekly
retrospective measures [10-12].

More fine-grained monitoring systems such as the Synergetic
Navigation System (SNS) [13] not only measure outcomes but
focus on data concerning the intersession process. Ubiquitous
Internet access enables such systems to draw their data from

the Ecological Momentary Assessment (EMA). This approach
bears detailed information that routine outcome monitoring is
by design unable to detect, thereby making it possible to target
interventions or to recognize the specific areas of psychotherapy
that need more attention. If, for example, a patient reports a
drop in perceived therapeutic relationship quality in between
sessions, the therapist should focus on improving this quality
in the next session. For patients, there are clear benefits as well.
Their perception of problematic thoughts and feelings is trained,
possibly leading to a more mindful processing of their daily
experience. Problematic thoughts and feelings are validated
during feedback sessions with their therapists, which may also
improve the quality of the therapeutic relationship. An in-depth
discussion of the advantages and possible caveats of this
approach were discussed by the authors of the SNS [13].

Dynamic Modeling of Psychopathology
Another area of psychotherapy in which monitoring systems
for mental health practitioners may be important but are not yet
as widespread, is diagnosis. Standard methods for clinical
diagnosis of mental disorders are cross-sectional. Though
diagnostic criteria for most disorders require a manifestation of
symptoms over a certain period of time, ranging from weeks to
several months, patients are generally assessed retrospectively
at one specific point in time. Results are then typically compared
with those of other patients or a specific “cutoff” score. These
diagnoses are useful for classification, but they offer only limited
guidance for planning interventions. Thus, individualized case
formulations of psychopathology are frequently used in most
psychotherapeutic orientations [14-16], offering a more complex
view on individual cases and allowing practitioners to choose
specific interventions.

Methodologically, this bears some problems. These methods
only try to approximate temporal associations and causalities
using subjective retrospective data. Recently, attempts have
been made to base diagnostics on data collected in real time
using EMA. For example, Fisher [17] was able to build highly
individualized disorder models that were used for prescriptive
treatment decisions. This approach follows four steps. First, an
inventory of test items for measuring all relevant aspects of a
disorder is compiled. This typically includes self-report
symptom scales. Then, these items are administered using
intensive repeated measurement. In practice, daily questionnaires
assessing symptom severity are used. The assessment frequency
can be increased to several times a day. This step results in
multivariate time series data on a patient's psychopathology.
To determine the synchronous associations of symptoms,
factor-analysis methods are applied. The “P-technique” factor
analysis is the most common approach for this step [18]. In the
final step, the time-dependent relationships are assessed using
multivariate time series analysis methods such as vector
autoregressive (VAR) modeling. Following this diagnostic
approach, Fisher thereupon presented first attempts to plan
therapeutic interventions [19] based on individualized
assessment.

Objective
Until now, only commercial process and outcome monitoring
applications exist. Their implementation can be costly, especially
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for private practices. Commercial applications cannot be
extended with new functionalities by third persons. Instead,
new features have to be requested from the developing company,
which in turn can take considerable amount of time, depending
on how much development effort is put into the requested
functionalities. This makes it hard for researchers to fit the
applications to their needs. Free software released under an
open-source license makes the source code of the application
publicly available, guaranteeing easy extension by developers
who are interested in participating.

Hence, our objective was to develop an application containing
the latest advancements in psychotherapy process research and
dynamic assessment of psychopathology using open-source
software. To accomplish this objective, we created the DynAMo
(short for “dynamic assessment and modeling”) Web
application. The results of this development process are
presented in this paper to inform the researchers and clinicians
of the results of this process.

Methods

The DynAMo Web Application
The presented application is based on community-driven,
open-source software packages. One of its main uses is treatment
planning based on the diagnostic approach that has been
described previously. Treatment planning begins before the
actual psychotherapy starts; hence, this function is directed at
persons with mental health problems intending to seek treatment.
The treatment planning function is based on an algorithm that
generates patient-specific models of psychopathology from data
collected in real time. These patient-specific models can be
considered as an important step to a methodologically more
sound and a more individualized view of psychopathology and,
in practice, to treatment approaches that become more effective
by being tailored to a single patient's needs. The application can
also be used for monitoring processes and outcomes in
psychotherapy. The DynAMo application consists of multiple
modules that can run in combination but also independently.
The collection of data is accomplished by a data assessment
module. The treatment planning algorithm uses the collected
data to generate actionable information for targeting
interventions. The practitioner interface is used by clinicians to
access and inspect the collected data. Researchers can use this
interface to examine data collected in psychotherapy process
studies.

Data Assessment Module
The questionnaires can be designed freely, using user interface
elements from the Shiny Web framework [20]. Using the
mirtCAT (computerized adaptive testing with multidimensional

item response theory) package for Gnu R [21], this module of
the DynAMo Web application is able to automatically send
Web links to personal questionnaires at preset times. At this
time, this is possible either via email or text message. Messages
include a URL that leads to the questionnaire page. An example
item is depicted in Figure 1. Every item has to be answered and
is completed by clicking the Next button. After completing a
questionnaire, the collected data are saved to the server. All
data transmitted to and from the application are encrypted using
Transport Layer Security 1.2. Data collected in the assessment
are stored without any person-related data. In the configuration
file, a patient code chosen by the therapist can be entered for
later identification. This patient code is used for naming the
database entries, so that the therapist can identify his patients
when loading data. Other patient data have to be stored
externally.

General Approach to Data Collection Using DynAMo
Before a person with intention to treat can begin dynamic
assessment, he/she has to meet with his/her clinician for initial
diagnostic screening and an introduction to the assessment
system. This is necessary to determine which symptoms should
be included in the daily measures. Basically, items for the main
diagnosis and any comorbidity should be included. Because of
the novelty of the dynamic assessment method, there are no
recommended scales. However, every self-report measure of
psychopathology that is reliable and valid can be used. For many
disorders, short questionnaires exist, and in the current
Diagnostic and Statistical Manual of Mental Disorders, 5th
edition, the American Psychiatric Association is offering a
number of disorder-specific measures; for example, for various
anxiety disorders, posttraumatic stress disorder, depression,
acute stress symptoms, and dissociative experiences [22].
Additionally, the mirtCAT module used in this application
allows to administer computer-adaptive questionnaires following
item response theory (IRT). However, DynAMo currently has
no option to administer psychological tests following IRT.

All items to be selected for daily assessments are then compiled
to one questionnaire and included in the patient’s configuration
file. If daily questionnaires are used, assessments should be
scheduled for the evening. Thereby, the patient can
retrospectively estimate his moods and symptoms experienced
during the past day. If multiple assessments per day are planned,
it is recommended to schedule them with equal temporal
distances. This can be achieved by asking patients about their
regular sleeping and waking times and splitting the resulting
time window into equal parts. Generally, multiple assessments
per day should be preferred, because higher assessment
frequencies ensure a more fine-grained dataset that includes
daily variation.
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Figure 1. Data assessment interface on a mobile phone.

Treatment Planning Algorithm
The key feature of the DynAMo application is the algorithm
used for estimating the impact of treatment when a specific
symptom is targeted. This information is distilled from the time
series data collected from patients before starting their treatment.
The algorithm provides priority scores for each assessed
symptom. The algorithm analyzes data from all patients
currently participating in a dynamic assessment procedure. If a
model was generated successfully, notifications can be sent out
to practitioners or researchers via email. These notifications can
optionally include a table of symptom priority scores, so it is
optional to use the practitioner interface.

Though the fundamental structure of the treatment planning
algorithm was proposed by Fisher [17], it has been refined and
automatized for use in DynAMo. Practitioners can use the
practitioner interface to check if a model has already been
identified. Every time this is checked, the algorithm will run,
trying to identify a disorder model with satisfactory fit indices
with the data that have been collected. The number of
measurements required depends on the number of items
administered and has great interindividual variation. Though in
the authors’ experience 40 to 60 measurements are sufficient
for some patients, this number was set to about 120 by other
researchers [19]. In terms of time, exposure assessments can
take from 2 to 6 weeks. The steps of the algorithm are explained
in the following sections. For exemplary R code, including
example data, see Multimedia Appendix 1.

Exploratory P-Factor Analysis
The first step in assessing the correlational structure in a patient's
multivariate symptom time series is factor analysis. This is done
to identify the latent dimensional structure of a patient's disorder.
A maximum likelihood factor analysis is conducted with the
collected time series data. Oblimin rotation is applied, because
the latent dimensions of psychopathology are expected to show

intercorrelation. Three models are generated simultaneously,
assuming two, three, or four latent factors. Models including
more than four factors are theoretically conceivable but have
not yet been implemented in this application. If goodness-of-fit
statistics reach satisfactory levels for any of these models, the
algorithm proceeds to the next step. Goodness-of-fit measures
for all factor analysis steps have been chosen according to the
cutoff criteria proposed by Hu and Bentler [23]. These criteria
have been determined in simulations and were found to
minimize the risk of both an over- and underestimation of model
fit. If more than one model reaches satisfactory goodness-of-fit
measures, the model with the smallest number of factors is
selected.

Confirmatory P-Factor Analysis
A factor loading matrix is extracted from the exploratory model.
This matrix gets converted to a structural equation system that
can be tested using the lavaan [24] package for Gnu R. Only
items with factor loadings greater than .30 are included in this
equation system. This step was introduced to increase statistic
rigor in the algorithm. If the exploratory model is confirmed as
indicated by fit measures, the algorithm proceeds to the next
step.

Vector Autoregressive (VAR) Modeling
Vector autoregressive models are fit using the vars package
[25] for Gnu R, following an approach first used in econometry
by Lütkepohl [26]. Its use has been increasingly common in
psychiatry and psychotherapy [27-30]. An application of this
approach to VAR modeling to psychotherapeutic process data,
including an in-depth description and basic R and Statistical
Analysis System code, was provided by Ramseyer et al [30].

Factor scores for every point in assessment are generated by
multiplying the raw data matrix with a weighting matrix
obtained by confirmatory factor analysis (CFA). This results in
a multivariate time series of factor scores. To this time series,
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VAR modeling is applied to determine the associations between
the extracted factors. The parameters obtained in this step are:

1. Autoregressive parameters. This is a regression parameter
that describes how strongly the value of a factor at one point
in time (time t−1) is associated with the value of the same
factor at a later point in time (t). Factors with high
autoregressive parameters are relatively stable over time.

2. Cross-regressive parameters. This describes the intensity
of the association of a certain factor at one point of time
with another factor measured later on.

3. Linear trends. Positive or linear trends are more likely to
be observed in longer time series. They indicate that the
mean of the respective factor changes over time.

4. Synchronous associations. This refers to the correlation
between two factors at one point in time, indicated by a
correlation coefficient.

5. Whereas only auto- and cross-regressive parameters are
directly relevant for the next steps, the risk to overestimate
them is reduced by including the variance explained by
linear trends in the model.

Factor Scores
The relative amount of variance (expressed in percentage)
explained by each factor in the confirmatory factor model is
multiplied with the relative amount of variance explained by
this factor's auto- and cross-regressive parameters in the VAR
model. When all factors are scored, the raw scores are
standardized by dividing their scores by the score of the
highest-scoring factor. This is done to determine the relevance
of a patient's latent dimensions of psychopathology. If one factor
explains 60% of variance and the other only 10%, then the
symptoms associated with the first factor can be considered
predominant. Also, if a factor strongly influences other factors,
treating symptoms associated with it will more likely have
beneficial effects of symptoms associated with other factors.

Symptom Scores
Symptom ratings are averaged and standardized by dividing
each symptom's mean rating by the highest symptom mean.
Means are then multiplied by the factor scores the items belong
to and their loadings on this factor. Symptom scores are then
standardized just like factor scores. These scores now contain
a lot of information relevant for treatment planning. First,
high-scoring items indicate that treating them first will result
into the strongest decrease of subjective distress, because they
are more likely to belong to a high-scoring factor. Second,
because the item scores contain information on time-lagged
associations, treating them will most likely affect other

symptoms as well, as they are more likely to explain a greater
amount of variance in the VAR model.

Results

Clinical Example for the Treatment Planning
Algorithm
In order to exemplify the treatment planning algorithm, data
recorded from a 30-year-old male patient currently in treatment
for social anxiety disorder were used to illustrate the steps that
have been described in the previous section. The patient
completed a 10-item dimensional scale measuring social anxiety
symptom severity [31] three times a day, at 8:00 AM, 2:00 PM,
and 8:00 PM, respectively, for 5 weeks, resulting in 103 data
points. The items administered are listed in Table 1.

Step 1: Exploratory Factor Analysis (EFA)
The algorithm is programmed to find an exploratory factor
model using the least number of factors while still fulfilling the
fit criteria. In this case, a two-factor model was found. The
factor analysis was conducted as described in the previous
section. Table 2 shows the factor loadings determined. Due to
oblimin rotation, correlations between factors were allowed in
the model. Factors were correlated with r=.56.

This factor solution suggested that the latent structure of this
patient’s disorder consists of one factor mainly driven by anxiety
and to some extent, by fear and avoidance, whereas items
loading on the second factor described not only physical
symptoms such as a racing heart and muscle tension, but also
distraction and avoidance. In exploratory models, the algorithm
checks the Tucker-Lewis-Index (TLI) and the root mean squared
residual (RMS). Both measures were adequate for this model
(TLI=.958, RMS=.056).

Step 2: Confirmatory Factor Analysis
Model terms for CFA are determined by the algorithm according
to the EFA model structure. Only items with factor loadings
greater than .30 are included in the CFA model. In this case,
one item was excluded from the model due to insufficient factor
loadings. The structure that is to be confirmed can be represented
by the following two terms:

Factor 1 = Item 1 + Item 2 + Item 6

Factor 2 = Item 1 + Item 3 + Item 4 + Item 5 + Item
6 + Item 7 + Item 8 + Item 9

Factor loadings from the CFA model can be found in Table 3.
Also, as in EFA, correlations between the factors were allowed
in this model. In the CFA model, factor scores were correlated
with r=.243.
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Table 1. List of items in the social anxiety questionnaire administered by the example patient.

Item text, prefixed by “Since the last assessment, I have...”Item number

Felt moments of sudden terror, fear, or fright in social situations.1

Felt anxious, worried, or nervous about social situations.2

Had thoughts of being rejected, humiliated, embarrassed, ridiculed or offending others.3

Felt a racing heart, sweaty, trouble breathing, faint, or shaky in social situations.4

Felt tense muscles, felt on edge or restless, or had trouble relaxing in social situations.5

Avoided, or did not approach or enter, social situations.6

Left social situations early or participated only minimally (eg, said little or avoided eye contact)7

Spent a lot of time preparing what to say or how to act in social situations.8

Distracted myself to avoid thinking about social situations.9

Needed help to cope with social situations (eg, with alcohol, medications, or superstitious objects).10

Table 2. Factor loadings in the exploratory model. Loadings smaller than .10 were omitted.

Factor 2Factor 1Item number

.40.311

-.972

.58-3

.57-4

.65-5

.40.346

.43-7

.49-8

.56-9

--10

Table 3. Factor loadings resulting from confirmatory factor analysis.

Factor 2Factor 1Item number

.129.5691

-.8102

.624-3

.519-4

.657-5

.094.6266

.368-7

.670-8

.437-9

The TLI and the standardized root mean squared residual
(SRMR) is checked for confirmatory models. Both measures
were adequate for this model (TLI=.959, SRMR=.05). Thus,
the model found with EFA was confirmed with increased
statistical rigor, and the algorithm could proceed.

Step 3: Vector Autoregressive (VAR) Model
For this step, factor scores are extracted from the time series by
multiplying the raw scores with the factor loading matrix. In

this example, this resulted in a time series of 103 points of
measurement for each factor. From these time series, a VAR
model is computed to determine time-lagged associations
between factor scores. The number of lags is determined by
comparing the Akaike information criterion (AIC) for models
with one to five lags, choosing the number that leads to the
lowest AIC value. In this case, four lags were chosen.
Regression models for both factors explained a statistically
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significant amount of variance (R2=.294, F9,89=5.527, P=5.011-6)

for the first factor and (R2=.314, F9,89=5.979, P=1.63-6) for the
second factor. Figure 2 shows a graphical depiction of the
model. The VAR model shows that both factors show
time-lagged associations with factor 1. From this model, it can
be concluded that symptoms associated with the first factor
have significant influence on the severity of symptoms
associated with the second factor. In this example, an increased
level of anxiety, worry, or nervosity about social situations as
well as sudden fright and terror in social situations and
avoidance were associated with the first factor. If these

symptoms increase, symptoms associated with the second factor
(an increased level of somatic symptoms such as muscle tension,
a racing heart and sweat, or more cognitive symptoms such as
preparation for social situations or thoughts about being
ridiculed or humiliated) are more likely to increase. Because
there are significant vector regressive parameters from the three
lags and the patient completed a symptoms questionnaire three
times a day, this influence was measurable from measurements
up to 24 hours ago. The first factor also has a significant
auto-regressive component, meaning that symptoms associated
with the first factor are more stable over time.

Figure 2. Vector autoregressive model, including auto- and cross-regressive parameters (one-headed arrows) and a synchronous association (double-headed
arrows). Only statistically significant parameters are shown. Explained variance is indicated by R-squared values.

Step 4: Factor Scores
After the time-lagged associations between factor values have
been determined, the algorithm proceeds to determine the
relevance of the two factors for the patient’s psychopathology.
First, the squared loadings of each item in the CFA model are
divided by the number of factors and summed up. The result is
the explained amount of variance for the respective factor. This
value represents the amount of variance a factor explains at one
point in time. The same is done with the auto- and
cross-regressive parameters in the VAR model, leading to a
value indicating the amount of explained variance between
several points in time. In this case, the first factor explained
34.27% of within-time variance and 22.96% between-time
variance. The second factor explained 47.27% within-time
variance and 6.1% of between-time variance. Both types of
variance are then multiplied and normalized by dividing them

by the largest resulting value. The two factor scores resulting
from this step were 1 and .367.

Step 5: Symptom Scores
In the last step, means for each item from the social anxiety
scale are calculated and normalized by dividing them by the
largest item mean. Then, each item’s factor loading is multiplied
with the factor score. If an item loads on more than one factor,
this is done for every factor the item loads upon. The resulting
value is multiplied with the item’s normalized mean. Now,
every item has a symptom score containing information about
their average severity, their contribution to each factor, and the
relevance of the factor the item contributes to. Finally, these
item scores are normalized by dividing them by the highest item
score and multiplying them by 100. The result is a priority rating
for each item. Table 4 shows the items and their symptom
scores.
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Table 4. Symptom scores resulting from the treatment planning algorithm, sorted by maximum to minimum priority.

Normalized symptom
score

Item text

100Felt anxious, worried, or nervous about social situations.

95.43Spent a lot of time preparing what to say or how to act in social situations.

44.13Felt a racing heart, sweaty, trouble breathing, faint, or shaky in social situations.

41.58Avoided, or did not approach or enter, social situations.

36.78Felt moments of sudden terror, fear, or fright in social situations.

29.86Had thoughts of being rejected, humiliated, embarrassed, ridiculed or offending others.

28.61Felt tense muscles, felt on edge or restless, or had trouble relaxing in social situations.

23.80Left social situations early or participated only minimally (eg, said little, avoided eye contact)

21.21Distracted myself to avoid thinking about social situations.

The result obtained from applying the treatment planning
algorithm to the patient’s data suggests that the treatment targets
the first two symptoms listed in table 4: anxiety, worry and
nervous feelings about social situations and the excess amount
of time that the patient spends preparing for social situations.
This could be done by combining a relaxation exercise with
imaginal exposure techniques. Self-control desensitization [32]
is a well-validated approach that would cover this combination.
Note that, after treatment has proceeded for some time and the
recording of symptom scores is continued, a new model might
be found by the algorithm, prioritizing different symptoms and
thus, suggesting a change in the treatment plan.

Practitioner Interface
The practitioner interface was developed using the Shiny Web
framework. This allows combining the powerful statistical
computing and plotting capabilities of the R programming
language with a well-developed Web framework. The
application consists of two modules that can run independently:
the practitioner interface designed for convenient data
interpretation and the assessment interface that delivers
questionnaires to patients. Practitioners can review patient data
using a convenient and intuitive Web interface.

Treatment Planning Information
The summary of item scores produced by the treatment planning
algorithm can be inspected in the “Treatment Planning” tab. A
table (similar to Table 1) with all symptoms that have been
assessed is shown, including a standardized priority score that
results from the treatment planning algorithm.

Time-Series Inspection
Individual time series for every item assessed by DynAMo can
be inspected via the practitioner interface. As depicted in Figure
2, different auxiliary plots are available:

• A local regression curve graph with 95% CI for easy
interpretation of shifts in means.

• A plot of the dynamic complexity of the time series.
Dynamic complexity is composed of the intensity of
fluctuation and the degree of distribution of values in a
moving window of a time series [33]. Typically, this
window has a width of 5 to 7 data points. Flat curves with
a few different values result in low dynamic complexity,
whereas curves that oscillate strongly and include a variety
of different values result in high complexity. Local peaks
of dynamic complexity indicate critical instabilities of a
system, which are likely to be accompanied by sudden
changes in the system’s components, so-called phase
transitions [34]. Applied to psychotherapy, critical
instabilities often precede symptom changes if “boundary
conditions” such as a positive therapeutic relationship are
fulfilled [35]. Hence, this plot offers additional information
that can be interpreted alongside the raw data curve. In this
application, the dynamic complexity is rescaled to fit the
theoretical maximum and minimum of the raw plot.

• As illustrated in Figure 3, the application is able to generate
the so-called recurrence plots [36] to further ease the
interpretation of time series for the trained user. Recurrence
plots visualize the Euclidean distance between points in a
time series so that the recurring patterns in time series data
become more obvious. This is achieved by plotting the
Euclidean distance in time x time diagrams. Similar to
dynamic complexity, recurrence plots are used to identify
phases of critical instability. With recurrence plots, rare or
far-from-normal states in a time series can be identified,
which are indicative of occurring phase transitions.
Recurrence plots are optional and not plotted by default in
this application. However, their use in the monitoring of
psychotherapy processes is quite common in comparable
applications [13]. 

Summarized, when using DynAMo, practitioners can extract a
large amount of information on their patients by analyzing their
time series. No complicated mathematical operations have to
be carried out by the practitioners themselves because all of the
information contained in a time series is represented graphically.
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Figure 3. Time series plot showing answers to an intersession process item. A line smoothed by local regression scatterplot smoothing (LOESS) is
added for easy interpretation of long-term change, including the 95% CI. The red line represents the measure of dynamic complexity. The x-axis
represents the date of measurement (day and month).

Clinical Example
This example illustrates process monitoring of a 22-year-old
female patient suffering from bulimia nervosa, currently
undergoing Rogerian person-centered psychotherapy.

The psychotherapy process was measured daily, using a short
form of the German version of the IEQ [8]. This questionnaire
measures therapy-related cognitions, emotions, and behaviors.
The Reflecting treatment scale measures thoughts about the
patient's behavior toward psychotherapy. The scale named
Relationship fantasies indicates the frequency of thoughts
involving the therapist. The “Problem solving” scale contains
items remembering therapy contents and applying them in the
patients’ daily routine. Also, Therapy-related emotions are
measured, reflecting positive and negative emotions toward the
current therapy.

Weekly therapy outcome was measured on Sundays, using a
27-item short form of the Symptom Checklist-90 (SCL-90) in
German [37,38]. Weekly pre-post change scores were calculated.

A depicted in Figure 4, the patient experienced two local peaks
of dynamic complexity in her “Problem Solving” scale. The
first peak, measured in the first week of treatment, was followed
by a symptom reduction of 15%. One week later, another 5%
of symptom reduction was observed. The second major peak
was measured in the third and fourth week of treatment. Initial
weekly treatment outcome was a 2% increase in symptom
severity; this was followed by an 11% decrease in the following

week. Time-lagged change in outcome measures is a common
pattern observed when associating them with periods of
complexity [33]. In the fifth and sixth week of treatment,
complexity scores dropped and no peaks occurred. Also, a 34%
increase in symptoms was observed, followed by another slight
increase.

The observed peaks of complexity can be interpreted as ongoing
processes of change, which can be useful in anticipating
changes. Practitioners observing these peaks would be
well-advised to ensure that the patient experiences stability and
a positive therapeutic relationship in her therapy sessions.

However, the increase in symptoms in the fifth week cannot be
explained by inspecting only one curve. Additional information
can be drawn from other curves. As illustrated in Figure 6, the
outcome measure on June 4 was associated with a significant
decrease in positive treatment-related emotions (eg, relief, hope,
secure) and an increase in negative emotions (eg, anxious,
frustration, sadness, hurt). This information can be used for
clarifying the negative outcome reported by the patient.

This relatively simple example shows how therapy process data
can inform clinicians about their patients’ thoughts and feelings
toward their therapy. Information on periods of change the
patient is going through as well as negative evaluations of
therapy progress would not be accessible to the therapist,
possibly leading to missed opportunities to course correction
of a therapy that went “off track.”
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Figure 4. Recurrence plot for the time series illustrated in Figure 2. Darker, red-colored areas of the plot indicate low Euclidean distance between the
respective points of the time series whereas brighter, more yellow areas indicate greater Euclidean distance. Greater distance also implies that the time
series currently describes a period that has not occurred before. Note that the periods of increased dynamic complexity in the time series depicted in
Figure 2 are reflected in the recurrence plot. Both “time” axes refer to points of measurement in the time series.

Figure 5. Time series plot showing mean scores of the “Problem Solving” scale of the short intersession questionnaire. A line smoothed by local
regression scatterplot smoothing (LOESS), including the 95% CI is added for easy interpretation of long-term change. The red line represents the
measure of dynamic complexity that was rescaled from 0 (minimum complexity) to 100 (maximum complexity). Percentage values indicate weekly
treatment outcome in percent symptom change.
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Figure 6. Time series plot showing the (a) the “positive treatment-related emotion” and (b) the “negative treatment-related emotion” scores. The red
box marks a significant drop in positive treatment-related emotions, as well as an increase in negative ones.

Discussion

Limitations and Challenges
In his recent discussion of challenges in implementing
psychotherapy monitoring systems, Boswell [39] identified four
core obstacles for mental health providers: financial burden,
time burden, different needs of different stakeholders, and
turnover. We consider the software presented in this paper an
attempt to tackle these obstacles. First of all, because it was
developed as an open-source project, the DynAMo software
package can be provided without licensing fees.

Practitioners seeking to implement process- and outcome
monitoring applications face the challenge of structural changes
in their day-to-day routine. The application also tries to keep
time and energy expenditure as low as possible for clinicians.
We developed the software keeping in mind that it will be used
by mental health practitioners, paying great attention to a
user-friendly design. A first study of usability of the practitioner
and treatment planning interfaces in clinical practice is currently
starting. We acknowledge that there is no process monitoring
application that is suitable for everyone.

Despite the easy-to-use Web interface, therapists need to be
trained in the use of the DynAMo software so that they can
extract useful information from patient data. Training should
include tutorials and exercises on time series interpretation,
including an understanding of the dynamic systems approach
to change, which should include interpretation of dynamic
complexity and the recognition phase transitions. This way,
practitioners can easily grasp information from their patient’s
trajectories and learn how to recognize periods of change.
Training should also include several clinical examples so that
practitioners understand how to learn from their patients’ data.
Another crucial skill is offering feedback to patients so that they
learn to view process and outcome monitoring as a part of their
treatment. A training program including these different elements
is currently developed in our research group.

Another challenge lies in data collection. Psychotherapy patients
could find it difficult to answer daily questionnaires, especially
if suffering from more severe disorders. Compliance rates for
process monitoring are reduced by delayed starting of

questionnaires, early termination, or not filling out a
questionnaire at all. A feasibility study by Schiepek [40] showed
an average compliance rate of 78.3% and average missing data
rates of about 13% when using a 42-item daily questionnaire
in an inpatient setting. Similar values were found when assessing
adherence to daily mobile phone-based assessment of a short
depression scale [41]. Although there is no published data for
outpatients yet, modern Internet-enabled devices such as mobile
phones, tablet computers, or laptops greatly facilitate data
collection. Internal pre-tests of the DynAMo application showed
similar compliance rates (80%) and missing data rates (10%)
for outpatients. These rates can be considered satisfactory as
they do not reduce data quality to a large extent. On a more
general level, a study by Torous [42] could show that about
76% (n=100) of persons in the age group of 18 to 60 years are
interested in monitoring their mental health with mobile
applications.

Therapists’acceptance of technology such as process monitoring
applications can depend on several factors. Confirming the
issues brought up by Boswell [39], research on technology
acceptance [43,44] could show that expected performance of
the software is a strong predictor of the intention to use it. Thus,
clinical practitioners could feel that the proposed software
performs not well enough for routine use. In future usability
studies, we will carefully review the data provided by therapists.

Also, the effort to use the software predicts this intention,
stressing the importance of usability and training sessions.
Practitioners could however see training sessions as a burden,
consuming excess time; hence, it will be necessary to design
the software so that training sessions can be reduced to a
minimum.

Influence by coworkers has been found to increase usage,
especially for users with limited experience. It can be concluded
that training besides training sessions and regular meetings of
users could foster the adoption of this technology. In these
meetings, users can also discuss experiences and possible issues
using this software.

The intent of this paper was to present a series of tools for
psychotherapy process research to the community. Thus,
empirical data was only used for illustrating the software’s
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features, offering only a limited view on the possibilities of this
software package. It will be the focus of future empirical studies
to obtain larger data sets, including usability data provided by
clinical practitioners.

Outlook
It was the goal of this project to provide the psychotherapy
research community with a set of tools to study the processes
and mechanisms of change in psychotherapy with the high
temporal resolution needed to get ecologically valid results and
without depending on costly alternatives. We presented a newly
developed software for psychotherapy process monitoring and
treatment planning in mental health settings. Whereas parts of
the software are still under development, the base set of features
is complete, and it can now be considered ready for application
in empirical research and clinical practice. The DynAMo
software should be viewed as an evolving toolset and the full
source code is to be released under an open-source software
license at a future date via a public project hosting platform
such as GitHub, inviting other developers and researchers to
participate.

The treatment planning algorithm makes it possible to tailor
therapeutic interventions to individual patients, appreciating
the great complexity of psychopathology and psychotherapy.
With the DynAMo application, the therapy process can be
monitored, so that important periods of change are transparent

to the therapist. This includes identifying periods of change in
ongoing therapies, both from a linear point of view using
smoothed graphs and from a dynamic systems point of view,
using dynamic complexity plots. The functions of this
application cover the period before starting psychotherapy,
psychotherapy itself, and they can also be used as a means of
sustaining change and preventing relapse by monitoring
symptoms after completion for a certain period of time. Thus,
the presented application is not only a research tool but also a
tool for enhancing psychotherapy with new technologies.

Next steps in the development process of the DynAMo
application include an administrator’s interface that features
easy creation of patient configurations and editing of assessment
items using a graphical user interface. Another feature is the
possibility of adding short, free-form text items that can be
viewed as annotations in time-series graphs. This way, patients
can report on meaningful events in a more detailed way. Also,
“Traffic-light”-style notifications for certain critical items will
be introduced in the future. These notifications can warn
therapists of possible treatment drop-out, self-harming behavior,
or other critical incidents and also inform them about beneficial
developments such as increases in working alliance quality or
successes while applying behaviors learned in therapy. Both
therapists’ and patients’ experience will be recorded and
examined, so that the application can adapt to their needs.
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Multimedia Appendix 1
This example script will demonstrate the treatment planning algorithm in the paper "A Modular Platform for Monitoring Process,
Outcome and Algorithm-Based Treatment Planning in Psychotherapy". All steps are illustrated using a simulated data set with
items on social anxiety included in the ZIP file. An additional text file with item texts is included as well.

[ZIP File (Zip Archive), 5KB-Multimedia Appendix 1]

References

1. NIMH. 2015. Strategic Objective 3: Strive for Prevention and Cures URL: https://www.nimh.nih.gov/about/
strategic-planning-reports/strategic-objective-3.shtml [accessed 2016-10-10] [WebCite Cache ID 6l9Zewplv]

2. Drapeau M. 10 tools for progress monitoring in psychotherapy. Integrating Science and Practice 2012 Nov;2(2):1-45 [FREE
Full text]

3. Lambert MJ. Progress feedback and the OQ-system: the past and the future. Psychotherapy (Chic) 2015 Dec;52(4):381-390.
[doi: 10.1037/pst0000027] [Medline: 26641368]

4. Lambert MJ. Helping clinicians to use and learn from research-based systems: the OQ-analyst. Psychotherapy (Chic) 2012
Jun;49(2):109-114. [doi: 10.1037/a0027110] [Medline: 22642518]

5. Miller SD, Duncan BL, Sorrell R, Brown GS. The partners for change outcome management system. J Clin Psychol 2005
Feb;61(2):199-208. [doi: 10.1002/jclp.20111] [Medline: 15609362]

6. Shimokawa K, Lambert MJ, Smart DW. Enhancing treatment outcome of patients at risk of treatment failure: meta-analytic
and mega-analytic review of a psychotherapy quality assurance system. J Consult Clin Psychol 2010 Jun;78(3):298-311.
[doi: 10.1037/a0019247] [Medline: 20515206]

7. Orlinsky DE, Geller JD, Tarragona M, Farber B. Patients' representations of psychotherapy: a new focus for psychodynamic
research. J Consult Clin Psychol 1993 Aug;61(4):596-610. [Medline: 8370855]

JMIR Med Inform 2017 | vol. 5 | iss. 3 | e20 | p. 12http://medinform.jmir.org/2017/3/e20/
(page number not for citation purposes)

Kaiser & LaireiterJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v5i3e20_app1.zip&filename=b1ec40e5f15b6bdcdad1698cbacb6037.zip
https://jmir.org/api/download?alt_name=medinform_v5i3e20_app1.zip&filename=b1ec40e5f15b6bdcdad1698cbacb6037.zip
https://www.nimh.nih.gov/about/strategic-planning-reports/strategic-objective-3.shtml
https://www.nimh.nih.gov/about/strategic-planning-reports/strategic-objective-3.shtml
http://www.webcitation.org/

                                            6l9Zewplv
http://opq.sednove.ca/pdf/2012_11_Integrating_SandP_10_Tools_for_Progress_Monitoring_in_Psychotherapy.pdf
http://opq.sednove.ca/pdf/2012_11_Integrating_SandP_10_Tools_for_Progress_Monitoring_in_Psychotherapy.pdf
http://dx.doi.org/10.1037/pst0000027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26641368&dopt=Abstract
http://dx.doi.org/10.1037/a0027110
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22642518&dopt=Abstract
http://dx.doi.org/10.1002/jclp.20111
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15609362&dopt=Abstract
http://dx.doi.org/10.1037/a0019247
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20515206&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8370855&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


8. Hartmann A, Orlinsky D, Zeeck A. The structure of intersession experience in psychotherapy and its relation to the therapeutic
alliance. J Clin Psychol 2011 Oct;67(10):1044-1063. [doi: 10.1002/jclp.20826] [Medline: 21800294]

9. Stewart S, Schröder T. Emotional homework: a systematic literature review of patients' intersession experiences. J Psychother
Integr 2015;25(3):236-252. [doi: 10.1037/a0039639]

10. Hartmann A, Zeeck A, Herzog W, Wild B, de Zwaan M, Herpertz S, et al. The intersession process in psychotherapy for
Anorexia Nervosa: characteristics and relation to outcome. J Clin Psychol 2016 Sep;72(9):861-879. [doi: 10.1002/jclp.22293]
[Medline: 27199179]

11. Hartmann A, Orlinsky D, Weber S, Sandholz A, Zeeck A. Session and intersession experience related to treatment outcome
in bulimia nervosa. Psychotherapy (Chic) 2010 Sep;47(3):355-370. [doi: 10.1037/a0021166] [Medline: 22402092]

12. Zeeck A, Hartmann A. Relating therapeutic process to outcome: are there predictors for the short-term course in anorexic
patients? Eur Eat Disord Rev 2005 Jul 11;13(4):245-254. [doi: 10.1002/erv.646]

13. Schiepek G, Eckert H, Aas B, Wallot S, Wallot A. Integrative Psychotherapy: A Feedback-Driven Dynamic Systems
Approach. Göttingen: Hogrefe Publishing; 2015.

14. McWilliams N. Psychoanalytic Case Formulation. New York City: Guilford Press; 1999.
15. Schiepek G. Systemische Diagnostik in der Klinischen Psychologie. Weinheim: Psychologie Verlag Union; 1986.
16. Beck AT. Cognitive therapy and the emotional disorders. New York: International Universities Press; 1976.
17. Fisher AJ. Toward a dynamic model of psychological assessment: implications for personalized care. J Consult Clin Psychol

2015 Aug;83(4):825-836. [doi: 10.1037/ccp0000026] [Medline: 26009781]
18. Lee IA, Little TD. P-technique factor analysis. In: Laursen B, Little TD, Card NA, editors. Handbook of developmental

research methods. New York: The Guilford Press; Jan 2012:350-363.
19. Fisher AJ, Boswell JF. Enhancing the personalization of psychotherapy with dynamic assessment and modeling. Assessment

2016 Aug;23(4):496-506. [doi: 10.1177/1073191116638735] [Medline: 26975466]
20. Shiny RStudio. A web application framework for R URL: http://shiny.rstudio.com/ [accessed 2016-10-12] [WebCite Cache

ID 6lCxkWUzz]
21. Chalmers RP. Generating adaptive and non-adaptive test interfaces for multidimensional item response theory Applications.

J Stat Softw 2016;71(5):1-38. [doi: 10.18637/jss.v071.i05]
22. Section III: Emerging measures and models. In: Diagnostic and Statistical Manual of Mental Disorders, 5th Edition.

Arlington: American Psychiatric Association; 2013.
23. Hu L, Bentler PM. Cutoff criteria for fit indexes in covariance structure analysis: conventional criteria versus new alternatives.

Struct Equ Modeling 1999;6(1):1-55. [doi: 10.1080/10705519909540118]
24. Rosseel Y. lavaan: an R package for structural equation modeling. J Stat Softw 2012;48(2):1-36. [doi: 10.18637/jss.v048.i02]
25. Pfaff B. VAR, SVAR and SVEC models: implementation within R package vars. J Stat Softw 2008;27(4):1-32. [doi:

10.18637/jss.v027.i04]
26. Lütkepohl H. New introduction to multiple time series analysis. Heidelberg: Springer Science & Business Media; 2005.
27. Tschacher W, Zorn P, Thommen M, Müller D, Roder V. Time series analysis of therapy process in groups of clients with

personality disorders. Eur Psychiatry 2007 Mar;22(Suppl 1):S60. [doi: 10.1016/j.eurpsy.2007.01.232]
28. Tschacher W, Haemmig R, Jacobshagen N. Time series modeling of heroin and morphine drug action. Psychopharmacology

(Berl) 2003 Jan;165(2):188-193. [doi: 10.1007/s00213-002-1271-3] [Medline: 12404073]
29. Tschacher W, Baur N, Grawe K. Temporal interaction of process variables in psychotherapy. Psychother Res

2000;10(3):296-309. [doi: 10.1093/ptr/10.3.296]
30. Ramseyer F, Kupper Z, Caspar F, Znoj H, Tschacher W. Time-series panel analysis (TSPA): multivariate modeling of

temporal associations in psychotherapy process. J Consult Clin Psychol 2014 Oct;82(5):828-838. [doi: 10.1037/a0037168]
[Medline: 24932566]

31. Beesdo-Baum K, Klotsche J, Knappe S, Craske MG, Lebeau RT, Hoyer J, et al. Psychometric properties of the dimensional
anxiety scales for DSM-V in an unselected sample of German treatment seeking patients. Depress Anxiety 2012
Dec;29(12):1014-1024. [doi: 10.1002/da.21994] [Medline: 22933460]

32. Goldfried MR. Systematic desensitization as training in self-control. J Consult Clin Psychol 1971 Oct;37(2):228-234. [doi:
10.1037/h0031974]

33. Schiepek G, Strunk G. The identification of critical fluctuations and phase transitions in short term and coarse-grained time
series-a method for the real-time monitoring of human change processes. Biol Cybern 2010 Mar;102(3):197-207. [doi:
10.1007/s00422-009-0362-1] [Medline: 20084517]

34. Haken H. Chance and Necessity. In: Synergetics: Introduction and Advanced Topics. Heidelberg: Springer-Verlag;
2004:147-189.

35. Schiepek GK, Tominschek I, Heinzel S. Self-organization in psychotherapy: testing the synergetic model of change processes.
Front Psychol 2014 Oct 02;5:1089 [FREE Full text] [doi: 10.3389/fpsyg.2014.01089] [Medline: 25324801]

36. Marwan N, Carmen Romano M, Thiel M, Kurths J. Recurrence plots for the analysis of complex systems. Phys Rep 2007
Jan;438(5-6):237-329. [doi: 10.1016/j.physrep.2006.11.001]

37. Hardt J, Egle UT, Kappis B, Hessel A, Brähler E. [Symptom Checklist SCL-27]. Psychother Psychosom Med Psychol 2004
May;54(5):214-223. [doi: 10.1055/s-2003-814786] [Medline: 15106055]

JMIR Med Inform 2017 | vol. 5 | iss. 3 | e20 | p. 13http://medinform.jmir.org/2017/3/e20/
(page number not for citation purposes)

Kaiser & LaireiterJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1002/jclp.20826
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21800294&dopt=Abstract
http://dx.doi.org/10.1037/a0039639
http://dx.doi.org/10.1002/jclp.22293
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27199179&dopt=Abstract
http://dx.doi.org/10.1037/a0021166
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22402092&dopt=Abstract
http://dx.doi.org/10.1002/erv.646
http://dx.doi.org/10.1037/ccp0000026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26009781&dopt=Abstract
http://dx.doi.org/10.1177/1073191116638735
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26975466&dopt=Abstract
http://shiny.rstudio.com/
http://www.webcitation.org/

                                            6lCxkWUzz
http://www.webcitation.org/

                                            6lCxkWUzz
http://dx.doi.org/10.18637/jss.v071.i05
http://dx.doi.org/10.1080/10705519909540118
http://dx.doi.org/10.18637/jss.v048.i02
http://dx.doi.org/10.18637/jss.v027.i04
http://dx.doi.org/10.1016/j.eurpsy.2007.01.232
http://dx.doi.org/10.1007/s00213-002-1271-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12404073&dopt=Abstract
http://dx.doi.org/10.1093/ptr/10.3.296
http://dx.doi.org/10.1037/a0037168
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24932566&dopt=Abstract
http://dx.doi.org/10.1002/da.21994
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22933460&dopt=Abstract
http://dx.doi.org/10.1037/h0031974
http://dx.doi.org/10.1007/s00422-009-0362-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20084517&dopt=Abstract
http://dx.doi.org/10.3389/fpsyg.2014.01089
http://dx.doi.org/10.3389/fpsyg.2014.01089
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25324801&dopt=Abstract
http://dx.doi.org/10.1016/j.physrep.2006.11.001
http://dx.doi.org/10.1055/s-2003-814786
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15106055&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


38. Derogatis LR. SCL-90-R: Symptom Checklist-90-R: Administration, Scoring, and Procedures Manual. New York: National
Computer Systems, Inc; 1994.

39. Boswell JF, Kraus DR, Miller SD, Lambert MJ. Implementing routine outcome monitoring in clinical practice: benefits,
challenges, and solutions. Psychother Res 2015;25(1):6-19. [doi: 10.1080/10503307.2013.817696] [Medline: 23885809]

40. Schiepek G, Aichhorn W, Gruber M, Strunk G, Bachler E, Aas B. Real-time monitoring of psychotherapeutic processes:
concept and compliance. Front Psychol 2016 May 03;7:604 [FREE Full text] [doi: 10.3389/fpsyg.2016.00604] [Medline:
27199837]

41. Torous J, Staples P, Shanahan M, Lin C, Peck P, Keshavan M, et al. Utilizing a personal smartphone custom app to assess
the patient health questionnaire-9 (PHQ-9) depressive symptoms in patients with major depressive disorder. JMIR Ment
Health 2015 Mar 24;2(1):e8 [FREE Full text] [doi: 10.2196/mental.3889] [Medline: 26543914]

42. Torous J, Friedman R, Keshavan M. Smartphone ownership and interest in mobile applications to monitor symptoms of
mental health conditions. JMIR Mhealth Uhealth 2014 Jan 21;2(1):e2 [FREE Full text] [doi: 10.2196/mhealth.2994]
[Medline: 25098314]

43. Venkatesh V, Thong J, Xu X. Consumer acceptance and use of information technologyxtending the unified theory of
acceptance and use of technology. MIS Quarterly 2012 Mar;36(1):157-178.

44. Venkatesh V, Morris MG, Davis GB, Davis FD. User acceptance of information technology: toward a unified view. MIS
Quarterly 2003 Sep;27(3):425-478.

Abbreviations
AIC: Akaike information criterion
CFA: confirmatory factor analysis
DynAMo: dynamic assessment and modeling
EFA: exploratory factor analysis
EMA: Ecological Momentary Assessment
IEQ: Intersession Experience Questionnaire
IRT: item response theory
mirtCAT: computerized adaptive testing with multidimensional item response theory
OQ: Outcome Questionnaire
PCOMS: Partners for Change Outcome Management System
RMS: root mean squared residuals
SNS: Synergetic Navigation System
SRMR: standardized root mean squared residual
TLI: Tucker-Lewis-Index
VAR: vector autoregressive
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